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Abstract

For a class of hypoelliptic operators with real-analytic coefficients, we provide a criterion ensuring a
partial analyticity result. As a consequence, even when the “elliptic” strong unique continuation (i.e. a
solution of the homogeneous equation which vanishes of infinite order at a point is zero near such a point)
fails, a weaker form of “propagation” of zeroes still holds.
© 2024 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction and statement of the results

Let Q C R? be an open convex set and let P = P(x, d) be a C* hypoelliptic second order
partial differential operator (i.e. u € C* if Pu € C*°). We consider an arbitrary solution of the
equation

Px,du=0 in (1.1)

and we set?
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Zoou) ={x € Q: 0% (x)=0, VaeN9},

i.e. Zo(u) is the set of all the points where u vanishes of infinite order.

We study the structure of the set Zoo(u#). More precisely, we want to find conditions on P
guaranteeing that Z.,(«) contains no isolated points.

As a partial explanation of the hypoellipticity assumption, we point out that, as shown in the
next example, Z., (1) may be a singleton if P is hyperbolic.

Example 1. Consider the function

0 fors <0,
@(s) = -

1
s

fors > 0,

and, for x,t € R, set

u(x, 1) =@(x —1) +¢(x +1).
Then, (32 — 32)u = 0 and  is flat only at the origin, i.e. Zoo(u) = {(0, 0)}.

In order to gain some intuition on the problem, let us begin by recalling some basic facts in
the case of P with constant coefficients. The following (well-known) characterization holds

Theorem 1.1. Let P be a linear partial differential operator with constant coefficients. Then the
following assertions are equivalent

(A) P is elliptic;

(B) P satisfies the strong unique continuation property (i.e. zero is the only solution of (1.1) flat
at least at one point);

(C) P is analytic hypoelliptic (i.e. Pu is real-analytic implies that u is real-analytic).

Remark 1.1. Let us provide an explanation of the equivalence above. The implication (A) =
(B) can be understood from the point of view of the hypoellipticity. If P is an elliptic operator
then, since it has constant coefficients, it is analytic hypoelliptic® then, all the (distributional)
solutions of Pu = 0 are real-analytic functions. Then, the strong unique continuation property
is a consequence of the fact that a real-analytic function vanishing of infinite order at a given
point is identically zero (on the connected component of its domain containing such a point).
The opposite implication, (B) = (A), can be proved by showing that non-(A) = non-(B)
and using the fact that the characteristic Cauchy Problem is not well-posed. More precisely, if P
is not elliptic, then there exists a characteristic hyperplane passing through the origin of R? and
a smooth solution of Pu = 0 vanishing on one side of the hyperplane but with 0 € suppu (see
[15, Theorem 5.2.2]), i.e. the strong unique continuation property fails.

3 For instance, in [15, Corollary 4.4.1], it is shown that all the solutions of Pu = 0 are real-analytic if and only if P is
elliptic.
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We observe that if P (possibly with variable coefficients) satisfies the strong unique continu-
ation property, then for every solution u of (1.1) either Zy, (1) = ¥ or Z () = 2. Furthermore,
if P is analytic hypoelliptic, then it satisfies the strong unique continuation property.

Remark 1.2. We point out that it is a difficult (open) problem to find a characterization of the
operators P that are analytic-hypoelliptic (see e.g. [21,22], [19], [13], [2], [4], [6,7]). Further-
more, we observe that the equivalence contained in Theorem 1.1 fails in the case of variables
coefficients, e.g., in dimension two, the operator P = 3)% + x%k 3}2, is analytic hypoelliptic (see,
e.g., [1,2]) but it is not elliptic.

The study of the heat operator suggests that, even in the absence of the strong unique continu-
ation property, some weaker form of unique continuation may still hold true. Indeed, P = 9, — A
does not satisfy the strong unique continuation property (this is a consequence of the fact that P
is not elliptic and by Theorem 1.1) but it satisfies a unique continuation along time slice, i.e. a
solution of the equation

0 —MNu=0 in Q,
which is flat* at (zg, xg) € Q, it is zero in QN {t = fo}. This result can be proved, e.g., using
either Carleman estimates with a singular weight (see, e.g., [20]) or arguing as in the proof of
Theorem 1.2 (ii) below.
We consider the following question:
e how we can describe “geometrically” the set where the points of flatness propagate?
We will see that the answer to the previous question suggests a condition ensuring that Z,(u)

contains no isolated points.
The symbol of the heat operator is

iT+ |§|2, its principal part is |§|2,

and the characteristic manifold (i.e. the set where the principal part of the operator vanishes) is
given by

Char(P) = {(t, x; T, 0)|t # 0}.

We observe that, since P has constant coefficients, every point (¢y, xg) can be considered as the
projection into the base of a point (¢, xo; 7, 0) € Char(P). The characteristic manifold admits an
Hamiltonian foliation. More precisely, at every p € Char(P) one associates the vector space

T, Char(P) N (T, Char(P))’,

4 P=g —AisC® hypoelliptic, then, in particular, all the distributional solutions of the homogeneous equation are
smooth.
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where T, Char(P) is the tangent space to Char(P) at the point p (i.e. T, Char(P) = {(5t, 6x;
87,0)}), while (7, Char(P))? is the orthogonal, w.r.t. the symplectic form o = )" d&; Adx;, to
T, Char(P) (i.e. (T, Char(P))? = {(0, 6x; 0, 0)}).

We observe that the Hamiltonian leaf passing through the point p := (¢, xo; 70, 0) (i.e. the
integral manifold of the distribution, in the sense of the differential geometry, T, Char(P) N
(T, Char(P))° ={(0, 6x; 0, 0)} passing through p) is

Fp ={(to, x; 70, 0) = (f0, x) € 2},

and its projection on the base is given by the manifold

w(F,) ={(tg, x) : (19, x) € 2}.

In this perspective, the (parabolic) unique continuation can be recast as a sort of “propagation”
result as follows: if a solution of the heat equation vanishes of infinite order at a point then it
vanishes of infinite order along the projection into the base of the Hamiltonian leaf through (a
lifting of) such a point.

Motivated by the above considerations, one can try to show that, for an hypoelliptic operator
with real-analytic coefficients, the vanishing of infinite order at a point propagates along the
projection, into the base, of the Hamiltonian leaf through a lifting of the given point.

We consider a class of second order operators of the form sums of squares of real-analytic
coefficients satisfying the Hormander’s brackets generating condition.

Notice that, for this class of operators, the solutions of (1.1) are smooth with a suitable control
on the growth of their derivatives and, in particular, the solutions of Pu =0 may be flat at a
point without being identically zero. More precisely, it is well-known that the analytic regularity
assumption on the vector fields and Hormander’s condition do not imply that P be analytic-
hypoelliptic (see [5]). On the other hand, let us also recall that, as a consequence of Hérmander’s
condition, there exists so > 1 such that P is at least hypoelliptic in Gevrey spaces of index s > sg
(see [11], [3], and [8]).

We assume

(H) the vector fields
- )
X = air(y)—, (j=0,1,...,N)

are real-analytic (w.r.t. the variables y € R") and satisfy Hormander’s brackets generating con-
dition in R”.

Set
N
P=X0+ZX§+A, (1.2)
j=1
where
92 92
A=—+...+—.
axf Bxf
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Remark 1.3. We notice that, due to [ 14], the operator given in (1.2) is C* hypoelliptic. We recall
that, as shown in [10, Théoréme 2.2.], for an operator of the form P = Xo + >_ X? with real-
analytic coefficients, if at every point at least one vector field is non-singular then Hérmander’s
bracket generating condition is equivalent to the C°° hypoellipticity of P.

We have the following

Theorem 1.2. Under Assumption (H), let P be as in (1.2), and let u be a solution of Pu = 0.
Then,

(i) u is real-analytic with respect to the variables x;
(ii) let (xg, Y0) € Zoo(u), then (x, yo) € Zso(u), for every (x, yo) € 2.

Example 2. The heat operator associated with the Baouendi-Goulaouic operator,

P=0, -3} -9, -y Vo’ (1.3)
where ¢ > 1 is a positive integer, is hypoelliptic in Gevrey spaces of index s > ¢ (see [11] and
[8]). In this case, if a solution of Pu = 0 in 2 vanishes of infinite order at (¢y, xo, Yo, z0), then
(t07 X, )707 ZO) € ZOO(”)» for every (t()? X, y03 ZO) € Q'

Remark 1.4. Notice that Theorem 1.2 does not depend on the presence of the vector fields Xo:
the same result holds assuming that X1, ..., X satisfy the Hormander condition and taking
P = Zj-v:l X? + A. Furthermore, we point out that, in the absence of additional information,
the conclusion of Theorem 1.2 is optimal. Indeed, in [17] it is constructed a solution of the
homogeneous heat equation (i.e. N =0, X = dy,) supported in y; € [0, £], for every ¢ > 0. In
other words, in general, knowing that u vanishes of infinite order at a point (g, xg), the only
prediction that can be done is that u vanishes along a time slice, (g, x).

Let us clarify how Theorem 1.2 (i7) is connected with the “rule of thumb” introduced for the
heat equation. Due to the generality of the vector fields X;, j =0, ..., N, in Theorem 1.2, it is

unclear if Char(P) is a manifold and if it is defined on it an Hamiltonian foliation. On the other
hand, if we assume that there exists an Hamiltonian leaf F,, then

{(xo +x, y0) € 2} C 7 (Fy),
where 7 (00) = (x0, y0)-
2. Proofs
From a technical point of view our proof of Theorem 1.2 is based on energy estimates.
2.1. Proof of Theorem 1.2 (i)
Our proof is more than inspired by the one given in [9] for the Oleinik operator. Without loss
of generality, we may suppose that £ = 1, i.e. that x is a single real variable. We want to estimate

the growth of the x-derivatives of u. We observe that, in [9], the (optimal) subelliptic estimate
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given in [18] is used. In the present situation, we take advantage of the special structure of the
operator and we use the following

Lemma 2.1 (Energy estimate). We have that

N
1
3 ||a,m||2+§;||xjv||2 < [(Pv,v)| +Cll], 2.4)
j=
for every v e C3P.
(Here || - || stands for the L2 norm, while (-, -) is the L2 scalar product.)

Proof of Lemma 2.1. For every v € Cgo, we have that

N
|(Pv,v)|=< —Xo— Y X7-9] v,v>.
j=1

Integrating by parts we find that

2 N

v

|(Pv,v)| = —/XOE—E (Xjv, X¥v) + 0,0
j=1

2 N N
. v
_ /(chv Xo) 3+ DD IXGuIP 4+ (K, (X = Xy + ol
j=1 j=1

N N
1
> 31X ol + ool = 5 3 (IX012 + 1 =X, = Xppol?)
j=1 j=1

2
- V(div XO)%

=

N =

N
D IX vl + levl? = Cllvll?,
j=1

for a suitable C > 0. (Here we used the fact that ' X ; + X ; is a zero order term.) O

We estimate the localization of high order derivatives of u using the estimate (2.4). These
localizations are of the form yx (x, y)d;u. We observe that, since we are looking for an analytic
regularity w.r.t. the variables x we have to use, as localizing functions, some special cut-off
functions introduced by Ehrenpreis in [12] (see [16]). For any pair of open sets w, €2, with @
compactly contained in €2, there exists a constant Cy, and, for any m, x,, € C(‘)>O (€2) such that

(A) xm=1onw;
(B) 9% x| < Co(Com)¥!, for || < 2md.
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Remark 2.5. For || close to m, the bounds given in (B) above resemble the analytic growth.’

In the sequel, for the sake of simplicity, we write x instead of yx,,.
We plug v = xd;u into estimate (2.4), we have

1
5 | 19ex@full® + 30X xorul®
J

< (Pxdu, x¥u)| + Cllxdful*
2
= [P, xdlu, xdLu)| + Cllxdrull®. (2.5)

since Pu=0

The first term in the line above lead to the bracket
(X5, x 07 1u, x u) = ([X7, x19u, xOu),
for j =1,..., N. We have that
(X5, x10%u, x dfu)

= (X;[X;, x10yu, xoyu) + ([X;, x1X ;0 u, x0yu)
= (X;GOu," XjxoLu) + (xXjopu, x X ;(x)95u)

since X}f:—X j + a (a zero order term)
=(X;000u, (=X +a)xdeu) + {([x, X;1+ X;x)ou, X;(x)du)
l . ron2 . ron2 roo2
§8IIX](X)3quI + 2| X x 0 ull” +2eCill x Oy ull
roo2 roo2 1 ron2
= I1X; 000 ull” + el X jx dgull +E||Xj(x)3xull
g X roon2 3ell X roon2 2 roo2
Egll OO ull” 43¢l X j x o ull” +2eCrll x dyull”,

where ¢ > 0 and C; > 0 is a suitable constant. We observe that, for ¢ < 1/6, the second term in
the sum above can be reabsorbed in the LHS of (2.5). Furthermore, we have

(X0, x8"u, x%u)] = [(Xo GO u, x3%u)| < | Xo(0)d ull® + || x0%ul?

Then, we deduce that

5 Due to the Stirling formula m™ < C™m!, for a suitable C.
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N
1 2 C
Slacxorul® < = 31X, 0005 + (c+ 1 +N7) I dyull?,
j=0

ie.

N
2 Cq
1@ x)3%ull* + - > IX,00ul® + <C+ 1 +N7> llxd5ull?.
j=0

| =

1
ana;“un%

We observe that the latter inequality can be rewritten as

N
x0T > < Co I@ex)dul® + D IX;CO0ull® + xdpull® ¢ (2.6)
j=0

for a suitable positive constant C».

Now, estimate (2.6) can be use in an iterative way: each term in the RHS gives N + 3 terms
with one x-derivative less on the function u. After r iterations, we find (N + 3)" ! terms without
any x-derivative on u and r + 1 derivatives either on the cut-off function x or on the coefficients
of the vector fields X ; (there will be also a term with no derivatives at all but we consider only
the “worst case scenario”). We claim that, for a suitable C > 0, each one of these terms can be
bounded by CC"+1(r + 1)!.

We set

Y]=Xja (J=07'~’N)7 YN+1=8)65
and, for I = (i1, ...,ir41),1; €{0,..., N + 1}, we define
Y1) =Y, (Yi (- (Yipy  GO) - )
We may also suppose that each coefficients and, taking m ~ r + 1, the cut-off function and the
coefficients of the vector fields satisfy estimates with the same constant. We point out that in

these computations it is irrelevant that Y1 has constant coefficients and that it commutes with
the other vector fields. We have

M Y, (0l <C*Cm=Cm,
@ 1YY, GO < CHCPm 4 CPm?) < C¥(m +1)2,
3) 1Y, Y, (Y, GON] < CHCm(C + Cm)(2C + Cm)) < CT(m +1)°

r+1)  Yol<cci=cc® D m 41yt
Then, taking C3 = C? (we may always assume that C > 1), we obtain
”X3;+lu”2 < (N+3)r+]C3Cg+1(m+ 1)r+1 ,
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and
Ix0%ul® < (N +3) 3 om + 1)1

with x € R¢, ¢l =0a1 + ...+ g, and a! = a1!...a¢!. Hence, due to the Sobolev embeddings,
first, we obtain the analytic estimate in the L norm, and then we deduce the pointwise estimate:

[0Yu(x, y)| <CC%!, (x,y) €w,

for a suitable positive constant which we denoted once more by C, i.e. u is real-analytic w.r.t. the
variable x. Finally, replacing u with 35 u, we conclude that

|8aa/,gu(X, y)|SC Clala!a (X, y)EC(),
x Oy B&-p

for a suitable Cg. This completes our proof.

2.2. Proof of Theorem 1.2 (ii)

Since P is C* hypoelliptic u is smooth, furthermore, due to Theorem 1.2 (i), one can find
a neighborhood of (xg, yo), W, such that u is real-analytic w.r.t. the variables x. For the sake of
simplicity we can take as W a ball with center at (xg, yp) and radius r, for a suitably small r > 0.
Then, for every o € N”, the map

(xeR | |x —xo| <r}3x+> dyu(x, yo)

is real-analytic and, by assumption, it vanishes of infinite order (w.r.t. r) at x = x¢. Then, we find
that

dyu(x, ) =0 Y|x —xo| <,
and for all « € N”, i.e.
0290u(x,y0)=0  Vlx—xo|<r
for every « € N”, B € N¥. By iteration, we find that
{(x, y0) € @} C Zoo ().
This completes the proof of Theorem 1.2.
Data availability

No data was used for the research described in the article.
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