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Abstract
Quantitative microstructural analysis of XCT 3D images is key for quality assurance of materials and components. In this 
paper we implement a Graph Convolutional Neural Network (GCNN) architecture to segment a complex Al-Si Metal Matrix 
composite XCT volume (3D image). We train the model on a synthetic dataset and we assess its performance on both 
synthetic and experimental, manually-labeled, datasets. Our simple GCNN shows a comparable performance, measured 
via the Dice score, to more standard machine learning methods, but uses a greatly reduced number of parameters (less 
than 1/10 of parameters), features low training time, and needs little hardware resources. Our GCNN thus achieves a 
cost-effective reliable segmentation.

Article Highlights

•	 We present a novel Graph Convolutional Neural Network approach to segment a 3D image of a complex Al-Si Metal 
Matrix composite.

•	 Training on synthetic datasets shows a semantic understanding of the ground truth labels of manually-labeled experi-
mental images.

•	 Our simple Graph Neural Network shows a comparable performance to standard methods, using a reduced number 
of parameters, low training time, towards cost-effective reliable segmentation.

Keywords  Geometric deep learning · Segmentation · Microstructure · X-ray computed tomography · Al–Si metal matrix 
composites

1  Introduction

The field of material science is experiencing a revolution: the new and successful deep learning inspired algorithms 
are changing the landscape of XCT (X-ray computed tomography) quantitative analysis (see [1], and refs therein, for 
a comprehensive account of recent developments).
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More specifically, quantitative microstructural analysis of XCT images, via an accurate statistical assessment of 
individual features, can greatly improve the assurance checks necessary for the qualification of materials and compo-
nents. The use of XCT allows reducing the time and cost involved with materials development and/or qualification. 
Such analysis, via machine learning methods, is best performed through automatic segmentation, where each voxel 
of a 3D XCT image is analyzed and classified depending on whether the voxel belongs to a certain class.

More specifically, recent works [2–4] provide successful algorithms for the automatic segmentation of XCT recon-
structions of additively manufactured materials, respectively with a 3D DCNN (Deep Convolutional Neural Network) 
[3], with a 2D DCNN [2], and with autoencoders [4], towards reliable quality assurance. These automatic segmenta-
tion methods were originally developed for applications in medical imaging, such as detection and segmentation 
of tumors or other relevant macroscopic or microscopic medically significant objects (see [5] for a recent full review 
of techniques). The application of DCNNs in material science is now the paradigm and state of the art technique for 
automatic segmentation.

In the present work, we focused on the automatic segmentation of a six-phase Al-Si alloy composite reinforced 
with ceramic fibers and particles. Since such microstructures are extremely challenging to be quantitatively analyzed 
by manual segmentation, neural networks are becoming more and more employed with high accuracies [6–8].

The best way to segment these multiphase composite material XCT 3D images is to directly work on the 3D recon-
structed volume with 3D networks. That is because different microstructural phases can share similar X-ray attenua-
tion coefficients (similar densities) and, consequently, similar grayscales in the reconstructed XCT data [8]. It is then 
important to capture their 3D shape in order to distinguish them. Furthermore, if many microstructural phases are 
present, geometrical features become more and more important for accurate feature recognition [8]. For this reason, 
a 2D model may fail in the segmentation task. For instance, in [7], due to the similar grayscales of the reinforcing SiC 
particles and Al2O3 fibers, the in-plane vertical fibers were wrongly classified as particles with a 2D DCNN.

Up to now, the Deep Learning 3D autoencoders as in [4, 6–8] proved more effective for this task, however quite 
demanding in training time and RAM usage. Therefore, due to the time-consuming manual labelling, together 
with the demanding computer resources of the present approaches, new deep learning techniques need to be 
investigated.

2 � Novelty of the approach

In this work we propose a novel approach via Geometric Deep Learning (Graph Convolutional Neural Networks, GCNNs 
[9, 10]), to the problem of segmentation of XCT reconstructions of a six-phase Al-Si alloy composite, reinforced with 
ceramic fibers and particles. For the training of our GCNN we use the synthetic dataset provided by [8], created to 
solve the time-consuming problem of manually labeling XCT volumes, while for the test we use both synthetic and 
experimental manually-labeled data, also provided by [8], to which we compare directly our performances. It is 
important, however, to remark that our approach to the question, via Graph Neural Networks, is new and different 
from all the previous approaches mentioned above employing standard DCNNs implementations.

Our aim is to give a proof of concept to assess the advantages of using GCNNs in the segmentation of XCT data of 
complex microstructures, with respect to the more conventional DCNN architectures mentioned above and based 
on autoencoders.

The first significant feature of GCNNs is that they take graphs as input data, that is, they take a set of nodes, with 
associated features together with their links. The volume represented by the XCT dataset is naturally viewed as a 
graph (see Fig. 1), where the voxels are the nodes and a node is connected by links with the neighboring ones.

The spatial orientation of the graph in a GCNN does not influence its learning, since graph convolutions in GCNNs 
are invariant with respect to rotations of the graph and permutations of its nodes (see Sect. 4). This precisely fits the 
setup of our problem: Al-Si alloy composite segmentation, i.e. voxel classification, is independent of its spatial ori-
entation (up, down, left and right). This natural invariance makes GCNN architectures a more natural choice for this 
kind of segmentation, with respect to the more conventional 2D and 3D DCNNs. In fact, the convolutional kernels 
of DCNNs on 2D and 3D Euclidean grids intrinsically depend on orientation. This advantage allows GCNNs to reach 
comparable accuracies with far fewer parameters, since they come with such symmetries already built in.

Moreover, viewing a volume (i.e. 3D XCT reconstruction) as a graph, allows a more flexible approach, since nodes 
representing voxels can contain information not just according to their spatial position, but, thanks to the links between 
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nodes, we can also encode the similarity in features. Thus, we can obtain a more effective node (i.e. voxel) classification 
(see [11] for a clear illustration of this fact in a toy social network example [12]).

Another advantage of GCNNs is their ability to exploit the graph structure in node classification problems, and then 
perform the training with just a small subset of available nodes. In other words, GCNNs can typically train much faster, 
leading to an even further reduced number of parameters, in comparison with DCNNs performing similarly on the same 
task.

These advantages will translate, once the geometric approach is properly optimized, into a significant reduction of 
computational costs, both in terms of training time and hardware requirements (e.g. RAM). Thus, our novel approach, 
which is currently at the proof of concept stage, will not be just cost effective, but will allow researchers to tackle more 
challenging questions, currently out of reach even for the most powerful DCNNs.

3 � Materials and data

We examine an AlSi12CuMgNi matrix metal composite (MMC) reinforced with 7%vol Al2O3 short fibers and 15%vol SiC 
particles, see [8] for a detailed description (Fig. 2 is taken from there). Synchrotron XCT (SXCT) data were acquired at 
the BAMline beamline at the BESSY II synchrotron in Berlin, Germany. The experimental procedure and equipment used 
for the SXCT imaging and the analysis of the microstructure are described in detail in [7]. In Fig. 2 we show a 512 × 512 
pixel cross-section of the XCT reconstruction of the material. We notice how different components of the material may 
share similar gray levels.

In supervised Deep Learning models, in order to perform successful training we need large amounts of labelled data. 
For this reason, we take a synthetic dataset for the training of our GCNN: an exhaustive description of the procedure 
guiding the generation of such dataset is found in [8]. Here we briefly summarize it for the sake of completeness. Starting 
from a Metal Matrix Composite (MMC) background as in [7], an in-house MATLAB library (BAM SynthMAT [8]) generates 

Fig. 1   XCT volumes as graphs; 
the depicted links are just an 
example illustration of the 
possibilities

Fig. 2   XCT reconstruction 
slice of the AlSi12CuMgNi 
Metal Matrix Composite 
(MMC), see [8]
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synthetic Al-Si MMCs microstructures similar to those of an XCT reconstruction. The routine is based on structural resem-
blance and grayscales, and a priority function assembles the generated microstructures into a single volume. Functions 
assign grayscales to voxels to account for local phase contrast, noise and blur. Since experimental data are inhomoge-
neous in spatial particle distribution and volume fractions, the synthetic volumes are created accordingly. This allows 
obtaining a phase distribution mimicking the experimental one.

The resulting synthetic volumes are extracted/saved as raw 8-bit binary data with assigned grayscales (range 0–255) 
and as raw 8-bit binary data containing specified labels for the various synthetic phases (labels from 0 to # of phases-1). 
In the case of the Al–Si MMC, there are 6 different phases: voids, Al2O3 fibers, Intermetallics (IMs), eutectic Si, SiC particles, 
and Al matrix (see Table 1). Since the distribution of phases is not uniform, we weigh the contribution of each phase to 
the loss function according to its occurrence (see Sect. 4). In Table 1 we show the average occurrence of each phase in 
the synthetic volumes.

The synthetic dataset we use consists of 8 512 × 512 × 512 voxel synthetic Al-Si MMCs volumes, each generated with 
different parameters (different volume fractions, particles, fiber sizes/lengths, orientations, grayscales, etc.). Of these, 7 
volumes are used for training/validation and one for testing. In Fig. 3 we show a cross-section from one of the synthetic 
volumes and the corresponding labels.

The experimental dataset on which we test the trained model consists of four conditioned 512 × 512 × 512 voxel XCT 
volumes with only one manually-labeled slice for each volume. These slices are used as ground truth when evaluating 
the trained model on the experimental manually-labeled volumes.

Table 1   Mean occurrence of 
the 6 phases in the synthetic 
dataset

Voids Al2O
3
 Fibers IMs Si SiC particles Al matrix

Occurrence 0.13 % 4.32 % 3.90 % 10.31 % 4.41 % 76.92 %

Fig. 3   On the left a slice of the 
synthetic Al-Si MMC, on the 
right the corresponding labels

Fig. 4   The diagram of our GCNN architecture
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4 � Methods

We employ GCNNs to obtain semantic segmentation of an XCT volume of an AlSi12CuMgNi MMC reinforced with 7%
vol Al2O3 short fibers and 15%vol SiC particles, see Fig. 2 for a slice of such volume. 3D Image semantic segmentation 
means the classification of each voxel in a given volume (an XCT volume in this case) so that we know to which class 
it belongs and we are, therefore, able to reconstruct objects within the given 3D reconstruction (i.e. aluminum fibers, 
SiC particles, etc.). We view this question as a supervised node classification problem with GCNNs, taking advantage 
of the success of such methods in their applications to social networks and text databases [11, 13].

Given an XCT volume, we first build a graph where each node is a voxel labelled with a number ranging from 0 to 
5, according to the phase it represents: voids, Al2O3 fibers, Intermetallics (IMs), eutectic Si, SiC particles, and Al matrix. 
We also give to each node a feature, which is an integer between 0 and 255, corresponding to its gray level. We then 
establish links between a node and each of its 6 nearest neighboring ones, similarly to Fig. 1. As it will be clear from 
our treatment below, we use an attention mechanism [14], so that some links are more important than others. Once 
our algorithm is trained, it gives a label to each voxel in the test XCT volume, achieving the full volume segmentation. 
We measure the accuracy of predictions via the Dice score (see Sect. 5). We briefly graphically describe our simple 
GCNN segmentation algorithm in Fig. 4.

As any GCNN, the algorithm is built with an encoder and decoder architecture. The encoding is obtained by a 
sequence of the three convolutional layers, each followed by a non-linearity: GAT (Graph Attention Networks), Graph-
Sage, and GCN (Graph Convolutional Network) (Fig. 4). The decoder consists of two linear layers separated by a non-
linear activation function (Fig. 4). Before looking at the encoder in more detail, we briefly explain Graph Convolutional 
Layers (GCL) in general. A GCL can exchange information between nodes by aggregating their features in a process 
called Message Passing and by concatenating node features.

•	 Aggregate: we add information to the feature hv of a node v, with operations involving the features of its neighboring 
nodes N(v).

•	 Concatenate: we concatenate the features of a node with the features of the neighboring ones.

We now go more specifically into the implementation of the GCLs in our GCNN.

•	 GAT layer [14]. It takes the XCT volume as input. The attention mechanism (Graph Attention i.e. GAT layer) is designed 
to attribute weights to the most relevant parts of the input features. We implement a GAT convolutional layer using 
the Pytorch GATConv. This layer is proposed in [14] and consists of a single-layer feedforward neural network, para-
metrized by a weight vector a in R2p and a weight matrix W ∈ R

p×n embedding the features from Rn to Rp (where n 
is the initial dimension of the feature vector). To stabilize the learning process of self-attention and take advantage 
of feature diversity, we introduce multiple attention heads: we perform parallel convolutions with different weight 
matrices and we concatenate the final outputs. The formula for the attention coefficients is the following: 

 where v and w are different nodes and N(v) is the set of nodes linked with v. We will then use the attention coef-
ficients to aggregate neighboring nodes: 

(1)�vw =

exp
�
LeakyReLU

�
aTWhv + aTWhw

��

∑
k∈N(v)∪{v} exp

�
LeakyReLU

�
aTWhv + aTWhk

��

Table 2   Dataset split ratio Training Validation Test

52% 35% 13%
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 giving us for each node v the features h′
v
 that will be fed to the next GCL ( � denotes a generic non-linearity, in our 

case a ReLU).
•	 GraphSage layer [15]. It is similar to GCN (see below) but provides a more general framework to customize the steps in the 

convolution. Specifically, the SAGEConv Pytorch implementation, that we use here, employs the sum operation both for 
aggregating and concatenating: 

 where W1 and W2 are the weights of the aggregation and concatenation functions. The final feature vector h′
v
 is then 

fed to a fully connected layer and normalised to h′′
v

 after going through a non-linear activation function.
•	 GCN layer [11]. This is a spectral method, combining aggregation and concatenation through a single matrix W of weights: 

 with d̃v = 1 +
∑

w Avw and Ã = A + I|G| , where A is the adjacency matrix of the graph G, I|G| denotes the identity, and 
|G| the number of nodes.

We now briefly describe our training. We first split our synthetic dataset into 7 volumes for training and validation and 1 
volume for testing. In order compare performances, we test the model on the same volume used by [8]). Each volume is 
then split into 64 × 64 × 64 voxel overlapping sub-volumes, and then the graph structure is built into each of them. Such 
structure is then fed individually into our model as expressed in Fig. 4. The 7 volumes are furtherly split into 60% for training 
and 40% for validation, after shuffling on the extracted 64 × 64 × 64 sub-volumes. We summarize such splitting into Table 2.

We optimize the model using the Adam optimizer with a starting learning rate of 0.001, decaying exponentially with a rate 
of 0.96, and weight decay regularization of 0.001. The model is trained for 200 epochs and the batch size is set to 64 graphs. We 
employ cross-entropy loss and, since the classes are unbalanced, we weigh the contribution of each class by the inverse of its 
mean percentage occurrence among the 8 dataset volumes. Once the model is trained, to determine the accuracy, we collect 
the probabilities for all 64 × 64 × 64 voxel sub-volumes extracted from the test volume, and we reconstruct 6 512 × 512 × 512 
voxel probability volumes, one for each class. In order to better segment the overlapping regions between sub-volumes, 
we reconstruct the probability volume by summing the probabilities of overlapping voxels. The final 512 × 512 × 512 voxel 
segmented volume is obtained by assigning to each node the highest probability class among the 6 probability volumes.

(2)h�
v
= �

(
∑

w∈N(v)∪{v}

�vwWhw

)

(3)h�
v
= W1hv +W2

1

|N(v)|
∑

w∈N(v)

hw

(4)h�
v
= WT

∑

w∈N(v)∪v

Ãvw√
d̃v d̃w

hw

Table 3   Dice score of the GCNN model on the synthetic testing volume and on the 4 experimental slices

The values and their errors are obtained by taking the mean and standard deviation over 10 trainings. We report two figures for the overall 
score: the first one averaging on classes, the second one for a comparison with [8]

Test data Al2O3 fibers IMs Si SiC particles Al matrix Overall

Synthetic 91.54 ± 0.60 % 90.24 ± 1.25 % 88.40 ± 0.50 % 89.85 ± 0.63 % 95.80 ± 0.15 % 89.03 ± 0.45 %; 93.90 ± 0.23 %
Experimental 30.50 ± 6.00 % 61.45 ± 4.50 % 46.00 ± 0.90 % 41.23 ± 5.38 % 72.68 ± 1.00 % 50.37 ± 3.55 %; 58.00 ± 0.36 %

Table 4   Dice scores obtained 
by the Single U-Net of [8] in 
the Plain, Single View case

Test data Al2O
3
 Fibers IMs Si SiC particles Al matrix Overall

Synthetic 99 % 99 % 97 % 99 % 99 % 99 %
Experimental 34 % 53 % 50 % 48 % 76 % 62 %
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5 � Results

In order to evaluate the accuracy on the test set, we run 10 trainings with a fixed random seed and we compute the standard 
deviation corresponding to 95% confidence interval according to the common practice in the literature (see for example 
[16]). We measure the accuracy with the Dice score, a commonly used metric for image segmentation (see for example [6, 8]). 
The Dice coefficient rewards correctly segmented voxels and penalizes incorrect ones; it is defined in terms of True-Positive, 
False-Positive and False-Negative voxels as such:

In Table 3, we report the Dice score resulting from the evaluation of the GCNN model on the synthetic test dataset, and 
on the 4 manually-labeled slices of experimental data (95% confidence interval). The Dice score on experimental data is 
obtained by averaging first on the Dice scores of the 4 slices, then on the results of the 10 trained models.

As expected, since the model is trained on synthetic data, it performs worse on experimental data than on synthetic 
ones (see also [8]). This is because synthetic grayscale distributions are not perfectly capturing the complexity of the 

(5)Dice =
2TP

2TP + FP + FN

Fig. 5   A comparison between ground truths of slices in the synthetic dataset (left: a, c) and the predicted labels by our GCNN model (right: 
b, d). The color bar shows the corresponding color for each class label, from 0 to 5: voids, Al

2O
3
 fibers, Intermetallics (IMs), eutectic Si, SiC 

particles, and Al matrix
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experimental ones, since they incorporate fewer grayscales. From Table 3, we observe that, on synthetic data, the 
model segments very reliably the different phases, with small standard deviation. We compare our model with the 
architecture of [8], whose Dice scores are reported in Table 4. From Table 4, we see a similar performance, but with 
far larger use of resources, with similar drop from synthetic to experimental data.

The number of trainable parameters of our GCNN model is 61406, while the Single U-Net model has 667446 
parameters. We expect this will bring a considerably longer training time and RAM usage for DCNN versus GCNN 
once libraries are properly optimized.

In Fig. 5, we show synthetic slices in the test set with the ground truth values and the predictions by the GCNN 
model. As we can see, the segmentation is very good. The differences we can easily highlight concern fibers: in the 
red rectangle we show how a fiber is extended going from the true slice to the predicted one.

In Fig. 6, we also give an example of a manually-labeled experimental slice in the test set with the ground truth 
values and the predictions by the GCNN model. We notice that despite the accuracy error, as expressed in our pre-
vious Table 3, the GCNN correctly captures the geometry of the objects in the slice, thus giving a correct semantic 
understanding of the image.

6 � Conclusions

We present a simple Graph Convolutional Neural Network, that performs a successful semantic segmentation of 
XCT volumes of an AlSi12CuMgNi Metal Matrix Composite reinforced with 7%vol Al2O3 short fibers and 15%vol SiC 
particles. Our method borrows a strategy developed for node classifications in different contexts (social networks 
[11], text analysis [13]). Our approach makes use of very limited computer resources and datasets; therefore it leads 
to a cost effective approach to semantic segmentation.

We believe our approach could be used in the future, together with the more standard autoencoder based Deep 
Learning methods, towards a new standard in microstructural analysis, via semantic segmentation in different mate-
rial science questions.
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