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Abstract: Species distribution models for community ecology data are usually
quite complex because of the need to account for many abiotic factors, with po-
tentially non-linear e↵ects, as well as residual spatio-temporal correlation, which
capture abiotic phenomena. The use of variance partioning-based priors recently
emerged in the literature could be an e↵ective and intuitive strategy to deal with
the high flexibility often required in this field. In this work, we discuss how to
extend this new class of priors to species distribution models containing spatial
and temporal smooth e↵ects.
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1 Introduction

Surveys in the field of community ecology collect large datasets on the abundance
of di↵erent species at certain locations and time points. Multiple factors are be-
lieved to influence abundance patterns. Species distribution models (SDM) are
often expressed as generalized linear mixed models (GLMM) with fixed e↵ects
for the abiotic factors and random e↵ects capturing the residual spatio-temporal
correlation, reflecting the so-called biotic phenomena (e.g. predator-prey abun-
dance cycles, species’ spatial segregation, symbiotic or competitive relationships).
Further complexity arises in a joint SDM framework, where several approaches
to model between-species correlation structures have been proposed including la-
tent variable models (Tikhonov et al. (2020)) and spatio-temporal basis functions
(Hui et al. (2023)). All these approaches involve richly-parametrized GLMMs that
require regularization to avoid overfitting.
Regardless of the chosen approach, it is often the case that ecologists have prior
insight into the relative importance of each factor in explaining the response. As
a consequence, a Bayesian approach would be particularly beneficial in these ap-
plications to impose a regularization based on prior information. We argue that
thinking in terms of quantities like proportions of variance due to the individ-
ual model components is more intuitive than considering the original variance
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parameters. This can be achieved using variance partitioning (VP)-based pri-
ors (Franco-Villoria et al. (2022), Fuglstad et al. (2020)) which make use of a
reparametrization of the variance parameters of a mixed model into a total vari-
ance and a simplex vector containing the proportional contributions to the total
variance from each model component.
The common advantage of VP priors consists in the fact that it is much easier to
introduce prior information in the model using these new parameters. One can
easily implement very di↵erent types of prior knowledge on the variance contri-
butions of the di↵erent model components, based on what is known about the
case study at hand. As an example, assuming a Uniform distribution on the sim-
plex would reflect ignorance a priori about the relative importance of each term,
while a Dirichlet inducing sparsity on the proportions of variance would pro-
vide a suitable solution to perform variable selection in sparse linear regression.
Furthermore, a hierarchical decomposition of the total variance through subse-
quent splits can be chosen to favour shrinkage towards simpler model structures
(Franco-Villoria et al. (2022), Fuglstad et al. (2020)).
The VP-based priors proposed so far only deal with specific e↵ects, e.g. stationary
or linear e↵ects. Challenges arise in their extension to complex models, such as
SDMs which often contain smooth e↵ects of continuous covariates as well as
Intrinsic Gaussian Markov random fields (IGMRFs) for spatial and time e↵ects.
The goal of this paper is to develop a unified VP framework applicable to more
complex settings, such as SDMs.

2 Proposal

Consider the following SDM in which the linear predictor of a generic abun-
dance response can be written as an additive model of P linear e↵ects for the
X1, . . . , XP covariates, a smooth e↵ect over spatial coordinates (S1, S2), and an-
other smooth e↵ect for time T . The smooth e↵ects are both expressed using a
finite-dimensional basis, BS(·) and BT (·), and a corresponding set of coe�cients,
u and v respectively:
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The great advantage of VP-based priors comes from the possibility of assigning
priors directly on the total variance in the linear predictor (i.e. V ) and the set of
proportions of variance due to each e↵ect (i.e. !). However, it is not guaranteed
that these intuitive interpretations actually match the VP parameters in (2).
This only occurs if all model components in (1) are processes on a comparable,
standardized scale so that the elements of ! actually represent the corresponding
variance contributions.
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For linear e↵ects, it is su�cient to use the standardized version of Xp for p =
1, ..., P . However, it is not as simple for e↵ects defined using a generic basis matrix,
e.g. the spatial and temporal e↵ects in this model. We propose a scaling procedure
inspired by the work of Sørbye and Rue (2014) on IGMRFs that guarantees that
the parameter of V and ! match their intuitive interpretation. This is achieved
by scaling each of the bases in the model by the square root of a term-specific
constant C defined as the variance of the corresponding process conditional on
�2 = 1 and marginalizing over the covariates’ distribution. For example, the
constant for the temporal e↵ect is defined as:

CT =

Z

t2T
BT (t)

T
Q

�1
T

BT (t) · ⇡(t) dt (3)

where T is the support of interest for variable T and ⇡(t) is its probability distri-
bution. CS is analogously defined using a given S support and ⇡(s1, s2) density.
This scaling procedure can be viewed as a generalization of the standardization
procedure used for linear e↵ect, as C simplifies to the variance of the correspond-
ing covariate in this case. We argue that VP-based priors can be safely employed
only after scaling each term in the model according to this procedure. An advan-
tage of the scaling procedure lies in the possibility of immediately evaluating the
variance partition structure of the model considering the posterior distribution
of the ! vector. This is possible because after scaling each entry will represent
the proportional contribution of a model component to the response variability.
A challenging aspect in the scaling constant definition in Equation 3 is that it
requires the choice of a distribution ⇡(·) for the corresponding covariate. While it
is reasonable to assume a Uniform distribution over the spatio-temporal support,
this becomes a non-trivial choice in the case in which the procedure must be
applied to other types of e↵ects, such as smooth e↵ects of continuous covariates.

3 Application

3.1 Data

The model defined in Equation (1) is applied to the NOAA-NEFSC fall bot-
tom trawl survey dataset, studied in Hui et al. (2023) and publicly available at:
https://github.com/fhui28/CBFM. The survey contains presence/absence data
for 39 fish species from N = 5892 di↵erent space-time locations in the North-
West Atlantic region, spanning a 20-year period. Figure 1 shows the study region
with the number of species found in each location. Information about 5 envi-
ronmental covariates is also available: surface temperature and salinity, bottom
temperature and salinity, depth. A binary variable indicating the type of vessel
collecting the data at each location can be used as an additional covariate.

3.2 Model and results

The model of Equation 1 is applied to each of the 39 species from the survey
to illustrate how the proposed method provides a simple and intuitive way to
study the contributions of di↵erent factors on the variability of an occurrence
response. A logistic model is chosen to link the linear predictor to the binary
presence-absence response for each species. The five environmental covariates
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FIGURE 1. Number of di↵erent species, i.e. richness, detected in each of the
locations from the survey.

and the vessel dummy are entered into the model with linear e↵ects, following
standardization. A 2-dimensional B-Spline basis with an Intrinsic CAR model
(Besag et al. (1991)) precision matrix is used for the spatial e↵ect, whose knots
are equally spaced on a grid of 50x50km cells. A B-Spline with 20 basis functions
is chosen for the temporal e↵ect, with a 1st order random walk prior on the
coe�cients. A Uniform distribution is assumed over the observed spatio-temporal
support for the computation of the scaling constants CS and CT .
In this case study, the VP-based prior approach is used to reflect the assumption
that not all e↵ects are likely to a↵ect the abundance of each species, but rather
a few (species-specific) factors are assumed to be responsible for most of the
variability. This assumption can be introduced through the choice of a symmetric
Dirichlet prior on the vector of proportions: ! ⇠ Dir(0.5). The marginal prior
induced on each of the ! elements is represented as a solid black line in the left
panel of Figure 2: as we can see, this prior assigns most probability mass near 0
indicating that !j = 0 (no e↵ect) is favoured a priori. The prior specification is
completed by a vague prior on the intercept µ and a Je↵reys on V .
The models are fitted using the R-INLA software. Thanks to scaling, the poste-
rior distribution of ! can directly answers questions about variance partitioning
without further transformations. The left panel of Figure 2 shows the marginal
posterior distributions of the proportions of variance ! entries for a single species
(Weakfish). The plot shows how the prior choice helps in the identification of the
most important factors a↵ecting occurrence as most factors are shrunk towards
0. The right panel shows the posterior median of ! for six di↵erent species. Along
with conclusions about individual species, this plot can help assess the variance
partitioning for the community as a whole: for example, the spatial component
appears to be a relevant term for all the species in this subset.

4 Discussion

This work proposes a new way to analyze SDMs that can incorporate prior knowl-
edge about the relative importance of di↵erent factors a↵ecting species abundance
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FIGURE 2. Left panel: comparison between the prior distribution on each !j

(solid black line) and their posterior density for the Weakfish species. Right panel:
posterior median of each !j for six di↵erent species.

and give immediate and intuitive posterior outputs about variance partitioning.
The class of models of Equation 1 represents just an illustration of a larger the-
oretical framework developed to correctly apply VP-based priors to a broader
class of SDMs, which can include for example smooth e↵ects of abiotic factors,
among others. Future challenges include exploring the application of VP-based
priors in the context of joint species distribution models.
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