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Abstract
A zero-dimensionl model is developed to study the chemical kinetics of a volumetric die-
lectric barrier discharge (DBD) reactor operating with humid air at atmospheric pressure. 
This work focuses on the relation between molecular vibrational excitation, the plasma 
reactor input power and the number densities of several species that are known to play an 
important role in biomedical applications (e.g. O3,NO, NO2 , ...). A preliminary study is 
carried out to observe the influence of water molecules on the electron energy distribution 
function for different values of water concentration and reduced electric field. A simplified 
approach is then adopted to quantify the contribution of vibrationally-excited O2 molecules 
to NO formation. The results obtained using our detailed model suggest that for the phys-
ical conditions considered in this work O2 vibrational kinetics can be neglected without 
compromising the overall accuracy of the simulation. Finally, a reaction set is coupled with 
an equivalent circuit model to simulate the E-I characteristic of a typical DBD reactor. Dif-
ferent simulations were carried out considering different values of the average plasma input 
power densities. A particular focus was given to the influence of the Zeldovich mechanism 
on O3 and NOX production performing simulations where this reaction is not considered. 
The obtained results are shown and the role of vibrationally excited N2 molecules is dis-
cussed. The simulation results indicate also that N2 vibrational excitation, and more pre-
cisely the Zeldovich mechanism, has a larger effect on O3 and NOX production at interme-
diate input power levels.
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Introduction

Non-thermal plasmas play an important role in many different applications, ranging 
from biomedicine, to combustion and aerospace. In particular, reactive oxygen and 
nitrogen species (RONS) generated in a cold plasma are known to play a central role in 
volume and surface sanitation, cancer treatments, wound healing, plasma assisted agri-
culture and food processing [1–3]. A lot of effort has been put in investigating the main 
chemical species and reaction mechanisms that are important in the above mentioned 
applications. In [4], Shimizu et  al. showed a correlation between the inactivation of 
Escherichia coli and the time-averaged O3 number density produced by a surface DBD. 
In [5] the antimicrobial properties of NOX compounds are proved through experimen-
tal measurements. NO also plays an important role in wound healing as reported in 
different studies [1, 6]. Seri et  al. proved the efficacy of sterilization by means of an 
indirect treatments of medical disposable devices with RONS generated by an atmos-
pheric pressure plasma jet [7]. Various RONS (e.g. NO, OH, O(3P), ...) that can be 
generated using a cold plasma device are signaling species [8] that may enhance seed 
germination and fasten growth of a large set of plants [9]. One of the most accessible 
ways to control the production of RONS is by means of dielectric barrier discharge 
reactors operating at atmospheric pressure. These are commonly employed in volumet-
ric and surface configurations. The kinetic mechanisms behind RONS production in 
such devices are very complex and strongly interconnected with each other. For exam-
ple, in different studies on surface DBDs [4, 10] the importance of the N2 vibrational 
distribution function (VDF) for the formation of NO (with the consequent O3 depletion 
due to the reaction NO + O3 ⟶ NO2 + O2 ) is reported. Conversely, to date, the role of 
vibrational excitation of O2 for RONS production was not investigated in detail, at least 
for DBD devices. To represent the vibrational kinetics of both N2 and O2 , a large set of 
reactions and species is needed. In addition to that, to correctly describe the chemical 
processes involved in RONS production, other different types of reactions are needed, 
such as electron collisions, ionic charge-exchange collisions and heavy-species colli-
sions. This makes 2-D and even 1-D models rather unsuited to study phenomena that 
span over hundreds of milliseconds, the more so when convective and diffusive fluxes 
are important too [11]. In this spirit, due to the complexity of the phenomena taking 
place in DBD reactors, global modeling approaches represent useful tools to better 
understand and optimize the production of reactive species.

In this work we use a global kinetic model to perform a computational study on the 
plasma kinetics of a volumetric DBD reactor operating with humid air at atmospheric 
pressure. The focus of the study is on vibrational kinetics and the evolution of reactive 
species relevant to biological applications. Ultimately, our results suggest that – for the 
physical conditions considered in this work – O2 vibrational kinetics can be neglected 
without compromising the overall accuracy of the simulation. In Sect. 2 the computa-
tional kinetic model is described, while in Sect. 3 a preliminary study is carried out to 
assess the influence of humidity on the electron energy distribution function (EEDF) 
and the role of oxygen vibrational excitation in reactive species production. In Sect. 4 
we describe the derivation and computer implementation of the equivalent electric cir-
cuit model proposed by Colonna et al. in [12]. Finally, in Sect. 4.2 the results on the N2 
VDF and reactive species kinetics are reported and discussed.
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Kinetic Model

General Description

In this work, two different reaction sets have been used to model the discharge dynamics. The 
first one, used in the preliminary study described in Sect.  3, includes 65 species (reported 
in Table 1) and nearly 9000 reaction mechanisms. These include electron impact reactions 
(excitation, ionization, attachment, dissociation and recombination), ionic charge exchange, 
vibrational excitation of N2 and O2 molecules and heavy neutral species collisions. The reac-
tion coefficient for heavy species collisions and charge exchange collisions have been taken 
from [13], while processes involving vibrationally excited oxygen and nitrogen molecules 
were taken from [14] and [15]. 60 vibrational levels have been considered for N2 molecules 
and 42 for O2 . Reactions describing electronically-excited states of N2 and NO are taken from 
[16] and [17] respectively. The second reaction set, adopted for the calculations described in 
Sect. 4.2 is composed by nearly 5000 reactions and does not account for the vibrational kinet-
ics of oxygen molecules, for the reasons that will be given in Sec. 3. The two reaction sets will 
be referred hereon as full and reduced, respectively.

Regardless of the considered kinetic scheme, the number density evolution of each consid-
ered species is obtained solving the volume-averaged particle balance equation:

where ni is the number density of the i− th species, Ri
j
 is the rate of the j− th reaction the 

includes the i− th species, Cij is the net stoichiometric coefficient fer the species i in the 
j− th reaction. Ri

j
 can be expressed as:

where kj is the rate coefficient for the considered reaction, nl is the number density of each 
species involved in the reaction, l and r are the forward and backward stoichiometric coef-
ficients, respectively. All the rate coefficients for the electron impact reactions have been 
calculated before the simulation for different values of the reduced electric field solving the 
electron Boltzmann equation (EBE) using the LoKI-B tool [18, 19]. This was performed 
considering a ternary mixture of N2 (78%), O2 (19%) and H2O (3%). The cross sections 
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for electron impact reactions with H2O molecules were taken from [20], while ones of all 
the other processes have been retrieved from the online database LXCat [21–23]. Convec-
tive and diffusive fluxes have not been considered since all the simulations have been con-
ducted considering static conditions.

Vibrational Kinetics

The largest part of the full kinetic model consists in reactions involving vibrationally-excited 
states of N2 and O2 that will be described in more details in this section. As already mentioned, 
we have considered 60 vibrational levels for nitrogen molecules and 42 for the oxygen ones. In 
both cases the anharmonic oscillator approximation was used to describe the energetic levels 
of the states. Collisions with electrons (e-V collisions) are considered for both molecular spe-
cies in the form:

All the reaction rates for e-V collisions for O2 have been obtained from cross sections of the 
IST database [24] together with the ones of rates between electrons and N2 (v = 0) [25]. For 
higher nitrogen vibrational levels, the scaling law proposed in [15] has been used. Colli-
sions between vibrationally-excited molecules (V-V) have been taken in to account through 
the following reactions:

The associated rate constants have been taken from [14]. Vibrational relaxation through 
V-T collisions is also considered in the model and is represented by the reactions:

where M represents four different species: N2 , (O2) , O(3 P) and N(4S). For N2 , O2 and O(3 P) 
only single-quanta relaxations are considered (i.e. n = 1 ). Conversely, for M = N(4 S) multi-
quanta transitions are not negligible and so n spans from 1 to 5. The corresponding rate 
constants have been taken from [14] and [26]. Finally, both Zeldovich mechanisms have 
been considered:

Reaction (9) is considered in many different studies, albeit with different rate constant, i.e. 
k(9) = 10−17m3∕s in, e.g., [16] and k(9) = 10−19m3∕s in, e.g., [27]. The latter has been used 
in this study. Concerning reaction (10), a detailed set of rate constants depending of the 
actual considered vibrational level is reported in [28]. Nevertheless we adopted the con-
stant value k(10) = 3 × 10−18m3∕s already used in [29] for the sake of simplicity.

(3)e + N2(v) ⟷ e + N2(v
�),

(4)e + O2(v) ⟷ e + O2(v
�).

(5)N2(v) + N2(w) ⟷ N2(v + 1) + N2(w − 1)

(6)O2(v) + O2(w) ⟷ O2(v + 1) + O2(w − 1).

(7)N2(v) +M ⟷ N2(v − n) +M

(8)O2(v) +M ⟷ O2(v − n) +M,

(9)N2(v > 12) + O(3P) ⟶ NO + N(4S)

(10)O2(v > 1) + N(4S) ⟶ NO + O(3P)
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Influence of Humidity on EEDF and Role of Vibrational Excitation of O
2
 

in Chemical Kinetics

Role of Humidity on the EEDF

To asses the influence of water content on the EEDF behavior, the LoKI-B code [18, 19] 
was used to solve the Boltzmann equation for different values of the reduced electric field 
E/N (10Td to 150Td) assuming a gas temperature T = 300K . These values have been cho-
sen as representative of discharge conditions of a typical volumetric DBD reactor pow-
ered by a sinusoidal voltage waveform at atmospheric pressure. For each reduced field 
value, two different gas mixtures were tested. The first, corresponding to dry air, does not 
include any water molecules, while the other one has a 3% water concentration. The lat-
ter value corresponds to ≈ 100% of relative humidity (RH) at atmospheric pressure with 
a gas temperature of T = 300K . As shown in Fig. 1, while the RH changes the EEDF for 
E∕N = 10Td , water content does not seem to significantly influence the EEDF shape for 
E∕N = 20Td . This is also valid for higher reduced field values, that have not been reported 
in Fig. 1. This is consistent with the results of other authors that are available in literature 
[30]. The obtained results show that including the cross sections for electron impact reac-
tions with water molecules is not mandatory to correctly solve the EBE for reduced field 
levels relevant for the study of DBDs in atmospheric pressure air.

Influence of O
2
 Vibrational Excitation

The full set described in Sect. 2 has been used to perform several simulations to evaluate 
the influence of O2 vibrational excitation on the discharge kinetics. In particular, the effects 
of reaction (10) O2(v > 1) + N(4S) ⟶ NO + O(3P) on NO,O(3P) and N(4S) have been 
investigated. The discharge evolution is followed by alternating discharge and afterglow 
phases. The discharge phase is modeled by fixing the reduced field E/N and the electron 
number density ne over a time interval tdisch . A discharge phase is followed by an after-
glow phase over a time-span taft , in which both ne and E/N are set to 0. The two phases 

Fig. 1  EEDF at 10Td and 
20Td for 0% (dash-dotted line) 
and 100% (continuous line) of 
relative humidity (RH). For 
E∕N ≥ 20Td the influence 
of humidity on the EEDF is 
negligible
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are alternated until the the vibrational distribution function (VDF) of O2 reaches periodic 
regime or starts to be substantially depopulated. Two different simulations were carried 
out, using different values for taft , i.e. taft = 10−5s and taft = 10−6s . The other parameters, 
chosen to represents a typical behavior of a volumetric DBD discharge based on various 
published papers [31–33], are E∕N = 150Td , ne = 1019m−3 and tdisch = 50ns . The gas tem-
perature has been considered constant at 300K. The relative contribution of reaction (10) in 
NO(X) and O(3P) formation and in N(4S) destruction is evaluated at the end of the first and 
the last afterglow phases. The results are reported in Table 2 for both the considered values 
of taft.

The results in Table 2 show that reaction (10) does not play a significant role in any of 
the three considered species generation/loss. Moreover, its relative contribution decreases 
over time. This is mainly due to the increase of atomic oxygen (reported below in Fig. 2) 
that activates the V-T relaxation:

that is very effective in relaxing O2 vibrational states. The importance of reaction (11) in 
the relaxation of the first levels of O2 VDF has been proved also at intermediate and low 
pressures (i.e. from mTorr to Torr) in [34] and [35]. Figures 2a and b report the computed 

(11)O2(v) + O(3P) ⟶ O2(v − 1) + O(3P),

Table 2  Reaction rates in m −3 /s and relative contribution of reaction (10) 
O2(v > 1) + N(4S) ⟶ NO + O(3P) on NO and O(3P) production and on N(4S) destruction for the two con-
sidered values of taft

First afterglow phase Last afterglow phase

taft = 10−6s taft = 10−5s taft = 10−6s taft = 10−5s

Reaction rate of (10) 1.00× 1025 6.70 ×1023 1.28× 1025 2.20× 1023

Contribution to N(4S) 6.5% 3.5% 2.2% 1.0%
Contribution to O(3P) 4.7% 0.35% 0.29% 0.2%
Contribution to NO 5.4% 1.5% 0.38% 0.1%

Fig. 2  O(3P), O 2(v = 10) , O 2(v = 30) and O 2(v = 40) for two afterglow durations
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behavior of oxygen atoms and of three vibrational states of O2 (i.e. v = 10 , v = 30 and 
v = 40 ). In Fig. 2b is clearly shown that, for all the considered vibrational levels, the corre-
sponding number densities decrease more rapidly at the beginning of each afterglow phase, 
when the number density of O(3 P) is higher. This effect can also be seen in Fig. 2a, albeit 
only for the O 2(v = 10) state since the number density of the other two states falls below 
1015m−3 after the end of the first afterglow. The most interesting difference yielded by the 
larger afterglow time in Fig. 2a is that a periodic regime of the number densities is reached 
earlier.

To better understand the vibrational kinetics in the considered conditions, O2 and N2 
vibrational temperatures have been calculated for both simulations according to the equa-
tion [36]:

where E0,1 is the energy difference between the ground state and the first vibrationally 
excited level, i.e. 0.193eV for O2 and 0.289eV for N2 , nv=0 and nv=1 are the corresponding 
number densities. The results are reported in Fig. 3a and b.

The results show that the vibrational temperature of O2 remains between 300 and 400K 
for both considered values of taft and reaches periodic state in less than 6 pulses. On the 
other hand, the vibrational temperature of N2 is still raising at the end of both considered 
values of taft . This effect shows that N2 VDF evolves slower than the one of O2 . Weak 
vibrational excitation of O2 molecules in atmospheric pressure air has been measured in 
[37], supporting our numerical result. Equation (12) accounts only for the first two vibra-
tional levels. However, the other levels can also be important for the discharge kinetics. To 
provide more insight on the vibrational excitation, the VDFs at the beginning and at the 
end of each afterglow phase and the vibrational temperature calculated considering all the 
vibrational levels are reported in Figs. 4. The O2 VDF shape, characterized by a large pla-
teau in correspondence of the intermediate levels, is similar to the ones found in [34] and 
[35] for lower pressure levels. The proposed mechanisms that lead to the plateau formation 
are the three body recombination of O(3 P) atoms and the multi-quanta e-V excitation at 

(12)Tvib =
E0,1

ln
(

nv=0

nv=1

) ,

Fig. 3  Two-level vibrational temperatures (via Eq. (12)) of O2 and N2 considering two different afterglow 
times



1582 Plasma Chemistry and Plasma Processing (2024) 44:1575–1594

1 3

low and intermediate pressure, respectively. Both the mechanisms are included in the reac-
tion set adopted in this study. The temperature is obtained by solving the following nonlin-
ear equation [38]:

Fig. 4  O2 VDF at the end of each afterglow and discharge phases and all-level vibrational temperature cal-
culated for both the considered afterglow times. Each line in Figs. 4a, b, c and d corresponds to a different 
pulse
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where Ev is the energy associated with the v− th level of the considered vibrationally 
excited molecule, nv is the corresponding number density and kB is the Boltzmann constant. 
The obtained vibrational temperature is the one of a Maxwellian distribution with the same 
mean energy of the strongly non-equilibrium vibrational distribution obtained by the simu-
lations [38].

In Fig. 4a and b it is clearly shown that the VDF at the end of each discharge phase remains 
nearly the same, while its variation is more evident at the end of each afterglow phase as 
shown in Fig. 4c and d. These effects can also be deduced observing the behavior of the vibra-
tional temperature in Figs. 4e and f. In fact, the all-level vibrational temperature changes less 
than 10K for taft = 10−5s and less than 40K for taft = 10−6s at the end of each discharge phase. 
Similar considerations can be done for the all-level vibrational temperature value at the end of 
each afterglow phases. Tv,all value at the end of each afterglow phases stays between 360 and 
340K for taft = 10−5s and between 420 and 480K for taft = 10−6s.

These results show that, even considering all the vibrationally excited levels of O2 , the 
vibrational temperature remains between 300 and 600K for both the considered simulations 
and does not reach high enough values to influence the global kinetics of the DBD discharge. 
From this parametric analysis we can conclude that, for the conditions considered in this 
study, it is possible to neglect the time-evolution of the vibrationally excited oxygen species 
without effectively influencing the discharge kinetics. Moreover, O 2(v) influence becomes 
lower for longer afterglow times. We highlight that the description of the detailed vibrational 
kinetics of O2 requires thousands of reactions and that not including these mechanisms in the 
computational model can effectively reduce the required computational effort. For this reason, 
oxygen vibrational kinetics will not be included in the chemistry calculations in the next sec-
tions. Nevertheless, the excitation from O 2(v = 0) to O 2(v = 1, 2, 3, 4) will still be considered 
in the EEDF calculation.

Influence of N2 Vibrational Excitation on Reactive Species Production

Equivalent Circuit and ODE

As already mentioned, we implemented an equivalent circuit model to represent the typical 
E-I characteristic of a volumetric DBD reactor. The model was originally proposed in [12] to 
study vibrational excitation in an H 2 discharge. The equivalent circuit is shown in Fig. 5. V0 
represents the external voltage source, R0 is an external resistor, Rp is a variable resistor that 
represents the plasma resistive effects and C is the capacitance of the dielectric layers of the 
DBD reactor. In all the performed simulations we will assume R0 = 0Ω since the external 
resistance is usually not needed in a typical volumetric DBD because the current is limited by 
the dielectric layers.

The Kirchoff’s voltage law for the considered circuit can be written as:

(13)
∑

Evnv∑
nv

=

∑
Ev exp

�
−

Ev

kBTvib,all

�

∑
exp

�
−

Ev

kBTvib,all

� ,

(14)V0 − vp − vC = 0,
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where vp is the voltage drop on Rp and vC the one on the capacitor. Dividing by the distance 
d between the electrodes one can obtain:

where E0 = V0∕d and Ep = vp∕d . The current i of the circuit can be written in two different 
ways:

and

In Eq. (16) q is the elementary charge, ne is the electron number density, �e is the electron 
mobility and Seff is the effective discharge surface. Note that in a DBD at atmospheric pres-
sure working with a sinusoidal voltage, a filamentary regime is often present. For this rea-
son, Seff is usually assumed to be some percent of the total surface of the dielectric layers 
[31, 32]. Combining Eqs. (17), (16) and (15) one obtains:

The quantities C, Seff and d can be used to define C0 =
Cd

Seff
 . The latter, along with the fre-

quency f of the voltage source, is the parameter that can be modified to perform simula-
tions corresponding to the different input power levels. Equation (18) can be solved 
together with the set of Eqs. (1) for every species considered in the model, obtaining the 
system of ordinary differential equations (ODEs):

(15)E0 − Ep −
vC

d
= 0,

(16)i = qne�eEpSeff,

(17)i = C
dvC

dt
.

(18)
dEp

dt
=

dE0

dt
−

1

d

�qneEpSeff

C
.

(19)

⎧⎪⎪⎨⎪⎪⎩

dn1

dt
=
∑

j

�
(aR

1j
− aL

1j
)kj

∏
l nl

�

⋮

dnn

dt
=
∑

j

�
(aR

nj
− aL

nj
)kj

∏
l nl

�
dEp

dt
=

dE0

dt
−

1

d

�qneEpSeff

C

Fig. 5  DBD equivalent electric 
circuit
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Where aR
ij
 and aL

ij
 are the right-hand side and left-hand side stoichiometric coefficients of 

species i in the reaction j. The system is solved in Matlab using the |ode15s| function for 
stiff ODE systems [39].

Simulation Results

Three different simulations have been carried out considering different levels of the 
average electrical input power density. The simulations corresponding to the three lev-
els will be indicated as P1 , P2 and P3 hereon. The three levels are obtained by changing 
the values of C0 in the equivalent circuit and the frequency f of V0(t) . The discharge 
gap d = 1mm and the amplitude of the applied voltage V0,M = 10kV are the same in all 
the simulations. P1 = 2.7 × 106W∕m3 – the highest input power density that we con-
sidered in this study – corresponds to f1 = 10kHz and C0 = 104�0F∕m . These values 
are the same as in [12]. The parameters yielding the other two power density levels 
P2 = 1.35 × 105W∕m3 and P3 = 1.45 × 103W∕m3 are f = 10kHz,C0 = 500�0

F

m
 and 

f = 5kHz,C0 = 10�0
F

m
 , respectively. The gas temperature was fixed at 300K. The 

obtained results are shown in Fig. 6. In the following sections we analyze the behavior 
of several key species.

Fig. 6  Behavior of O3 , NO , NO2 , O(3 P) and N 2(v > 12 ) number densities for the considered input power 
levels
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O
3
 and NO

As may be observed in Fig. 6a, b and c, different input power levels change significantly 
both the dynamics and the final concentration levels of O3 , NOX and N 2(v) . In all three 
simulations, the ozone number density increases rapidly as soon as the discharge is turned 
on due to reactions:

Atomic oxygen is created by reaction (20) trough dissociation of O2 . Ozone is subsequently 
generated by reaction (21), in which the species M denotes N2 and O2 . At the beginning of 
the discharge, only the lower levels of the nitrogen VDF are populated due to the fast e-V 
collisions in reaction (22):

Consequently, the Zeldovich mechanism N 2(v > 12 ) + O(3 P) ⟶ NO + N(4S), which 
involves only vibrational levels with v > 12 , does not influence the discharge kinetics at 
this stage.

The V-V collisions in Eq. (56) start to populate higher levels of the VDF only later on, 
causing the observed NO number density increase. The higher availability of NO enhances 
O3 losses through reaction (23):

O3 and NOX dynamics are strongly influenced by the input power. In fact, as shown in 
Figs. 6a, b and c, the discharge chemistry is substantially different in the three considered 
simulations. In particular, for P3 the discharge kinetics dominated by O3 and the NO num-
ber density is nearly two orders of magnitude lower with respect to the O3 during the whole 
simulation. Increasing the power, NOX compounds start to become preponderant.

For the intermediate power level P2 , the O3 number density is higher with respect to NO 
only for the first ∼ 1.5ms. At the end of the P2 simulation, i.e. after 15ms, the NO number 
density is larger with respect to the one of O3 but the NO2 concentration remains the lowest 
among the three considered species.

Finally, for the highest power density level, P1 , the discharge kinetics is completely NOX 
dominated. Starting from the beginning of the simulation, the O3 number density becomes 
smaller than the one of NO after ∼ 0.18ms . At the end of the simulation even the NO2 den-
sity is larger than O3 . This behaviour is caused by the well known ozone poisoning mecha-
nism, experimentally investigated in [40]. The ozone poisoning mechanism is related to the 
presence of NOX compounds in the plasma region. These chemical species act in two dif-
ferent ways against ozone formation: they directly quench ozone (NO + O 3 ⟶ NO2 + O2 , 
NO2 + O 3 ⟶ NO3 + O2 ) and react with oxygen atoms (NO + O + M ⟶ NO2 + M, NO2 
+ O + M ⟶ NO3 + M) lowering the reaction rate of the main O3 creation mechanism 
O + O 2 + M ⟶ O3 + M. Due to these reactions, the ozone concentration decreases as 
soon as the NOX number density increases. The process is faster for higher power densi-
ties. For this reason, O3 cannot be formed at all in NOX rich environments. The behavior of 
NO2 will be discussed further below in Sect. 4.2. As shown in the Fig. 6, ozone depletion 
begins as soon as the NO number density starts to increase due to the already mentioned 

(20)e + O2 ⟶ e + O(3P) + O(3P),

(21)O2 + O(3P) +M ⟶ O3 +M.

(22)e + N2(v = n) ⟶ e + N2(v = n + 1).

(23)NO + O3 ⟶ NO2 + O2.
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reaction (23). The three figures highlight that the O3 quenching process is faster for larger 
input power levels of the DBD reactor. This is due to the fact that the discharge voltage ( vp 
in Fig. 5) does not change significantly with the input power of DBD reactors [41]. Rather, 
increasing the power density leads to larger average values of the electron number density 
ne . This can be verified for the three input power levels in Fig. 7. The figures show ne dur-
ing the last period of the considered voltage source waveform.

For the three considered input power levels P1 , P2 and P3 the electron number density 
reaches a value of 1.5 ×1019m−3 , 7.5×1017m−3 and 9.5×1015m−3 respectively. The obtained 
range for the electron number density is consistent with other works [33, 42].

It is well know that a larger electron number density leads to a more densely populated 
N2 VDF [25] and, consequently, to higher reaction rates of reaction (9). Figures 8a, b and c 
report the calculated VDF at several time instants for the three considered input power den-
sities. As it can be observed, the input power affects not only the relative populations of the 
vibrational states of N2 , but also the dynamics of the VDF evolution. In fact, for the lower 
considered input power density ( P3 ) the VDF starts to approach steady state for t > 20ms 
in Fig. 8c. Conversely, only 500μs are needed to reach a similar condition when the power 
is P1 in Fig. 8a. A somewhat intermediate situation is yielded by P1 in Fig. 8b. Moreover, 
comparing the typical plateau of the VDF shape in the three cases, one can notice that 
larger input power levels lead to an increase of the energy stored in vibrational excitation.

The latter quantity can be effectively described by the vibrational temperature, whose 
time behaviour during the three considered simulations is reported in Fig. 9a, b and c. For 
each plot two temperature profiles are provided, corresponding to the two level and the all 
level formulations in Eqs. (12) and (13), respectively.

We now focus on the differences yielded by the two calculation approaches. These 
figures show that these vibrational temperatures obtained by these two formulations are 
clearly different for longer times. This result is a consequence of the behavior of the tail of 
the VDF, which is not accounted for when using the two-level formulation.

Moreover, for the simulation performed at P3 (Fig. 9c), the two values at the last con-
sidered time instant are nearly the same, i.e. Tv,first ≈ Tv,All = 2000K . This means that the 
majority of the vibrational energy is stored in the first levels, populated by e-V collisions. 
Conversely, intermediate levels, which are usually populated through V-V collisions, 

Fig. 7  Electrons number density 
during the last time period of 
the considered voltage source 
for all the levels of input power 
density.T indicates the period 
of the voltage source in each 
simulations
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remains almost empty. This phenomenon has been also observed in [43] for a pulsed DBD 
discharge in N2 . This fact is coherent with the previously discussed VDF plot in Fig. 8c 
at steady state, which reports a relative population of the intermediate vibrational levels 
below 10−4.

Conversely, substantial differences of ∼ 2000K and ∼ 8000K are yielded by the two for-
mulas for the two larger input power levels P2 and P1 in Fig. 8b and a, respectively. In this 
case, the VDF in Fig. 8b and a features a relative population of intermediate levels slightly 
below 10−3 and 10−2 , respectively. This indicates that the importance of V-V collisions 
grows with increasing power levels. Another interesting feature that can be noticed in the 
three figures is that the temperature oscillations increase with P. This can be explained by 
considering that with increasing power Tv is more and more determined by the population 
of higher levels. These are characterized by lower relaxation times with respect to lower 
levels, and hence are more subjected to the applied field oscillations.

NO
2

The input power influence has also been assessed focusing on NO2 molecules, whose 
number density is strongly related to the ones of O3 and NO . As shown in Fig. 6, the 
NO2 number density follows the one of NO , which is one of the main precursor of this 

Fig. 8  Temporal evolution of N2 VDF for the the input power densities considered in this work
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species. In fact, ozone quenching by reaction (23) represents also one of the main for-
mation channels for NO2 molecules along with the other reaction (24) involving oxygen 
atoms:

The O(3 P) behavior is reported in Figs. 10 during the last simulated period of the voltage 
source waveform. Its behavior during the entire simulations is reported in Figs. 6a, b, c.

Despite the O(3 P) number density is depleted through reaction (9) by vibrationally-
excited nitrogen molecules, whose number density increases with the input power, O(3 P) 
raises for higher values of P. This is due to the fact that larger power levels lead to higher 
electron number densities, which activate reaction (20), e + O 2 ⟶ e + O(3 P) + O(3P), 
resulting in a larger O(3 P) concentration.

The importance of reactions (23) and (24), whose rate constants are 
k(23) = 4.3 ⋅ 10−18 exp(−

1560

T
)m3∕s and k(24) = 1 × 10−43m3∕s , respectively, strongly 

depends on the considered input power level. In fact, for P = P3 O3 concentration is larger 
with respect to one of O(3P), and so does the reaction rate of reaction (23). Conversely, for 
P2 and P1 , due to the already discussed ozone quenching mechanisms, the contribution to 
NO2 formation through reaction (24) is more significant. These results are summarized in 
Table 3, and refer to the last considered half-period of the applied voltage waveform. Since 

(24)NO + O(3P) + N2 ⟶ NO2 + N2.

Fig. 9  N2 vibrational temperature for three values of the considered input power level, obtained considering 
all the vibrational levels in Eq. (13) or just the first two according to Eq. (12)
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the O(3 P) number density strongly varies during one half period, its highest and the lowest 
number density levels are reported.

Influence of the Zeldovich Mechanism

To conclude the analysis, three simulations have been performed without considering the 
Zeldovich mechanism to better understand the influence that this reaction has on the num-
ber densities of O3 , NO and NO2 and its relation to the input power level. The time evo-
lution of the three number densities is reported in Fig. 11, with and without the mecha-
nism. This is repeated for the three values of the input power density. During the initial 
time instants of the simulations, the number densities of each species are approximately 
the same with and without the mechanism, because the vibrational levels N 2(v > 12 ) are 
not populated yet. As soon as the number densities of intermediate vibrational levels start 
to increase (approximately at 0.05ms, 0.5ms and 25ms) reaction (9) begins to influence 
the discharge kinetics and the computed number densities with and without the Zeldovich 
mechanism start to differ. Table 4 reports the ratio between the number densities with and 
without reaction (9) for all the investigated input power levels, evaluated at the instants 
when the number densities percent difference is larger. These instants are highlighted in 
Fig. 11.

The greatest differences are obtained for the intermediate value P2 , even if the Zeldovich 
mechanism has a larger rate with the highest power P1 . This is because for larger power 
levels other reactions that are not relevant at lower input power become more important. 

Fig. 10  O(3 P) number density 
during the last time period of the 
voltage source for all the consid-
ered input power density levels. T 
indicates the time period in each 
simulations

Table 3  Reaction rates of 
reactions 23 and 24 dusing the 
last half-period of the applied 
voltage waveform for the 
considered input power levels 
and for two different O(3 P) 
number densities

Reaction P1 P2 P3

(23) 7.49×1025m−3/s 5.08×1025m−3/s 8.17×1024m−3/s
(24) (high O(3P)) 3.19×1028m−6/s 9.26×1026m−6/s 2.63×1024m−6/s
(24) (low O(3P)) 2.54×1026m−6/s 1.64×1025m−6/s 5.31×1022m−6/s
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Regarding ozone consumption, reaction (25) plays an important role for large power due to 
the larger availability of electrons (see Fig. 7):

For what concerns NO production, higher reaction rate comes from the process:

In fact, the concentration of O(3 P) and NO2 increases with the input power, as reported in 
Fig. 10.

(25)e + O3 ⟶ e + O(3P) + O2.

(26)NO2 + O(3P) ⟶ NO + O2.

Table 4  Ratio corresponding to the maximum percent difference between the number densities with and 
without the Zeldovich mechanism.The instant at which these ratios are calculated are highlighted in Fig. 11

nwZel∕nw∕oZel P1 P2 P3

O3 0.21 0.13 0.4
NO 10.7 36.5 7.38
NO2 16.8 38.1 5.9

Fig. 11  Comparison between O3 , NO and NO2 behavior for different levels of input power densities with 
and without reaction N 2(v > 12) + O(3 P) ⟶ NO + N(4 S) (9). The arrows in figure and the corresponding 
time values indicate the instant at which the values of Table 4 are calculated
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It is possible to conclude that, even is the reaction rate of the Zeldovich mechanism 
increases with the input power, its relative contribution is larger at intermediate power lev-
els when reactions involving O(3 P) and electrons are not preponderant yet.

Conclusions

In this study we developed a global model to study the chemical kinetics of a volumetric 
DBD reactor operating in humid air. The model incorporates a set of reactions in a ternary 
mixture of N2 , O2 and H 2 O coupled with an equivalent circuit model. We gave particular 
emphasis to the relation between vibrational excitation and some chemical species that are 
relevant for biological applications. First, a preliminary study has been carried out to assess 
the influence of humidity on the EEDF shape and to analyze the impact that the vibrational 
excitation of oxygen molecules has on the chemical kinetics of the discharge. We conclude 
that, under the conditions of this study, O2 vibrational excitation does not play a signifi-
cant role in the chemical kinetics of a DBD discharge at atmospheric pressure. Moreover, 
we found that humidity content influences the EEDF shape only for low reduced fields (< 
20Td). Afterwards, we adopted the above mentioned kinetic model to evaluate the influ-
ence of N2 vibrational excitation on the number density of O3 , NOX , assessing the role of 
the Zeldovich mechanism N 2(v > 12) + O(3P)⟶ NO + N(4S). A series of simulations 
considering three different levels of input power density were performed, and the corre-
spondent vibrational temperatures were calculated based on either the first two levels or all 
levels. The results show that the Zeldovich mechanism plays an important role on O3 and 
NOx chemical kinetics, and its influence is larger for intermediate power densities. In fact, 
for a low input power V-V collisions do not significantly populate the intermediate levels of 
the N2 VDF (the ones that concur in NO formation). Conversely, at higher power levels the 
influence on O3 , NO and NO2 of other processes that involve electrons and oxygen atoms 
becomes more significant. Future activities will include the experimental validation of the 
model, focusing on the measurements of the N2 vibrational temperature and its evolution at 
different levels of input power density.
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