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Abstract
A fully-coupled general circulation model of intermediate complexity is documented. The study presents an overview of 
the model climatology and variability, with particular attention to the phenomenology of processes that are relevant for the 
predictability of the climate system on seasonal-to-decadal time-scales. It is shown that the model can realistically simulate 
the general circulation of the atmosphere and the ocean, as well as the major modes of climate variability on the examined 
time-scales: e.g. El Niño-Southern Oscillation, North Atlantic Oscillation, Tropical Atlantic Variability, Pacific Decadal 
Variability, Atlantic Multi-decadal Variability. Potential applications of the model are discussed, with emphasis on the pos-
sibility of generating sets of low-cost large-ensemble retrospective forecasts. We argue that the presented model is suitable 
to be employed in traditional and innovative model experiments that can play a significant role in future developments of 
seasonal-to-decadal climate prediction.
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1 Introduction

General circulation models (GCMs) of intermediate com-
plexity (IC) have been developed for decades with the 
overarching goal of understanding the processes that gov-
ern Earth’s climate and its variability. Models of this kind 
have been used extensively in the scientific literature (e.g., 
Hoskins 1993; Fraedrich et al. 2005; Smith et al. 2008; 
Schmittner et al. 2011; Williams et al. 2014; Joshi et al. 
2015; Holden et al. 2016; Platov et al. 2017; Maher et al. 
2019) and their value has been highlighted by a number of 
reviews and perspectives (see for instance Held 2005; Nof 
2008; Weber 2010; Kucharski et al. 2013, and references 

therein). Recent studies further documented the develop-
ment of IC climate models for a range of applications. For 
instance, Blaker et al. (2021) presented a novel version of an 
IC model aimed at studying physical processes and climate 
variability at decadal-to-centennial time-scales, while Horak 
et al. (2021) described an IC mesoscale atmospheric model 
and Molteni et al. (2023) presented an IC climate model with 
a thermodynamic ocean. A renewed interest for model hier-
archies of different complexity is documented in the recent 
works of Jeevanjee et al. (2017), Maher et al. (2019), Balaji 
(2021), and Marques et al. (2022).

These studies testify a long-lived and ongoing effort of 
the community to build modelling tools for specific appli-
cations that lie between simplified conceptual models and 
high-complexity models.

Specific questions related to anthropogenic climate 
change on the scale of many decades and centuries (e.g., 
Forest et  al. 2002, and references therein] have been 
explored thoroughly with the help of IC climate models. 
More recently, the phenomenology and processes of cli-
mate variability on seasonal-to-decadal (S2D) time-scales 
have gained growing attention to support the development 
of operational predictions. The representation of physical 
processes that are fundamental for skilful S2D predictions 
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is thought to require relatively complex models. For 
instance, seasonal prediction skill in operational forecasts, 
particularly over land in the extra-tropics, is deemed to 
be the result of a combination of predictable processes 
involving variability in tropical sea surface temperature 
(Domeisen et al. 2015), sea-ice (Seidenglanz et al. 2021), 
land-cover (Ruggieri et al. 2022) and the stratosphere (Nie 
et al. 2019). Similarly, on a multi-year range, prediction 
skill arises from oceanic and non-oceanic sources of pre-
dictability (Bellucci et al. 2015). In many cases, predict-
able components of the climate system lead to forecast 
skill over land via atmospheric teleconnections that origi-
nate in oceanic regions and affect remotely the state of 
meteorological variables through a chain of processes that 
invoke the need for high-end numerical models. Indeed, 
S2D forecasts represent a coordinated effort with an 
ongoing tendency to combine high spatial resolution and 
large ensembles in multi-model coupled simulations with 
GCMs. Arguably this effort has been instrumental to the 
development of operational S2D forecasts that nowadays 
reveal skilful predictions (Smith et al. 2019, 2020, e.g.,) 
relevant for sectoral applications (Dunstone et al. 2022). 
The effect on the prediction skill coming from enhanced 
horizontal resolution has been assessed but its added value 
is not conclusive (e.g., Scaife et al. 2019; Haarsma et al. 
2020). Indeed, Merryfield et al. (2020) recently outlined 
a roadmap for the development of S2D predictions that 
involves further research in initialisation methods, ensem-
ble generation techniques and reduction of model bias. 
They note that, even though increasing model resolution 
might be a rewarding exercise, the development of S2D 
prediction requires research strategies to understand how 
models behave in representing the predictable processes 
that lead to forecast skill. In this context, IC models can be 
useful to tackle research questions that are currently inves-
tigated by the community dealing with the advancement 
of S2D prediction, particularly when large-scale dynamics 
and low-frequency variability are involved.

In this study, we document the formulation, climatology 
and variability of a fully-coupled intermediate-complexity 
GCM. The model, named SPEEDY-NEMO, is based on the 
coupling of an intermediate-complexity atmospheric GCM 
and a low-resolution ocean/sea-ice model, which is designed 
to achieve a compromise between resolution, complexity and 
computational cost while maintaining a realistic represen-
tation of the climate system. Early versions of the model 
have already been reported sporadically in the scientific 
literature (Kucharski et al. 2016; Sluka et al. 2016; Justino 
et al. 2019; Kalnay et al. 2023), but a comprehensive review 
of the coupled model climatology and variability is miss-
ing. We show that the model yields a realistic simulation of 
ocean–atmosphere modes of S2D variability. It is argued that 
the presented model can be applied to investigate a range of 

scientific questions that are relevant to the understanding of 
S2D predictability and the development of S2D predictions.

After this introduction, in Sect. 2 we describe the model 
formulation with reference to previous studies, the setup of 
the simulations performed in this study and data used for 
the model validation. Section 3 presents the analysis of a 
model run with stationary forcing, with emphasis on the 
main aspects of the atmospheric-oceanic general circulation, 
surface climate and variability on S2D time-scales. Section 4 
discusses potential applications of the model. Finally in 
Sect. 5 we summarise the main findings of the study.

2  Data and methods

2.1  The model

This study documents an intermediate complexity coupled 
GCM, hereafter called SPEEDY-NEMO. The atmosphere 
component is SPEEDY (Simplified Parameterizations, 
privitivE-Equation Dynamics, Molteni 2003; Kucharski 
et al. 2006, 2013) that is based on the hydrostatic spectral 
dynamical core originally developed by Held and Suarez 
(1994). The time stepping is based on a leapfrog scheme 
with a Robert-Asselin filter (Robert 1966; Asselin 1972) 
to damp the computational mode and the RAW filter 
(Amezcua et al. 2011) to increase the accuracy. The model 
is run with a triangular spectral truncation at wavenumber 
30 (T30, but note that a version at T47 is already developed 
and available) on a gaussian grid of 96× 48 points (longi-
tude×latitude). The prognostic variables of the model are 
temperature, specific humidity, vorticity, divergence and 
logarithm of surface pressure. The 3-dimensional prognos-
tic variables are evaluated on 8 �-coordinate layers with 
� = 0.025, 0.095, 0.20, 0.34, 0.51, 0.685, 0.835 and 0.95. 
Here � = p∕p

s
 where p is pressure and p

s
 is surface pres-

sure. The model output used in this manuscript is inter-
polated on pressure levels at 30, 100, 200, 300, 500, 700, 
850 and 925 hPa. The model includes parameterisations of 
radiation, convection, vertical diffusion, surface heat and 
momentum fluxes, clouds and large-scale condensation. A 
detailed description of the model formulation is provided 
in a technical report (http:// users. ictp. it/ ~kucha rsk/ speedy_ 
descr iption/ km_ ver41_ appen dixA. pdf).

The ocean component is the Nucleus for European Mod-
elling of the Ocean (NEMO) v.3.0 (Madec 2008). The 
model solves the primitive equations with the hydrostatic 
and Boussinesq approximations. The equations are solved on 
a tripolar ORCA2 grid with horizontal resolution of about 
2 ◦ and a tropical refinement up to 0.5◦ . The model has 31 
vertical levels (z coordinate) with a thickness ranging from 
10 m at the surface to 500 m at the ocean bottom. SPEEDY-
NEMO includes the Louvain-la-Neuve sea ice model (LIM) 

http://users.ictp.it/%7ekucharsk/speedy_description/km_ver41_appendixA.pdf
http://users.ictp.it/%7ekucharsk/speedy_description/km_ver41_appendixA.pdf
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which is a dynamic-thermodynamic model with a snow 
layer and two ice layers for sensible heat storage and verti-
cal heat conduction within snow and ice. Energy budgets at 
the upper and lower surfaces and lead surfaces drive verti-
cal and lateral sea ice change rates. The subgrid snow and 
ice thickness distributions are parametrized by means of an 
effective thermal conductivity. Storage of latent heat inside 
the ice resulting from the trapping of shortwave radiation 
is modelled and a surface albedo is parameterized. The ice 
velocity field is computed from the dynamical interaction 
with the atmosphere and ocean. Momentum exchange at the 
ice-ocean interface is computed from the difference between 
the top layer ocean velocity and ice velocity. The heat flux 
is assumed to be proportional to the difference between the 
surface temperature and the temperature at the freezing point 
and the friction velocity at the ice-ocean interface. Fresh 
water fluxes are computed with a constant salinity of 6 psu 
for sea ice and 0 psu for snow.

The atmosphere and the ocean/sea-ice models exchange 
information via the OASIS3 coupler (Valcke 2013). The 
atmosphere model exchanges wind stresses on both water 
and ice, net precipitation minus evaporation over water and 
ice, snowfall, evaporation over snow/ice, net shortwave flux, 
net non-solar heat flux, solar heat flux on ice, non-solar heat 
flux on ice, and non-solar heat flux derivative. The ocean 
model exchanges sea surface temperature, sea-ice cover, sea-
ice temperature, and sea-ice albedo. A scheme to correct the 
heat flux from the ocean to the atmosphere is implemented 
as in Kröger and Kucharski (2011). As noted by Sluka et al. 
(2016), the main effect of this scheme is the improvement 
of model climatology and variability in the Eastern tropical 
Pacific.

2.2  Model simulations and observational data

A set of simulations has been performed to validate the 
SPEEDY-NEMO model. The model setup and the analy-
sis have been designed to evaluate in particular: (i) the 
major climatological features of the atmospheric and oce-
anic circulation, (ii) the surface climate and iii) the lead-
ing modes of interannual and multi-decadal variability. A 
spin-up simulation is run and the model stabilisation is 
diagnosed via global-mean near-surface air temperature 
(GSAT), Arctic sea-ice cover and global top-of-atmosphere 
(TOA) net energy flux. After about 700 years the model 
fluctuates around a global-mean two-metre air temperature 
of about 13.9 K and a TOA energy imbalance of about 1.5 
W/m2 (shortwave minus longwave). The imbalance at the 
top is fairly large but not incompatible with the range of 
CMIP6 models (Wild 2020). After this spin-up, the model 
is run for additional 340 years and this simulation is used 
for analysis and validation of the model performance. The 
model parameters are those in Kucharski et al. (2016) and 

the radiative forcing has been specified to be representative 
of current climate conditions (approx. 1980–2010) through 
a CO2 optical thickness/absorptivity parameterization. The 
model integrations are performed with a serial execution of 
the atmosphere component and a parallel execution of the 
ocean-ice component with 18 processors. The performance 
on the coupled model is about 69 days per CPU hour using 
18 processors.

The model is validated against a combination of obser-
vational datasets and reanalyses. In some cases, depend-
ing on the examined variable, multiple datasets are used to 
account for observational uncertainty. Data from the ERA5 
reanalysis (Hersbach et al. 2020) are obtained on a monthly 
basis from the Copernicus Climate Data Store (Buontempo 
2022) for air temperature, zonal wind, precipitation, two-
metre temperature, sea surface temperature (SST), height 
(Z), sea-level pressure (SLP). Reanalysis data of wind and 
temperature used in Figs. 1, 2 are on the same 8 pressure lev-
els used to interpolate the model output, that is 30, 100, 200, 
300, 500, 700, 850 and 925 hPa. The period examined for 
ERA5 is limited to 1979–2021 to avoid larger uncertainties 
in the pre-satellite era, but note that in Figs. 5, 6 the period 
is further reduced to 1979–2014 for consistency with other 
datasets that cover this shorter time span. Data of meridi-
onal wind velocity and temperature have been obtained from 
the NCEP-NCAR (Kalnay et al. 1996) reanalysis and used 
in Fig. 4. Gridded observations of sea-ice concentration 
are obtained from the National Snow and Ice Data Center 
(Walsh et al. 2019) for the period 1850–2017 and from the 
Hadley Centre Sea Ice and Sea Surface Temperature (Had-
ISST) dataset (Rayner et al. 2003) for the period 1979–2021. 
Gridded observed and reconstructed SST are obtained from 
HadISST for the period 1979–2021 and from the Extended 
Reconstructed Sea Surface Temperature (ERSST, Huang 
et al. 2017) dataset. Gridded observation of precipitation 
from Climate Prediction Center Merged Analysis of Pre-
cipitation (CMAP, Xie and Arkin 1997) and from Global 
Precipitation Climatology Project (GPCP, Adler et al. 2017) 
for the period 1979–2014 are used. Data from the ORAS4 
ocean reanalysis (5 ensemble members, Balmaseda et al. 
2013) are used for the period 1958–2012.

2.3  Diagnostics

The global monsoon domain shown in Fig. 5 is computed 
following Wang et al. (2011) as the area over which the 
annual range of precipitation is greater than 2.5 mm/day. 
The annual range of precipitation is defined as the MJJAS 
minus NDJFM (NDJFM minus MJJAS) precipitation rate 
in the Northern (Southern) Hemisphere. The eddy heat 
flux in Fig. 4 is computed as the covariance of daily devia-
tions from monthly means of air temperature and meridi-
onal velocity. Sea-ice extent is computed by treating as ice 
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Fig. 1  Climatology of mass streamfunction (109 kg s −1 ) of the zonal mean flow in a DJF and b JJA for the SPEEDY-NEMO model and c, d for 
the ERA5 reanalysis

Fig. 2  As in Fig. 1 but for the zonal mean zonal wind in ms−1 in shading and contours of zonal mean temperature (drawn every 10 K)
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covered all grid points with sea-ice concentration greater 
than or equal to 0.15. The North Atlantic Oscillation (NAO) 
index is defined following Hurrel (1995), as the standardized 
principal component (PC) time-series of the leading EOF of 
December-February SLP anomalies over the Atlantic sec-
tor (20◦ N–80◦ N, 90◦ W–40◦ E). Similarly, the Southern 
Annular Mode (SAM) index is defined as the standardized 
PC time-series of the leading EOF of JJA SLP anomalies 
south of 20◦ S (Ho et al. 2012). The Niño3.4 index is defined 
as the area-weighted average of SST anomalies over 5 ◦ S–5◦ 
N/170◦ W–120◦ W; this index is widely used to define the 
state of the El Niño-Southern Oscillation (ENSO) also in 
the context of operational seasonal forecasts (Barnston and 
Tippett 2013). The Atlantic Multidecadal Variability (AMV) 
index is computed adopting the definition introduced by 
Trenberth and Shea (2006), which is the difference between 
North Atlantic SST anomalies (0–60◦ N, 0–80◦ W) and 
global-mean SST anomalies (60◦ S–60◦ N). The Interdec-
adal Pacific Oscillation is analysed by computing the Tripole 
Index (TPI) introduced by Henley et al. (2015), which is a 
linear combination of SST anomalies in three sectors of the 
Pacific Ocean. The Atlantic Meridional Overturning Cir-
culation (AMOC) is diagnosed with a mass streamfunction 
computed with the diagnostic package CDFTOOLS (http:// 
meom- group. github. io/ doc/ CDFTO OLS/) using three-
dimensional fields of ocean meridional velocity.

Linear regressions are computed via a least-squares lin-
ear fit. The model biases shown in Fig. 8 are computed as 
the difference between the atmospheric model output minus 
the corresponding ERA5 field regridded onto the coarser 
model grid. The regridding operation is performed at con-
stant pressure via bilinear interpolation with the Climate 
Data Operator (CDO, Schulzweida 2019). Running correla-
tions in Fig. 20 are computed with the Pearson correlation 
coefficient.

3  Results

3.1  Atmosphere and ocean climatology

The zonal-mean atmospheric circulation is examined in 
Figs. 1 and 2. Overall, the model error for the latitudinal 
extent of the cells and their intensity (Fig. 1) is comparable 
with the range of uncertainty among reanalyses (Nguyen 
et  al. 2013). The latitude of ascending and descending 
branches are reproduced accurately in the winter hemi-
sphere, while the model slightly misplaces the latitude of the 
summer cells by about 3–5 degrees. Notably the intensity of 
the maximum/minimum of the winter Hadley cell is weaker 
by a factor of about 15%. This indicates a similar bias in the 
mass flux associated with this cell. The bias is larger in the 
Antarctic region, where surface biases shown later in the 

manuscript may play a role. The sign of the surface zonal-
mean zonal wind is well reproduced (Fig. 2, shading), with 
a region of easterly wind in the tropics, a relatively strong 
westerly wind in midlatitudes and weak easterlies in the 
polar region. The model correctly simulates the position of 
local maxima, the subtropical jets of both hemispheres and 
the stratospheric polar vortex of the cold hemisphere. The 
intensity of the subtropical jets is overestimated by about 
15%. The simulated temperature field shows that the model 
correctly reproduces the observed vertical gradients and the 
inversion at the tropopause, as well as a strong seasonality in 
the stratosphere (Fig. 2, contours). The simulated tempera-
ture is flatter in the tropics and shows stronger meridional 
gradients in the extratropics, which is consistent with the 
stronger vertical wind shear according to thermal wind bal-
ance. The zonally asymmetric component of height at 500 
hPa is shown in Fig. 3. This field provides an indication of 
the ability of the model to reproduce the stationary eddies 
of the atmosphere, that are zonal asymmetries ultimately 
driven by topography, land-sea contrast and temperature 
variations at the sea surface. This field is shown only for the 
Northern Hemisphere winter, since stationary eddies peak 
in the cold season and the circulation in the Southern Hemi-
sphere is rather zonally symmetric. It can be seen that the 
model properly simulates the quasi-wavenumber 2 pattern, 
with maxima over the eastern North Atlantic and the west 
coast of North America and minima over the western North 
Pacific and the Labrador Sea region. Note that the maximum 
amplitude of the stationary eddies is underestimated in the 
two centres of action over continental North America. The 
results in Figs. 1-3 illustrate that SPEEDY-NEMO provides 
a realistic atmospheric mean flow and a good representation 
of large-scale wave propagation, that is a desired feature for 
the purpose of the model as outlined in Section 1.

Figure 4 displays the boreal winter climatological distri-
bution of daily temperature and meridional wind covariance 
at 850hPa, representative of the sensible heat flux associated 
with synoptic-scale, transient eddies. Figure 4 suggests that 
the model correctly identifies the regions of intense baro-
clinic activity in both the North Atlantic and North Pacific 
ocean basins, although the magnitude of the sensible heat 
flux is underestimated in the North Pacific. Interestingly, 
the model shows secondary maxima in subpolar regions and 
over Eurasia that resemble observations and are linked to 
the low-frequency variability of the atmosphere (Ruggieri 
et al. 2021).

The model reproduces the major large-scale features 
of precipitation climatology (Fig. 5). Extra-tropical pre-
cipitation in the Northern Hemisphere is organised in 
two major storm-tracks over the ocean basins with local 
maxima over the oceanic frontal regions (Gulf stream 
and Kuroshio current; see also Fig. 4). The model cli-
matology over land resembles many observed features, 

http://meom-group.github.io/doc/CDFTOOLS/
http://meom-group.github.io/doc/CDFTOOLS/
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but notably precipitation is slightly overestimated in 
winter and substantially overestimated in summer over 
North America and the Maritime Continent. Longitudi-
nal variations of the ITCZ and their seasonality are cor-
rectly simulated. However, Fig. 5 also shows that, at the 
regional level, the model features substantial biases in 
the represention of the major global monsoonal systems 
(Wang and Ding 2008). In the Northern Hemisphere, 
the South Asian monsoon is poorly represented, with a 
too low accumulated precipitation while the East Asian 
monsoon features an overly fragmented pattern (Fig. 5b). 
The West African monsoon is instead captured, though 
with spatial and magnitude biases. The North American 

monsoon is absent over northwestern Mexico and cap-
tured only over its southern domain. The model does a 
relatively better job in the Southern Hemisphere, where 
all the three regional monsoons are spatially reproduced, 
although with substantial positive precipitation biases. A 
more quantitative comparison with observed precipitation 
can be done with the help of Fig. 6 where the zonal-mean 
precipitation is shown. Here multiple observational data-
sets (both reanalysis and gridded observations) are used to 
account for observational uncertainty. It can be seen that 
indeed the model quantitatively reproduces the observed 
profile. In general the modelled precipitation falls within 
the observational range everywhere except in the Southern 
Hemisphere equatorial region (Fig. 6a). Here the relative 

Fig. 3  a Height (m) at 500 hPa for DJF after subtracting the zonal 
mean. This represents the stationary eddy field. Data are from the 
ERA5 reanalysis. b Same as (a) for the SPEEDY-NEMO model. The 
zero line is marked by a black solid contour

Fig. 4  a Mean DJF covariance of daily temperature and meridional 
velocity anomalies at 850 hPa. Data are from the NCEP/NCAR rea-
nalysis. b As in (a) but for SPEEDY-NEMO
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error is about 45%, corresponding to a positive bias of 
the order of 2 mm day−1 . This is not surprising, given the 
similar bias reported in many climate models of different 
complexity, including state-of-the-art (Blaker et al. 2021). 
A much smaller model bias, negative in this case, can be 
identified in the subtropical regions. The seasonal cycle 
of the zonal-mean precipitation is also well reproduced 
(Fig. 6b), in particular the latitudinal migrations of local 
maxima and minima are accurately modelled.

The two-metre air temperature climatology (Supplemen-
tary Material, Fig. S1) and SST climatology (Fig. 7) show 
that the model captures regional features of the observed 
field, particularly over ocean - the longitudinal gradients in 
the tropics and the sharp, meridional gradients in the extra-
tropics, such as the Gulf Stream in the North Atlantic and 
the Kuroshio-Oyashio extension in the North Pacific. Over 
land and at high latitudes, the model underestimates cold 
conditions during boreal winter and warm conditions during 

Fig. 5  Climatology of precipitation (mm day−1 ) in SPEEDY-NEMO 
for a DJF and b JJA. The black solid line denotes the global monsoon 
domain, defined as the area over which the annual range of precipita-

tion – i.e., MJJAS minus NDJFM (NDJFM minus MJJAS) precipi-
tation rate in the Northern (Southern) Hemisphere – is greater than 
2.5 mm/day (Wang et al. 2011). c, d As in (a, b) but for the GPCP 
monthly precipitation dataset

Fig. 6  a, b Climatology of 
zonal mean annual mean 
precipitation in units of mm 
day−1 in the SPEEDY-NEMO 
model (solid line), the ERA5 
reanalysis (dashed-dotted line), 
the CMAP (dashed line) and 
GPCP (dotted line) gridded 
observations. b Climatology of 
zonal mean total precipitation 
in units mm day−1 in DJF (blue 
lines) and JJA (red lines) for the 
SPEEDY-NEMO model (solid 
lines) and the ERA5 reanalysis 
(dashed-dotted lines)
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boreal summer. Figure 8 shows the model bias of the zonal 
mean temperature and zonal wind. The zonal wind bias is 
larger in the Southern Hemisphere and in the upper tropo-
sphere. The positive bias in the mid-latitude upper-tropo-
sphere is in thermal wind balance a colder mid troposphere. 
A useful comparison with state-of-art GCMs is given by 
(Moreno-Chamarro et al. (2022), Fig. 6). The bias in the 
stratospheric temperature is also noticeable, it is common to 
the atmosphere only model documented in Molteni (2003) 
and attributable to dissipative terms applied at the strato-
spheric level and to empirical treatment of radiative pro-
cesses. The bias of the SPEEDY-NEMO model zonal mean 
zonal wind is broadly comparable with that of high-resolu-
tion coupled models. In particular, in the mid-lower tropo-
sphere of the Northern Hemisphere the bias is notably small. 
A term of comparison for the order of magnitude of zonal 
mean temperature bias is given by Semmler et al. (2020). 
The 2D zonal wind bias in Fig. 8b is useful to confirm that 
in general the relatively small bias found in the zonal mean is 
not explained by larger compensating errors. Finally the SST 
bias reveals a worse performance of the model in subpolar 
regions and in the Southern Atlantic ocean, but the bias is 
otherwise confined to values in the range of ±1 K (Fig. 8c).

Figure 9 shows sea-ice concentration (SIC) and extent 
(SIE) in the polar and subpolar regions of the two hemi-
spheres. March and September have been selected as they 
roughly correspond to the maximum and minimum, respec-
tively, sea-ice cover in the Arctic both in models and obser-
vations; vice versa for the Antarctic. Winter SIE in the Arc-
tic is accurately reproduced by SPEEDY-NEMO (Fig. 9a,e), 
and similarly winter SIC is reasonably modelled in several 
marginal seas of the Arctic, such as the Bering and Labra-
dor Seas. In September (Fig. 9b,f), while the model cor-
rectly simulates the retreat of sea ice into high latitudes, 

it overestimates SIC along the Siberian coast and over the 
Barents-Kara Seas. This can be partially explained by the 
pronounced declining trend of summer Arctic sea-ice cover 
(see also Fig. 9) that is robustly attributed to external forc-
ing (e.g., Smith et al. 2008) and is not accounted for in the 
model setup since radiative forcing is kept fixed. In the 
Antarctic (Fig. 9c–h), the seasonal range of sea-ice cover is 
again reasonably well simulated by the model, with the clear 
exception of the Weddell and Ross Seas, probably linked to 
the lack of ice-shelf dynamics characteristic of these areas. 
Antarctic SIC is overall underestimated. In Fig. 10 we show 
the time series of the NSDIC observed Arctic sea ice extent 
in late winter and summer (JFM and JAS) and the corre-
sponding seasonal climatology and interannual variability 
in SPEEDY-NEMO. This analysis confirms that the model 
is able to reproduce a realistic value of ice extent although 
the interannual variability is slightly exaggerated.

Finally, some aspects of sub-surface ocean circulation are 
presented. Figure 11 shows the climatology (contours) and 
variability (shading) of the Atlantic meridional overturn-
ing circulation (AMOC) in SPEEDY-NEMO as compared 
to reanalysis (ORAS4). The model properly simulates the 
meridional and vertical extent of the climatological AMOC, 
as well as its relative maximum at northern mid-latitudes, 
although the strength is slightly underestimated. It also cap-
tures the position (45◦ N) and depth (2000 m) of the vari-
ance peak, but its amplitude is approximately half of that 
in reanalysis. Figure 12 displays the modelled and obser-
vational climatology (contours) of the thermocline, which 
is shown in the equatorial Pacific and equatorial Atlantic 
during the corresponding seasonal maximum of the cold 
tongue development and SST variability, namely in boreal 
winter (DJF) and summer (JJA) respectively. Interannual 
variability of ocean temperature is also displayed (shading). 

Fig. 7  Climatology of sea 
surface temperature (K) in a 
DJF and b JJA for the SPEEDY-
NEMO model and the c, d the 
ERA5 reanalysis
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SPEEDY-NEMO correctly simulates the slope of the ther-
mocline in both ocean basins. The variability around the 
thermocline is weakly biased over the Atlantic but largely 
underestimated over the Pacific.

3.2  Climate variability modes

The low-frequency variability of the atmosphere is exam-
ined by looking at the North Atlantic Oscillation (NAO) and 

Southern Annular Mode (SAM). Figure 13 shows the regres-
sion map of SLP anomalies onto the corresponding princi-
pal component based on SLP in boreal winter (DJF) and 
austral winter (JJA), respectively (see Sect. 2.3 for details). 
In the Northern Hemisphere (Fig. 13a,c), SPEEDY-NEMO 
broadly simulates the large-scale structure of the NAO but 
with a clear lack of variance at polar latitudes, which might 
include effects of a poorly-resolved stratosphere as discussed 
by García-Serrano and Haarsma (2017). The comparison 
with the NAO pattern of the atmosphere only model sug-
gests that the ocean coupling is slightly detrimental for the 
representation of this mode of variability in this model. On 

Fig. 8  Annual mean model bias with respect the ERA5 climatology 
of a zonal mean temperature (contours drawn every 1.2 K) and zonal 
wind (shading, m/s); b zonal wind at 850 hPa (shading, m/s) and 200 
hPa (contours drawn every 3 m/s); (c) and sea surface temperature

Fig. 9  Climatology of March and September sea ice concentration 
(shading) and extent (red contour) for a–d the Speedy-Nemo model 
and e–h HadISST in both hemispheres
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a finer scale, the model exhibits errors in the representation 
of the NAO that are well-documented and common to more 
complex and higher-resolution models. More specifically, 
long-lasting biases in magnitude of the NAO regressions are 
documented for three generations of coupled GCMs (Fasullo 
et al. 2020). Also, the overestimated signal in the North 
Pacific is documented (Osborn et al. 1999) and endemic in 
climate models (Gong et al. 2016). In the Southern Hemi-
sphere (Fig. 13b,d), SPEEDY-NEMO rightly captures the 
meridional structure of the SAM between middle and high 
latitudes, although it overestimates the zonal extension of the 
Pacific’s centre of action and underestimates the amplitude 
of the Indian’s centre of action.

In the following, two major modes of interannual SST 
variability are analysed. The SST signature of El Niñ
o-Southern Oscillation (ENSO, Fig. 14) during its mature 
phase, namely in boreal winter (DJF), is rather consistent 
with observations, with anomalies of about 0.5–1 K in the 
equatorial Pacific, a dipole of about 0.3 K in the Indian 
Ocean and Maritime Continent, and a signal in the extra-
tropical North Pacific. The ENSO atmospheric telecon-
nections are diagnosed in Fig. 15 by regressing height in 
the upper troposphere (200hPa; contours) and precipita-
tion (shading) onto the Niño3.4 index. In agreement with 
atmosphere-only simulations prescribing observed SSTs 
(Kucharski et al. 2013), here in coupled mode, the model 
reproduces the ENSO atmospheric response in both the trop-
ics and extra-tropics of the two hemispheres. The signal in 
the North Pacific-American sector is particularly close to 
observations, whereas a signal in western Eurasia appears 
spurious or misplaced. It is important to remark that while 
many features of the ENSO teleconnections are robustly 
assessed in literature, the impact over Europe and Eurasia 
is still largely debated (e.g., Mezzina et al. 2023, and refer-
ences therein). Deviations from the observed precipitation 
pattern in the tropics could be explained by the model error 
in reproducing large-scale convective patterns in the over the 
maritime continent. The monthly interannual standard devia-
tion (Fig. 16a) shows that the simulated variability is too low 
in winter and too high in summer (about 15%), resulting in a 
flat annual cycle. This is disappointing given the purpose of 
the model, but it is a common signature of CMIP5 models 
(McKenna et al. 2020; Chen and Jin 2021) that is modi-
fied but not clearly improved in the CMIP6 generation. The 
power spectrum (Fig. 16b) shows that the simulated vari-
ability lies in the 3–10 year range, with an excessive load on 
specific bands (4 and 7 years), a behaviour that can be even 

Fig. 10  Time series of seasonal mean NSDIC Arctic sea ice extent in 
JFM (km2 , solid black line) and JAS (dashed black line. The corre-
sponding seasonal climatological values for Speedy-Nemo are shown 
with a blue (JFM) and a yellow (JAS) horizontal line. The coloured 
shading indicates the area between ± one standard deviation com-
puted over the time series of seasonal means (interannual variability)

Fig. 11  The Atlantic meridional overturning circulation (AMOC): climatology (contours, drawn every 0.4 Sv) and variability (shading) of the 
AMOC streamfunction, based on annual means, for SPEEDY-NEMO (left) and the 5-member ensemble Nemovar ORAS4 reanalysis (right)
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exacerbated in state-of-the art models (Yang et al. 2019). 
Still at interannual time-scales, Fig. 17 shows the spatial 
pattern of the leading mode of SST variability in the tropical 
Atlantic, i.e. the Atlantic Niño, computed as regression map 
onto the ATL3 index (Zebiak 1993) in June-July. Following 
the correct simulation of the regional sub-surface climatol-
ogy (Fig. 12), SPEEDY-NEMO is able to capture the anoma-
lous tongue in the equatorial Atlantic, but overestimates the 
opposite-sign anomalies surrounding it.

In Fig. 18 two major modes of decadal variabilty are ana-
lysed, namely the Atlantic Multidecadal Variability (AMV) 
and the Interdecadal Pacific Oscillation (IPO). The standard 
deviation of the model AMV index is about 0.09K which is 
broadly in agreement with observational estimates (0.12 K 
for HadISST and 0.10 for ERSST; see also Fig. 3 in Mavilia 
et al. (2018) for a comparison with CMIP5 models). The 
agreement in terms of AMV amplitude is also confirmed in 
Fig. 18a and c, where the model reproduces the horseshoe-
like pattern with a local maximum in the subpolar region. 
The secondary maximum in the Labrador Sea-Fram Strait 
area (arguably linked to AMV-induced sea-ice variability, 
see Castruccio et al. (2019)) is also reasonably modelled 
by SPEEDY-NEMO. The model also features La Niña-like 
conditions in the Tropical Pacific, which is less clear in 
observations where the relationship depends on the exact 
definition of the index and the examined period (not shown), 
but was demonstrated to be a plausible teleconnection of the 
AMV (see e.g. Ruggieri et al. 2021, and references therein). 
The power spectrum of the modelled AMV index (not 
shown) resembles that from observations at relatively high 
frequency, where the model correctly simulates a spectral 

peak at 25–30 years (see also Mavilia et al. 2018; Ba et al. 
2014). The model shows variance at very low frequency, 
less than 100 years−1 , which is common to other coupled 
GCMs (Mavilia et al. 2018). In this case the comparison 
with observations is hampered by the limited length of the 
time series. To examine the multi-decadal variability in the 
Pacific Ocean Fig. 18 depicts the regression of SST onto 
the Tripole index (TPI). The TPI index was introduced by 
Henley et al. (2015) to facilitate the comparison of the Inter-
decadal Pacific Oscillation between models and observa-
tions. The IPO is characterised by a tripole of SST anoma-
lies in the Pacific, in both hemispheres and at tropical and 
extra-tropical latitudes (see Fig. 18d). Figure 18b shows that 
SPEEDY-NEMO reproduces this mode of variability and 
the agreement with observations is substantial. The stand-
ard deviation of the TPI index in the model is about 0.35 K, 
whereas the corresponding value in ERSST is about 0.42 K.

4  Potential applications and added value

Results presented in the previous sections point at SPEEDY-
NEMO as a suitable modelling tool to investigate variabil-
ity modes on S2D time-scales that involve atmosphere and 
ocean dynamics and/or ocean–atmosphere coupling. Like-
wise, this model framework is appropriate to explore differ-
ent aspects of the variability in the climate system. The sug-
gested applications of the model are broadly aligned to the 
recommendations of Balaji (2021). Two examples analysing 
climate instability and non-stationarity follow.

Fig. 12  Climatology of the thermocline depth (contours), esti-
mated as the 20◦ C isotherm (solid) - surrounded by 18◦ C and 22◦ 
C (dashed) - averaged over 3 ◦ S–3◦ N in the equatorial Pacific dur-
ing winter (DJF) and equatorial Atlantic during summer (JJ), for 

SPEEDY-NEMO (left) and the 5-member ensemble Nemovar 
ORAS4 reanalysis (right). Interannual variability of ocean tempera-
ture is also shown (shading)
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Figure 19a shows the sea-ice cover averaged over a 
region corresponding to marginal seas bounding the Ant-
arctic continent (roughly coinciding with the Weddel Sea, 
the Lazarev Sea, the Riiser-Larsen Sea and the Cosmo-
nauts Sea). By comparing the time series computed with 
SPEEDY-NEMO and the climatology and variability in 
HadISST, it can be seen that the model simulates a real-
istic albeit slightly underestimated sea-ice cover in this 
region. The model yields an abrupt transition towards a 
state with reduced sea-ice that persists for several dec-
ades. The system then reverts back to the previous state 
with another abrupt transition. This kind of behaviour 
in Antarctic sea-ice was found in simulations with high-
end models and fixed radiative forcing by Drijfhout et al. 
(2013) and Drijfhout et al. (2015). It is arguably a potential 
tipping point of the climate system (Armstrong McKay 
et al. 2022). SPEEDY-NEMO could be a piece of a hier-
archy of models to study this and other abrupt changes 

and test the sensitivity and robustness to model physics 
formulation.

Another interesting example is given by the potential 
non-stationarity of the AMV-AMOC relationship. This is 
the case of a phenomenon that cannot be easily constrained 
by observations due to shortness of records and partial inad-
equacy of observational proxies, but can be addressed with a 
hierarchy of numerical models of different complexity. In the 
SPEEDY-NEMO run analysed here, the correlation between 
the AMV index and the intensity of the AMOC (diagnosed 
with mean value of the streamfunction between 25◦ N–50◦ 
N and 500−1.500 m, as in Bellucci et al. (2022)) is about 
0.59. Figure 20a shows the running correlation between the 
AMOC and the AMV time series computed with a running 
window of 80 years. Here we can see a drop of the correla-
tion that reaches a minimum at about year 90 of analysis. 
A positive correlation is then recovered after 100 years, 
reaching values of about 0.9 that persists until the end of 

Fig. 13  a The DJF NAO pattern as represented in SPEEDY-NEMO 
by the linear regression of the standardized first PC of the DJF mean 
sea level pressure seasonal anomalies over the Atlantic sector (20–
80N, 90W–40E) onto the same field. b The SAM during JJA as the 
linear regression of the standardized first PC of the JJA mean sea 

level pressure anomalies south of 20  S onto the same field. c, d as 
in (a), (b) but for the ERA5 reanalyses. Color shading is shown only 
where the linear regression is statistically significant at the 5%. The 
percent numbers indicate the fraction of variance explained by the 
first PC
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the simulation. The behaviour of the running correlation 
can be better understood by looking at the corresponding 
low-pass filtered time series in Fig. 20b. Here it can be seen 
that the first part of the run features small-amplitude and 
fast oscillations with the AMV and AMOC mostly out of 
phase. The second part of the run shows instead larger and 
more persistent excursions of the AMOC that are closely 

encompassed by the AMV. The different amplitudes can be 
quantified by the running standard deviation displayed in 
Fig. 20c that essentially confirms a larger variability in sec-
ond part of the time series. The episode of non-stationarity 
in the AMV-AMOC relationship found in SPEEDY-NEMO 
is fully consistent with the picture given by CMIP6 models, 
recently documented by Bellucci et al. (2022). SPEEDY-
NEMO could be exploited to produce large sampling of 
AMV-AMOC decorrelation events in order to better under-
stand the underlying dynamics or to study how perturbed 
parameters in the model formulation can affect this non-
stationary relationship.

As outlined by Merryfield et al. (2020), climate predic-
tion models are still affected by non-negligible errors in rep-
resenting predictable teleconnections that are fundamental 
for forecast skill over land. A consequence of this is that 
often hybrid statistical-dynamical forecasts are employed 
to exploit predictable signals (see e.g., Dobrynin et  al. 
2022), with all the complications and drawbacks that affect 
forecasts based on statistical models. While it is arguably 
overambitious to imagine that SPEEDY-NEMO can be used 
to guide the reduction of bias in high-end models, inter-
mediate-complexity models like SPEEDY-NEMO can pro-
vide guidance in understanding the consequence of model 
biases for climate predictions. A recent example based on 
the atmosphere model SPEEDY is given by Di Carlo et al. 
(2022), where a large set of simulations were performed to 
study the dependence of the extra-tropical ENSO telecon-
nection on the model bias in the North Pacific atmospheric 
circulation. They corroborated and expanded the conclusions 
reached by similar studies with high-end models (Tyrrell 
and Karpechko 2021; Benassi et al. 2022) and outlined how 

Fig. 14  Linear regression coefficients onto the standardized Niño3.4 
index of sea surface temperature (K) for a SPEEDY-NEMO and b 
ERA5. Stippling indicates region with statistically significant correla-
tion at the 99% confidence level

Fig. 15  As in Fig. 14 but for 
precipitation (a–c, mm day−1 ) 
and geopotential height at 200 
hPa (b–d, m)
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ENSO-related temperature and precipitation signals over 
land are affected by errors in the model mean-climate. With 
SPEEDY-NEMO, this approach could be extended and gen-
eralised to oceanic and coupled processes, a research avenue 
that, probably, has not been widely explored so far.

This approach can arguably be of uttermost relevance 
to tackle the signal-to-noise paradox, a major issue in S2D 
predictions that de facto limits the estimate of predictabil-
ity and affects negatively raw dynamical predictions (Smith 
et al. 2020). The signal-to-noise paradox is indeed an elegant 
example of a crucial issue in S2D climate prediction that 
affects the forecast skill of state-of-art models (Scaife and 
Smith 2018) and is reproducible even in low-complexity 
models such as the Lorenz63 system (Mayer et al. 2021). 
The analysis of the autocorrelation of the NAO index (not 
shown) in the run presented in this study reveals that, if 
the hypotheses introduced by Zhang et al. (2021) hold, then 
SPEEDY-NEMO should not be affected by the signal-to-
noise paradox described by Scaife and Smith (2018). This 
is a speculative but intriguing indication that the model 
may not reproduce the paradox in the presented sets. Sets 

of retrospective forecasts with SPEEDY-NEMO could be 
used to diagnose how the signal-to-noise ratio is affected 
by perturbations in the model formulation (for instance sur-
face parameterisations and atmospheric resolution) and by 
model initialisation and ensemble-generation techniques. It 
is not unrealistic to hypothesize a modelling tool based on 
SPEEDY-NEMO, that can generate sets of large-ensemble 
hindcasts with different combinations of model formulation 
and initialisation techniques, to further evaluate properties 
of the forecast quality (e.g., skill and signal-to-noise met-
rics). The DYNCAST and OCEANIDE projects in seasonal 
prediction, relying on results by Mezzina et al. (2020), and 
the BONSAI (https:// www. ecmwf. int/ en/ resea rch/ speci al- 
proje cts/ spitb eal- 2022) and TBI-MULMOD (https:// www. 
csic. es/ en/ node/ 20582 53) projects in decadal prediction are 
examples of ongoing activities working in this direction with 
SPEEDY-NEMO.

Along these lines, climate predictions based on SPEEDY-
NEMO can be a training field to explore developments in 
data assimilation (Tondeur et al. 2020), as the model already 
supports data assimilation schemes. Last but not least, this 

Fig. 16  a Interannual standard deviation of the monthly mean 
Niño3.4 index for SPEEDY-NEMO (blue) and the ERSST (orange). b 
As in (a) but for the normalised spectra. The solid line and the shad-

ing show respectively the median and the interquartile range of a dis-
tribution obtained by subsampling time series of 50 years

Fig. 17  Sea surface temperature 
regression onto the standard-
ised ATL3 index in June-July, 
respectively for SPEEDY-
NEMO (right) and HadISST 
(left). Stippling indicates region 
with statistically significant cor-
relation at the 99% confidence 
level

https://www.ecmwf.int/en/research/special-projects/spitbeal-2022
https://www.ecmwf.int/en/research/special-projects/spitbeal-2022
https://www.csic.es/en/node/2058253
https://www.csic.es/en/node/2058253
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kind of intermediate-complexity coupled models can fos-
ter innovation in the model code and algorithms that is 
fundamental to adjust our modelling tools to future hard-
ware architectures. Low precision components (Lang et al. 
2021), on-the-run diagnostic routines and stochastic and/
or data-driven parameterisations (Ross et al. 2022) can be 
effectively tested in a simplified modelling suite such as 
SPEEDY-NEMO.

5  Concluding remarks

This manuscript reports the climatology and variability of a 
coupled general circulation model: SPEEDY-NEMO. This 
climate model complements other models in the SPEEDY 
family of which it is the only member with a fully-coupled 
primitive-equation ocean, complementing previously docu-
mented models where SPEEDY was coupled to regional 
ocean models (Haarsma et al. 2005; Bracco et al. 2005, 
2007). The presented version features a fairly low horizon-
tal and vertical resolution (3.7◦ /8 levels in the atmosphere; 
2 ◦/31 levels in the ocean) and a full spectrum of simplified 
physical parameterisations.

The modelled atmospheric circulation and surface cli-
mate (including sea-ice cover and sea surface temperature) 
documented in this study are quantitatively in agreement 
with reanalysis data, with systematic errors comparable to 
observational uncertainty and biases of CMIP5 and CMIP6 
models. Major exceptions in this respect are found in the 
surface temperature of polar and subpolar regions and in 
seasonal variations of precipitation over monsoonal areas. 
Presented results show that the model underestimates tran-
sient eddy fluxes in the atmosphere but reproduces realisti-
cally the low-frequency variability of the atmosphere and the 
leading modes of large-scale interannual and decadal vari-
ability in the ocean. These findings suggest that the model 
can be used to produce meaningful low-resolution climate 
predictions on seasonal-to-decadal time-scales and to per-
form targeted sensitivity experiments that can support and 
inform the development of operational forecasts.

Based on the presented results, we argue that SPEEDY-
NEMO can be instrumental in operationalising the hierar-
chical approach advocated by Held (2005) in the field of 
near-term climate prediction. We have put forward a range 
of scientific questions that could be investigated using 
SPEEDY-NEMO as intermediate-complexity element of 

Fig. 18  Linear regression coefficients (K) of sea surface temperature 
onto a, c the standardised AMV index and b, d the standardised TPI 
index for the a, b SPEEDY-NEMO model and c, d the ERSST data-

set. Stippling indicates region with statistically significant correlation 
at the 99% confidence level
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such a model hierarchy. More specifically, we suggest that 
phenomena of S2D climate variability, which are often 
investigated in idealised setups, could be studied with 
SPEEDY-NEMO by producing sets of long simulations 
and/or large-ensemble hindcasts over the past decades. 
Further development with a relatively small effort may 
lead to a flexible modelling tool to comprehensively assess 
climate variability, predictability, prediction and change 
with large enough sampling to test robustness.

Finally, the model can also represent a training environ-
ment for proof-of-concepts of ensemble generation and 
initialisation techniques that nowadays are arguably at 
their infancy in the operational context.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 1007/ s00382- 023- 07097-8.
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Fig. 19  a The blue solid line is the average annual ice cover in the 
sector 60W–90E 60  S–70  S simulated by SPEEDY-NEMO. The 
horizontal line and the shading indicate respectively the correspond-
ing mean and one standard deviation range for the HadISST. b and 
c show the sea ice concentration (shading) and extent (red contour) 
averaged respectively in years 30–110 and in years 130–340

Fig. 20  Non-stationarity of the AMOC-AMV relationship in 
SPEEDY-NEMO. a Running correlation between the AMV and the 
AMOC time series with a running window of 80 years. Dots indicate 
statistically significant correlations at the 99% confidence level. b 
Standardized time series of the AMV (blue) and AMOC (yellow). c 
Running standard deviation of the AMV (blue) and AMOC (yellow) 
with a running window of 80 years
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