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Table S1. Estimates from complete simulated sets with N=100, 2d=0.1 and b=0.7 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 0.769901 0.084749 100 0.393114 

Aki (1965), Utsu (1966) (4) 0.706577 0.071219 100 0.928112 

Bender (1983) (6) 0.674516 0.074310 100 0.721033 

This paper, magnitudes (7) 0.708190 0.071720 100 0.915437 

This paper, absolute differences by 

Eq.(23) 
(15) 0.714940 0.102108 50 0.891027 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.716066 0.107306 46 0.887555 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S2. Estimates from complete simulated sets with N=1000, 2d=0.1 and b=0.7 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 0.760484 0.026004 1000 0.014043 

Aki (1965), Utsu (1966) (4) 0.699200 0.021978 1000 0.969920 

Bender (1983) (6) 0.696285 0.022347 1000 0.869662 

This paper, magnitudes (7) 0.700721 0.022122 1000 0.974966 

This paper, absolute differences by 

Eq.(23) 
(15) 0.701315 0.031301 500 0.963636 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.701498 0.033097 460 0.965967 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S3. Estimates from complete simulated sets with N=10,000, 2d=0.1 and b=0.7 

Estimator  Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965)  (2) 0.759567 0.008161 10000 0.000000 

Aki (1965), Utsu (1966)  (4) 0.698480 0.006901 10000 0.822639 

Bender (1983)  (6) 0.699408 0.006958 10000 0.926509 

This paper, magnitudes  (7) 0.699992 0.006946 10000 0.998386 

This paper, absolute differences by 

Eq.(23) 

 
(15) 0.700147 0.009885 5000 0.988880 

This paper, trimmed absolute 

differences by Eq.(23) 

 
(17) 0.700165 0.010372 4598 0.986693 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S4. Estimates from complete simulated sets with N=100, 2d=0.1 and b=1.0 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.140602 0.130137 100 0.239814 

Aki (1965), Utsu (1966) (4) 1.006869 0.101070 100 0.949307 

Bender (1983) (6) 0.964875 0.105965 100 0.731851 

This paper, magnitudes (7) 1.011558 0.102523 100 0.914183 

This paper, absolute differences by 

Eq.(23) 
(15) 1.021249 0.145522 50 0.870159 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.021194 0.142904 88 0.891143 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S5. Estimates from complete simulated sets with N=1000, 2d=0.1 and b=1.0 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.125907 0.039867 1000 0.000587 

Aki (1965), Utsu (1966) (4) 0.996582 0.031225 1000 0.913052 

Bender (1983) (6) 0.994843 0.031965 1000 0.869062 

This paper, magnitudes (7) 1.001003 0.031644 1000 0.974374 

This paper, absolute differences by 

Eq.(23) 
(15) 1.001331 0.040499 999 0.974819 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.001663 0.043709 885 0.970893 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S6. Estimates from complete simulated sets with N=10,000, 2d=0.1 and b=1.0 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.124494 0.012507 10000 0.000000 

Aki (1965), Utsu (1966) (4) 0.995589 0.009804 10000 0.652051 

Bender (1983) (6) 0.999174 0.009951 10000 0.929549 

This paper, magnitudes (7) 0.999985 0.009934 10000 1.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 1.000114 0.012832 9999 0.993860 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.000134 0.013762 8853 0.992708 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S7. Estimates from complete simulated sets with N=100, 2d=0.1 and b=1.5 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.820546 0.220736 100 0.094665 

Aki (1965), Utsu (1966) (4) 1.501947 0.149377 100 1.000000 

Bender (1983) (6) 1.450695 0.159020 100 0.741691 

This paper, magnitudes (7) 1.517671 0.154244 100 0.919017 

This paper, absolute differences by 

Eq.(23) 
(15) 1.526190 0.196491 99 0.870460 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.535430 0.224140 82 0.880431 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S8. Estimates from complete simulated sets with N=1000, 2d=0.1 and b=1.5 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.794213 0.067283 1000 0.000000 

Aki (1965), Utsu (1966) (4) 1.486744 0.046178 1000 0.775183 

Bender (1983) (6) 1.492692 0.048027 1000 0.879805 

This paper, magnitudes (7) 1.501569 0.047579 1000 0.973995 

This paper, absolute differences by 

Eq.(23) 
(15) 1.501768 0.060370 999 0.981150 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.502808 0.068133 828 0.970548 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S9. Estimates from complete simulated sets with N=10,000, 2d=0.1 and b=1.5 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.791608 0.021142 10000 0.000000 

Aki (1965), Utsu (1966) (4) 1.485221 0.014528 10000 0.319110 

Bender (1983) (6) 1.498797 0.014987 10000 0.934466 

This paper, magnitudes (7) 1.499960 0.014966 10000 1.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 1.500145 0.019108 9999 0.994231 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.500202 0.021393 8289 0.993121 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" 
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Table S10. Estimates from complete simulated sets with N=100, 2d=0.5 and b=0.7 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.103234 0.172009 100 0.000357 

Aki (1965), Utsu (1966) (4) 0.670961 0.062500 100 0.665050 

Bender (1983) (6) 0.681989 0.075978 100 0.809473 

This paper, magnitudes (7) 0.708903 0.074119 100 0.934969 

This paper, absolute differences by 

Eq.(23) 
(15) 0.712966 0.097374 50 0.916667 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.727632 0.142025 31 0.846974 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S11. Estimates from complete simulated sets with N=1000, 2d=0.5 and b=0.7 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.078186 0.051090 1000 0.000000 

Aki (1965), Utsu (1966) (4) 0.664927 0.019403 1000 0.077204 

Bender (1983) (6) 0.697119 0.022934 1000 0.900000 

This paper, magnitudes (7) 0.700705 0.022752 1000 0.979323 

This paper, absolute differences by 

Eq.(23) 
(15) 0.701016 0.029962 500 0.975049 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.702326 0.041544 309 0.955495 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S12. Estimates from complete simulated sets with N=10000, 2d=0.5 and b=0.7 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.075979 0.015962 10000 0.000000 

Aki (1965), Utsu (1966) (4) 0.664403 0.006085 10000 0.000000 

Bender (1983) (6) 0.699520 0.007135 10000 0.944511 

This paper, magnitudes (7) 0.699988 0.007128 10000 0.991747 

This paper, absolute differences by 

Eq.(23) 
(15) 0.700100 0.009483 5000 0.993259 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.700212 0.012882 3088 0.982898 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S13. Estimates from complete simulated sets with N=100, 2d=0.5 and b=1.0 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.947475 0.369722 100 0.000000 

Aki (1965), Utsu (1966) (4) 0.910411 0.078116 100 0.252852 

Bender (1983) (6) 0.979091 0.111999 100 0.836223 

This paper, magnitudes (7) 1.014568 0.109744 100 0.910601 

This paper, absolute differences by 

Eq.(23) 
(15) 1.017671 0.136411 50 0.882614 

This paper, trimmed absolute 

differences by Eq.(23) 
- - - 24 - 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S14. Estimates from complete simulated sets with N=1000, 2d=0.5 and b=1.0 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.884281 0.106413 1000 0.000000 

Aki (1965), Utsu (1966) (4) 0.903155 0.024395 1000 0.000000 

Bender (1983) (6) 0.996548 0.033689 1000 0.916258 

This paper, magnitudes (7) 1.001296 0.033480 1000 0.966446 

This paper, absolute differences by 

Eq.(23) 
(15) 1.001698 0.041874 500 0.960875 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.004231 0.069217 240 0.954589 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S15. Estimates from complete simulated sets with N=10000, 2d=0.5 and b=1.0 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.878329 0.033370 10000 0.000000 

Aki (1965), Utsu (1966) (4) 0.902428 0.007700 10000 0.000000 

Bender (1983) (6) 0.999376 0.010561 10000 0.949578 

This paper, magnitudes (7) 0.999999 0.010548 10000 1.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 1.000071 0.013320 5000 1.000000 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.000436 0.021368 2403 0.981686 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S16. Estimates from complete simulated sets with N=100, 2d=0.5 and b=1.5 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 4.286245 1.167907 100 0.000000 

Aki (1965), Utsu (1966) (4) 1.220084 0.086820 100 0.001962 

Bender (1983) (6) 1.478663 0.181355 100 0.877775 

This paper, magnitudes (7) 1.527358 0.179330 100 0.863684 

This paper, absolute differences by 

Eq.(23) 
(15) 1.529780 0.206390 50 0.837442 

This paper, trimmed absolute 

differences by Eq.(23) 
- - - 15 - 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S17. Estimates from complete simulated sets with N=1000, 2d=0.5 and b=1.5 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 4.037235 0.307427 1000 0.000000 

Aki (1965), Utsu (1966) (4) 1.213101 0.027563 1000 0.000000 

Bender (1983) (6) 1.495492 0.054343 1000 0.951408 

This paper, magnitudes (7) 1.502108 0.054033 1000 0.954232 

This paper, absolute differences by 

Eq.(23) 
(15) 1.501975 0.062520 500 1.000000 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.515564 0.141768 151 0.911699 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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Table S18. Estimates from complete simulated sets with N=10,000, 2d=0.5 and b=1.5 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 4.016923 0.095118 10000 0.000000 

Aki (1965), Utsu (1966) (4) 1.212576 0.008662 10000 0.000000 

Bender (1983) (6) 1.499139 0.016910 10000 0.959815 

This paper, magnitudes (7) 1.500027 0.016900 10000 1.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 1.500213 0.019652 5000 0.983504 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.501361 0.042970 1510 0.974344 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, p is the performance index computed by the Eq.(24). The column “Eq.” 

shows the equations used to estimate the 𝑏-values. Trimming with Δ𝑀′" = 0.1. 
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S19. Aftershock sequence with time-dependent incompleteness; parameters: 𝝀 = 𝟎. 𝟐, 

𝒎 = 𝟓. 𝟔, 𝒑𝑶 = 𝟏, 𝒄𝑶 = 𝟎. 𝟎𝟏, 𝑻𝑬 = 𝟓 days,  𝑵 = 𝟏𝟔𝟎𝟎 (before thinning), 𝟐d = 𝟎. 𝟏, 

𝒃 = 𝟎. 𝟕, 𝑴𝒄 = 𝑴𝒎𝒙𝒄 + 𝟒d = 𝟏. 𝟒 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 0.590710 0.054564 104 0.066974 

Aki (1965), Utsu (1966) (4) 0.552814 0.047741 104 0.006035 

Bender (1983)  (6) 0.512722 0.055816 104 0.001427 

This paper, magnitudes (7) 0.553579 0.047942 104 0.006660 

This paper, absolute differences by 

Eq.(23) 
(15) 0.690707 0.095972 52 0.917980 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.697615 0.101923 48 0.981070 

This paper, trimmed positive 

differences by Eq.(22) 
(17) 0.699880 0.103493 47 0.999785 

This paper, trimmed negative 

differences by Eq.(22) 
(17) 0.707574 0.099433 49 0.950931 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, and p is the performance index computed by means of the Eq.(24). The 

column “Eq.” shows the equations used to estimate the 𝑏-values. Trimming with 

Δ𝑀′" = 0.1. 
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S20. Aftershock sequence with time-dependent incompleteness; parameters: 𝝀 = 𝟎. 𝟐, 

𝒎 = 𝟓. 𝟔 , 𝒑𝑶 = 𝟏 , 𝒄𝑶 = 𝟎. 𝟎𝟏 , 𝑻𝑬 = 𝟓  days, 𝑵 = 𝟏𝟔, 𝟎𝟎𝟎  (before thinning), 𝟐d =

𝟎. 𝟏, 𝒃 = 𝟎. 𝟕, 𝑴𝒄 = 𝑴𝒎𝒙𝒄 + 𝟒d = 𝟏. 𝟒  

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 0.586450 0.017330 1043 0.000000 

Aki (1965), Utsu (1966) (4) 0.549330 0.015205 1043 0.000000 

Bender (1983)  (6) 0.541480 0.016273 1043 0.000000 

This paper, magnitudes (7) 0.550066 0.015266 1043 0.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 0.681190 0.029103 521 0.521135 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.686713 0.030928 484 0.672272 

This paper, trimmed positive 

differences by Eq.(22) 
(17) 0.688435 0.043816 241 0.782778 

This paper, trimmed negative 

differences by Eq.(22) 
(17) 0.687702 0.043426 253 0.777708 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, and p is the performance index computed by means of the Eq.(24). The 

column “Eq.” shows the equations used to estimate the 𝑏-values. Trimming with 

Δ𝑀′" = 0.1. 
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S21. Aftershock sequence with time-dependent incompleteness; parameters: 𝝀 = 𝟎. 𝟐, 

𝒎 = 𝟓. 𝟔 , 𝒑𝑶 = 𝟏 , 𝒄𝑶 = 𝟎. 𝟎𝟏 , 𝑻𝑬 = 𝟓  days, 𝑵 = 𝟏𝟔𝟎, 𝟎𝟎𝟎  (before thinning), 𝟐d =

𝟎. 𝟏, 𝒃 = 𝟎. 𝟕, 𝑴𝒄 = 𝑴𝒎𝒙𝒄 + 𝟒d = 𝟏. 𝟒 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 0.586093 0.005392 10426 0.000000 

Aki (1965), Utsu (1966) (4) 0.549042 0.004732 10426 0.000000 

Bender (1983)  (6) 0.548015 0.004895 10426 0.000000 

This paper, magnitudes (7) 0.549776 0.004751 10426 0.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 0.680279 0.009201 5213 0.036992 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.685634 0.009685 4840 0.147866 

This paper, trimmed positive 

differences by Eq.(22) 
(17) 0.685753 0.009745 4839 0.146499 

This paper, trimmed negative 

differences by Eq.(22) 
(17) 0.685651 0.009713 4841 0.138064 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, and p is the performance index computed by means of the Eq.(24). The 

column “Eq.” shows the equations used to estimate the 𝑏-values. Trimming with 

Δ𝑀′" = 0.1. 

 

  



 

 

23 

 

S22. Aftershock sequence with time-dependent incompleteness; parameters: 𝝀 = 𝟎. 𝟐, 

𝒎 = 𝟓. 𝟔, 𝒑𝑶 = 𝟏, 𝒄𝑶 = 𝟎. 𝟎𝟏, 𝑻𝑬 = 𝟓 days, 𝑵 = 𝟒𝟎𝟎𝟎 (before thinning), 𝟐d = 𝟎. 𝟏, 

𝒃 = 𝟏. 𝟎, 𝑴𝒄 = 𝑴𝒎𝒙𝒄 + 𝟒d = 𝟏. 𝟑  

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 0.842503 0.082409 104 0.080614 

Aki (1965), Utsu (1966) (4) 0.767418 0.068258 104 0.003810 

Bender (1983)  (6) 0.714674 0.078891 104 0.001431 

This paper, magnitudes (7) 0.769473 0.068817 104 0.004450 

This paper, absolute differences by 

Eq.(23) 
(15) 0.962419 0.129661 52 0.762849 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.977640 0.141878 47 0.863424 

This paper, trimmed positive 

differences by Eq.(22) 
(17) 0.985810 0.147207 46 0.922878 

This paper, trimmed negative 

differences by Eq.(22) 
(17) 0.989011 0.138066 47 0.923725 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, and p is the performance index computed by means of the Eq.(24). The 

column “Eq.” shows the equations used to estimate the 𝑏-values. Trimming with 

Δ𝑀′" = 0.1. 
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S23. Aftershock sequence with time-dependent incompleteness; parameters: 𝝀 = 𝟎. 𝟐, 

𝒎 = 𝟓. 𝟔 , 𝒑𝑶 = 𝟏 , 𝒄𝑶 = 𝟎. 𝟎𝟏 , 𝑻𝑬 = 𝟓  days, 𝑵 = 𝟒𝟎, 𝟎𝟎𝟎  (before thinning), 𝟐d =

𝟎. 𝟏, 𝒃 = 𝟏. 𝟎, 𝑴𝒄 = 𝑴𝒎𝒙𝒄 + 𝟒d = 𝟏. 𝟑 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 0.835400 0.025265 1041 0.000000 

Aki (1965), Utsu (1966) (4) 0.762046 0.021019 1041 0.000000 

Bender (1983)  (6) 0.752022 0.022715 1041 0.000000 

This paper, magnitudes (7) 0.764015 0.021183 1041 0.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 0.952553 0.040146 520 0.244594 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.965537 0.043553 469 0.430854 

This paper, trimmed positive differences 

by Eq.(22) 
(17) 0.966745 0.043654 468 0.442129 

This paper, trimmed negative 

differences by Eq.(22) 
(17) 0.967363 0.043399 470 0.446190 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, and p is the performance index computed by means of the Eq.(24). The 

column “Eq.” shows the equations used to estimate the 𝑏-values. Trimming with 

Δ𝑀′" = 0.1. 
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S24. Aftershock sequence with time-dependent incompleteness; parameters: 𝝀 = 𝟎. 𝟐, 

𝒎 = 𝟓. 𝟔 , 𝒑𝑶 = 𝟏 , 𝒄𝑶 = 𝟎. 𝟎𝟏 , 𝑻𝑬 = 𝟓  days, 𝑵 = 𝟒𝟎𝟎, 𝟎𝟎𝟎  (before thinning), 𝟐d =

𝟎. 𝟏, 𝒃 = 𝟏. 𝟎, 𝑴𝒄 = 𝑴𝒎𝒙𝒄 + 𝟒d = 𝟏. 𝟑 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 0.835344 0.008044 10409 0.000000 

Aki (1965), Utsu (1966) (4) 0.762050 0.006694 10409 0.000000 

Bender (1983)  (6) 0.761431 0.006987 10409 0.000000 

This paper, magnitudes (7) 0.764015 0.006746 10409 0.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 0.952057 0.012605 5204 0.000000 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 0.964870 0.013725 4692 0.010606 

This paper, trimmed positive 

differences by Eq.(22) 
(17) 0.965066 0.013844 4690 0.013641 

This paper, trimmed negative 

differences by Eq.(22) 
(17) 0.965058 0.013778 4693 0.011774 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, and p is the performance index computed by means of the Eq.(24). The 

column “Eq.” shows the equations used to estimate the 𝑏-values. Trimming with 

Δ𝑀′" = 0.1. 
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S25. Aftershock sequence with time-dependent incompleteness; parameters: 𝝀 = 𝟎. 𝟐, 

𝒎 = 𝟓. 𝟔 , 𝒑𝑶 = 𝟏 , 𝒄𝑶 = 𝟎. 𝟎𝟏 , 𝑻𝑬 = 𝟓  days, 𝑵 = 𝟏𝟔, 𝟎𝟎𝟎  (before thinning), 𝟐d =

𝟎. 𝟏, 𝒃 = 𝟏. 𝟓, 𝑴𝒄 = 𝑴𝒎𝒙𝒄 + 𝟒d = 𝟏. 𝟐  

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.306131 0.137636 104 0.184424 

Aki (1965), Utsu (1966) (4) 1.133973 0.103384 104 0.004020 

Bender (1983)  (6) 1.067075 0.117219 104 0.001640 

This paper, magnitudes (7) 1.140651 0.105262 104 0.005511 

This paper, absolute differences by 

Eq.(23) 
(15) 1.393506 0.187085 52 0.558024 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.430806 0.215757 44 0.732624 

This paper, trimmed positive 

differences by Eq.(22) 
(17) 1.449873 0.221163 43 0.809885 

This paper, trimmed negative 

differences by Eq.(22) 
(17) 1.441412 0.207441 45 0.748422 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, and p is the performance index computed by means of the Eq.(24). The 

column “Eq.” shows the equations used to estimate the 𝑏-values. Trimming with 

Δ𝑀′" = 0.1. 
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S26. Aftershock sequence with time-dependent incompleteness; parameters: 𝝀 = 𝟎. 𝟐, 

𝒎 = 𝟓. 𝟔 , 𝒑𝑶 = 𝟏 , 𝒄𝑶 = 𝟎. 𝟎𝟏 , 𝑻𝑬 = 𝟓  days, 𝑵 = 𝟏𝟔𝟎, 𝟎𝟎𝟎  (before thinning), 𝟐d =

𝟎. 𝟏, 𝒃 = 𝟏. 𝟓, 𝑴𝒄 = 𝑴𝒎𝒙𝒄 + 𝟒d = 𝟏. 𝟐 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.294029 0.041611 1037 0.000000 

Aki (1965), Utsu (1966) (4) 1.126110 0.031505 1037 0.000000 

Bender (1983)  (6) 1.116660 0.033835 1037 0.000000 

This paper, magnitudes (7) 1.132499 0.032046 1037 0.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 1.379312 0.057407 518 0.040204 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.412397 0.065514 445 0.194792 

This paper, trimmed positive 

differences by Eq.(22) 
(17) 1.415141 0.065797 444 0.201919 

This paper, trimmed negative 

differences by Eq.(22) 
(17) 1.413490 0.065098 446 0.188062 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, and p is the performance index computed by means of the Eq.(24). The 

column “Eq.” shows the equations used to estimate the 𝑏-values. Trimming with 

Δ𝑀′" = 0.1. 
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S27. Aftershock sequence with time-dependent incompleteness; parameters: 𝝀 = 𝟎. 𝟐, 

𝒎 = 𝟓. 𝟔, 𝒑𝑶 = 𝟏, 𝒄𝑶 = 𝟎. 𝟎𝟏, 𝑻𝑬 = 𝟓 days, 𝑵 = 𝟏, 𝟔𝟎𝟎, 𝟎𝟎𝟎 (before thinning), 𝟐d =

𝟎. 𝟏, 𝒃 = 𝟏. 𝟓, 𝑴𝒄 = 𝑴𝒎𝒙𝒄 + 𝟒d = 𝟏. 𝟐 

Estimator Eq. 𝒃!𝑲 𝑺𝑲 𝑵!  p 

Aki (1965) (2) 1.292584 0.013211 10367 0.000000 

Aki (1965), Utsu (1966) (4) 1.125133 0.010009 10367 0.000000 

Bender (1983)  (6) 1.128046 0.010470 10367 0.000000 

This paper, magnitudes (7) 1.131492 0.010180 10367 0.000000 

This paper, absolute differences by 

Eq.(23) 
(15) 1.377884 0.017956 5183 0.000000 

This paper, trimmed absolute 

differences by Eq.(23) 
(17) 1.410471 0.020337 4455 0.000000 

This paper, trimmed positive 

differences by Eq.(22) 
(17) 1.410944 0.020364 4453 0.000201 

This paper, trimmed negative 

differences by Eq.(22) 
(17) 1.410471 0.020351 4456 0.000000 

𝑏#! and 𝑆! are the average and the standard deviation of b-values computed for the 

K=10,000 simulated datasets, 𝑁!  is the average number of shocks in simulated 

datasets, and p is the performance index computed by means of the Eq.(24). The 

column “Eq.” shows the equations used to estimate the 𝑏-values. Trimming with 

Δ𝑀′" = 0.1. 

 

 


