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A B S T R A C T

This work deals with the problem of designing a feedback compensator that forces the output of
a linear system with abrupt discontinuities in the state evolution and polytopic uncertainties to
match that of a given model with the same features. First, the case in which the system and the
model are initialized at zero and output matching is required to be exact is considered. Then,
the case in which, for arbitrary initialization, output matching is required to be asymptotic for
sufficiently slow sequences of the time instants wherein the state exhibits abrupt discontinuities
is studied. In addition, on the assumption that the model is stable for sufficiently slow jump
time sequences, also the further requirement that asymptotic output matching be achieved with
stability of the compensated system is investigated. Constructive, directly checkable, solvability
conditions for the problems addressed are derived by leveraging on appropriate structural
notions and geometric tools. Algorithmic procedures for the synthesis of the compensators, when
the solvability conditions are met, are devised. Some illustrative examples conclude the work.

. Introduction

Impulsive systems are dynamical systems whose state evolves with continuity over time except at certain instants, wherein it
xhibits abrupt discontinuities. These systems are useful to model phenomena where some variables suddenly change their value due
o external events and they have been extensively studied, e.g., in [1–5]. In particular, impulsive linear systems can be described as
ybrid systems whose state evolution is ruled by a linear differential equation (flow dynamics) and a linear difference equation (jump
ynamics). As to the control of impulsive linear systems, the literature is fairly wide and includes the investigation of problems like
tabilization [6–9], output regulation [10–14], state estimation [15,16]; disturbance decoupling [17,18], and model matching [19].
t the same time, when the coefficients of the equations defining the dynamical systems are not exactly known but may vary between
minimum and a maximum, the so-called polytopic representation provides a convenient way to model the system’s uncertainties

nd to deal with robust control design (see, e.g., [20,21]).
Impulsive linear systems with polytopic uncertainties are hybrid systems characterized by a flow dynamics and a jump dynamics

hose linear maps, like those describing the output behaviour, are affected by polytopic uncertainties. This means that each
ssociated matrix can be expressed as a linear combination, through the same uncertain parameter vector which may vary within a
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given symplex, of a set of matrices whose entries are real constants. These latter matrices are the vertices of the respective polytopes.
Impulsive linear systems with polytopic uncertainties were first considered in the early 2000s in connection with the problem of
attenuating a persistent, bounded disturbance [22,23]. In the following years, the literature on impulsive systems with polytopic
uncertainties was mainly focused on the development of methods for stability analysis [24–27]. Only in the latest years, the focus
has returned on control synthesis [28,29]. In particular, in [28], the authors have tackled the problem of disturbance decoupling:
i.e., the problem of annihilating the effect of a disturbance on the system output. Since the signal to be decoupled was assumed to
be inaccessible (i.e., neither measurable nor a-priori known), the solution sought for was necessarily based on feedback. Directly
checkable solvability conditions were shown and an algorithmic procedure for the synthesis of a robust state feedback was derived
by introducing appropriate structural geometric tools. Herein, the authors aim to contribute further to the investigation of control
problems for impulsive linear systems with polytopic uncertainties by addressing a different problem, the model matching problem.

Essentially, solving a model matching problem consists in designing a compensator that forces the output of a given system to
atch that of a given model. This problem has both a methodological relevance and a practical impact, since a number of control
esign problems can be effectively reformulated and solved in its terms. Namely, given a plant and defined a desired behaviour,
controller that forces the plant to behave accordingly, if any exists, can be found by constructing a model with the required

ehaviour and by solving the related model matching problem. This approach, widely illustrated, e.g., in [30], was adopted to
eal with output tracking [31], model reference adaptive control [32], servomechanism design [33] and many other regulation
nd control problems. Methodological relevance and practical impact are the main motivations for the huge research effort that
he investigation of model matching problems has been attracting for the last fifty years. Indeed, the model matching problem
as introduced for linear systems in [34] and received fundamental contributions in this area throughout the seventies and the

ollowing decade [35–40]. Starting from the eighties, several authors worked to the characterization of the solvability of model
atching problems stated for other classes of dynamical systems, such as nonlinear systems [41,42], time-delay systems [43,44],

ystems over rings [45], periodic systems [46], 2D systems [47], time-varying systems [48], systems with time-varying delays [49],
PV systems [50,51], switching systems [52,53], and max-plus systems [54].

In the depicted framework, the contribution of this work consists in

i. developing the structural geometric tools needed to study the model matching problem for impulsive linear systems with
polytopic uncertainties;

ii. deriving consistent solvability conditions, easy to check by means of properly defined computational algorithms;
iii. devising an algorithmic procedure for the synthesis of a compensator if the solvability conditions are met.

n particular, this work focuses on three different formulations, progressively more demanding, of the model matching problem for
mpulsive linear systems with polytopic uncertainties. These can be concisely defined as

i. the exact model matching problem: the problem of compensating a given impulsive linear system with polytopic uncertainties in
such a way that its output exactly matches the output of a given impulsive linear model of the same kind, if both the system
and the model are initialized at 0 (the origin of the respective state space), for all the admissible values of the uncertain
parameter vector and for all the sequences of the jump time instants;

ii. the asymptotic model matching problem: the problem of compensating a given impulsive linear system with polytopic
uncertainties in such a way that its output asymptotically matches the output of a given impulsive linear model of the same
kind for any initial condition of the system and of the model, for all the admissible values of the uncertain parameter vector
and for all the sufficiently slow sequences of the jump time instants;

iii. the model matching problem with stability: the problem of compensating a given impulsive linear system with polytopic
uncertainties in such a way that its output asymptotically matches the output of a given impulsive linear model of the same
kind for any initial condition of the system and of the model and the dynamics of the compensated system is asymptotically
stable, provided that the model is such, for all the admissible values of the uncertain parameter vector and for all the
sufficiently slow sequences of the jump time instants.

The formal statements of the three problems, the respective solvability conditions, and the mutual relations between them
ill be the core of this work. These problems will be investigated through a structural geometric approach stemmed from the

lassic geometric approach [55,56]. Indeed, structural approaches have proven to be particularly effective in solving a number of
ontrol problems formulated for impulsive linear systems [11–14,17]. Likewise, they have been successfully extended to the study
f dynamical systems with polytopic uncertainties [57–61]. Hence, it is quite natural to search for structural geometric notions
nd tools that fit with impulsive linear systems with polytopic uncertainties, along the lines first sketched in [28]. In more detail,
he hybrid nature of the class of dynamical systems addressed requires that the structural properties of invariance and controlled
nvariance, which play a crucial role in the solution of the model matching problem, be defined in such a way to take into account
oth the flow and the jump dynamics, according to the idea first developed for impulsive linear systems with perfectly known
athematical descriptions in [12]. Furthermore, in agreement with the approach first presented for linear time invariant systems
ith polytopic uncertainties in [60], the parametric uncertainties are handled by requiring that some key structural properties be

rue for all the systems corresponding to the vertices of the uncertain parameter vector symplex and by deriving properties that are
rue for the systems corresponding to any value of the uncertain parameter vector within the considered symplex.

The work is organized as follows. In Section 2, the mathematical description of impulsive linear systems with polytopic
2

ncertainties is introduced and the structural geometric background on which the analysis of the considered model matching
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problems and the derivation of their solvability conditions hinge is set out. In Section 3, the formal statement of the model matching
problems addressed is given. In Section 4, the solvability conditions for the structural (i.e., exact) model matching problem and for
the problem with stability (whose solvability implies also that of the asymptotic model matching problem) are shown. Moreover,
how those solvability conditions can be directly checked by means of the algorithm for the maximal robust hybrid controlled
invariant subspace and of a set of linear matrix inequalities (LMIs) is explained. In Section 5, some numerical examples are worked
out to illustrate how to perform the computations involved in the check of the solvability conditions and in the synthesis of the
compensator. In Section 6, some final considerations are presented.

Notation. The symbols R, R+, and N stand for the sets of real numbers, nonnegative real numbers, and natural numbers including
, respectively. Linear maps between real vector spaces and matrices are denoted by slanted capital letters, like 𝐴. Sets, real vector
paces and subspaces are denoted by calligraphic capital letters, like  . Vectors and scalars are denoted by slanted lowercase letters,
ike 𝑣. For a linear map 𝐴 ∶ → , the image and the kernel of 𝐴 are respectively denoted by Im𝐴 and Ker 𝐴. The transpose of

is denoted by 𝐴⊤. The inverse image with respect to 𝐴 of a subspace  ⊆ is the subspace 𝐴−1 ={𝑥∈ such that 𝐴𝑥∈}.
iven a real vector space  of dimension 𝑛, the symbol ⊕𝑁 denotes the external direct sum of 𝑁 copies of  , that is the (𝑁𝑛)-
imensional real vector space which consists of the set of all vectors [𝑥⊤1 … 𝑥⊤𝑁 ]⊤, where 𝑥𝑖 ∈ with 𝑖=1,… , 𝑁 , equipped with the
ddition and the multiplication by scalars. Given a subspace  ⊆ , the symbol ⊕𝑁 denotes the external direct sum of 𝑁 copies
f  , that is the subspace of ⊕𝑁 which consists of all vectors [𝑣⊤1 … 𝑣⊤𝑁 ]⊤, where 𝑣𝑖 ∈ with 𝑖=1,… , 𝑁 . Given a set of linear
aps 𝐴𝑖 ∶ → , with 𝑖=1,… , 𝑁 , (or, respectively, a set of matrices 𝐴𝑖, with 𝑖=1,… , 𝑁 , of consistent dimensions), the symbol
𝑁
𝑖=1 𝐴𝑖 denotes a linear map defined as ⊕𝑁

𝑖=1 𝐴𝑖 ∶ →⊕𝑁 , such that 𝑥→ [(𝐴1𝑥)⊤ …(𝐴𝑁𝑥)⊤]⊤ (or, respectively, the matrix defined
s ⊕𝑁

𝑖=1 𝐴𝑖 = [𝐴⊤
1 …𝐴⊤

𝑁 ]⊤). Given a vector 𝑥∈R𝑛, ‖𝑥‖∞ denotes the 𝐻∞ norm of 𝑥, that is ‖𝑥‖∞ = max𝑖=1,…,𝑛 |𝑥𝑖|. Given a linear map
∶R𝑛 →R𝑚 (or, respectively, a matrix 𝐴∈R𝑚×𝑛), ‖𝐴‖∞ denotes the 𝐻∞ norm of 𝐴, that is ‖𝐴‖∞ = max𝑖=1,…,𝑛

∑𝑚
𝑗=1 |𝑎𝑖𝑗 |. Given a

ymmetric matrix 𝑀 ∈R𝑛×𝑛, the notation 𝑀 > 0 means that 𝑀 is positive definite, that is 𝑥⊤𝑀𝑥> 0 for all 𝑥∈R𝑛, 𝑥≠ 0. The identity
atrix of dimension 𝑛 is denoted by 𝐼𝑛.

. Preliminaries and structural geometric background

In this section, the state space representation of impulsive linear systems with polytopic uncertainties is introduced and some
ey structural geometric notions are defined and characterized.

An impulsive linear system with polytopic uncertainties 𝛴𝜎 has a state space representation of the form

𝛴𝜎 ≡
⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = 𝐴(𝜇)𝑥(𝑡) + 𝐵(𝜇)𝑢(𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽 (𝜇)𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑦(𝑡) = 𝐶(𝜇)𝑥(𝑡),

(1)

here 𝑡∈R+ is the time variable; 𝑥∈ =R𝑛, 𝑢∈ =R𝑚, and 𝑦∈ =R𝑝 are the state, the control input and the output, respectively.
he time axis consists of continuous time intervals interlaced by discrete time instants, whose sequence is determined by a map
∶N→R+, which satisfies the condition

𝜏𝜎 = inf{𝜎(0), 𝜎(𝑘 + 1) − 𝜎(𝑘); 𝑘 ∈ N, 𝜎(𝑘 + 1) ≠ 𝜎(𝑘)} > 0. (2)

ndeed, condition (2) implies that the image of 𝜎, namely Im 𝜎 ={𝑡∈R+, 𝑡= 𝜎(𝑘) for some 𝑘∈N}, is a discrete, finite or countably
nfinite, ordered subset of R+, whose subsets (including Im 𝜎 itself) have no accumulation points. The set of all 𝜎 satisfying (2) is
enoted by S . The set of all 𝜎 satisfying 𝜏𝜎 >𝜏, where 𝜏 is a positive real constant, is denoted by S𝜏 . The system’s matrices, 𝐴(𝜇),
(𝜇), 𝐽 (𝜇), and 𝐶(𝜇), which are affected by polytopic uncertainties, are expressed as linear combinations, through the elements of

he same uncertain parameter vector 𝜇= [𝜇1 …𝜇𝑁 ]⊤, which belongs to the standard (𝑁 −1)-dimensional symplex 𝛥𝑁−1 in R𝑁 , of
espective families of constant real matrices with consistent dimensions

{𝐴𝑖}𝑖∈ , {𝐵𝑖}𝑖∈ , {𝐽𝑖}𝑖∈ , {𝐶𝑖}𝑖∈ , (3)

here  ={1,… , 𝑁}. Namely, the system’s matrices are expressed as

𝐴(𝜇) =
𝑁
∑

𝑖=1
𝜇𝑖𝐴𝑖, 𝐵(𝜇) =

𝑁
∑

𝑖=1
𝜇𝑖𝐵𝑖, 𝐽 (𝜇) =

𝑁
∑

𝑖=1
𝜇𝑖𝐽𝑖, 𝐶(𝜇) =

𝑁
∑

𝑖=1
𝜇𝑖𝐶𝑖, (4)

nd the constant real matrices of the families in (3) represent the vertices of the respective uncertainty polytopes, since 𝜇∈𝛥𝑁−1

eans that 𝜇𝑖 ≥ 0 for all 𝑖∈ and ∑𝑁
𝑖=1 𝜇𝑖 =1. Further, the family {𝛴𝑖}𝑖∈ of the impulsive linear systems

𝛴𝑖 ≡
⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = 𝐴𝑖𝑥(𝑡) + 𝐵𝑖𝑢(𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽𝑖𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑦(𝑡) = 𝐶𝑖𝑥(𝑡),

(5)

ith 𝑖∈, is the family of the vertex systems (or, simply, the vertices) of 𝛴𝜎 .
The state evolution of the linear impulsive system with polytopic uncertainties 𝛴𝜎 on the continuous time intervals 𝜎(𝑘) < 𝑡 <

(𝑘+1) (i.e., the flow dynamics of the system) is ruled by the differential state equation in (1). The state behaviour over each discrete
ime instant (i.e., the jump dynamics) is ruled by the difference equation in (1), where 𝑥−(𝑡) stands for the limit of 𝑥(𝑡− 𝜀) for 𝜀
3
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which goes to 0 from the right, that is lim𝜀→0+ 𝑥(𝑡 − 𝜀). It is worth noting that, on the basis of the given mathematical description,
only one jump occurs at each point 𝜎(𝑘) ∈ Im 𝜎. Hence, according to (1) and (2), where, in particular, the latter implies that the time
when the first jump occurs, 𝜎(0), is greater than the initial time, 𝑡=0, and on the assumption that 𝑥(0) = 𝑥0, it ensues that, for any
value of the uncertain parameter vector 𝜇∈𝛥𝑁−1 and for any sequence 𝜎 ∈S , the state evolution is described by

𝑥(𝜎(0)) = 𝐽 (𝜇)𝑒𝐴(𝜇)𝜎(0)𝑥(0),

𝑥(𝜎(𝑘 + 1)) = 𝐽 (𝜇)𝑒𝐴(𝜇)(𝜎(𝑘+1)−𝜎(𝑘))𝑥(𝜎(𝑘)), with 𝑘 ∈ N,

over the sequence of the discrete-time instants and by

𝑥(𝑡) = 𝑒𝐴(𝜇)𝑡𝑥(0), with 0 ≤ 𝑡 < 𝜎(0),

𝑥(𝑡) = 𝑒𝐴(𝜇)(𝑡−𝜎(𝑘))𝑥(𝜎(𝑘)), with 𝜎(𝑘) ≤ 𝑡 < 𝜎(𝑘 + 1), 𝑘 ∈ N,

over the continuous-time intervals. It is also worth pointing out that the set of the lengths of the time intervals between consecutive
jump time instants is not assumed to have a finite upper bound. In particular, if Im 𝜎 is a finite set, there are no jumps on the time
interval [max𝑘∈N 𝜎(𝑘), +∞) and the dynamics of 𝛴𝜎 reduces to the sole flow dynamics on that time interval.

With reference to the linear impulsive system with polytopic uncertainties 𝛴𝜎 and in view of the investigation of the model
matching problems that will be the object of Section 3, it is of interest to review the definition of some structural geometric concepts
and their characterization [28]. These concepts are introduced in such a way to take into account

− the hybrid nature of the system, by stating that the defining conditions must be true (in a compatible fashion) for both the
flow dynamics and the jump dynamics;

− the polytopic uncertainties of the system, by stating that the conditions must be true for any value of the uncertain parameter
vector 𝜇∈𝛥𝑁−1.

Moreover, these concepts are characterized in terms of the vertices {𝛴𝑖}𝑖∈ of the system 𝛴𝜎 . Necessary and sufficient conditions
involving the linear maps of the vertex systems (thus, directly checkable) are presented for each defined object. The first notion
considered is that of robust hybrid invariant subspace and refers to the free dynamics of 𝛴𝜎

Definition 1 (Robust Hybrid Invariant Subspace). Given the impulsive linear system with polytopic uncertainties 𝛴𝜎 , defined by (1),
a subspace  ⊆ is said to be a robust hybrid invariant subspace for 𝛴𝜎 if

𝐴(𝜇) ⊆  , (6a)
𝐽 (𝜇) ⊆  , (6b)

for all 𝜇∈𝛥𝑁−1.

Proposition 1. Given the impulsive linear system with polytopic uncertainties 𝛴𝜎 , defined by (1), whose vertices are the impulsive linear
systems of the family {𝛴𝑖}𝑖∈ , defined by (5), a subspace  ⊆ is a robust hybrid invariant subspace for 𝛴𝜎 if and only if

(

𝑁
⊕
𝑖=1

𝐴𝑖

)

 ⊆ ⊕𝑁 , (7a)
(

𝑁
⊕
𝑖=1

𝐽𝑖

)

 ⊆ ⊕𝑁 . (7b)

It is worth mentioning that the sufficiency of (7) is immediate consequence of the definitions of 𝐴(𝜇) and 𝐽 (𝜇) in (4), while the
necessity follows by picking 𝜇= 𝑒𝑖, where 𝑒𝑖 denotes the 𝑖th vector of the natural basis of R𝑁 , with 𝑖=1,… , 𝑁 , in (6).

To introduce the notion of hybrid robust controlled invariant subspace, it is necessary to consider the impulsive linear system
with polytopic uncertainties 𝛴F

𝜎 , which results from the application of a state feedback 𝑢(𝑡) =𝐹𝑥(𝑡) to the system 𝛴𝜎 : i.e.,

𝛴F
𝜎 ≡

⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = (𝐴(𝜇) + 𝐵(𝜇)𝐹 )𝑥(𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽 (𝜇)𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑦(𝑡) = 𝐶(𝜇)𝑥(𝑡).

(8)

The family of the vertices of 𝛴F
𝜎 is denoted by {𝛴F

𝑖 }𝑖∈ and the vertices are the impulsive linear systems

𝛴F
𝑖 ≡

⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = (𝐴𝑖 + 𝐵𝑖𝐹 )𝑥(𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽𝑖𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑦(𝑡) = 𝐶𝑖𝑥(𝑡),

(9)

with 𝑖∈. It is worthwhile noting that the state feedback applied is independent of the uncertain parameter vector and, consequently,
it is independent of the vertex systems. This is consistent with the fact that the value of the uncertain parameter vector is not
4
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Definition 2 (Robust Hybrid Controlled Invariant Subspace). Given the impulsive linear system with polytopic uncertainties 𝛴𝜎 ,
efined by (1), a subspace  ⊆ is said to be a robust hybrid controlled invariant subspace for 𝛴𝜎 if there exists a state feedback
(𝑡) =𝐹𝑥(𝑡) such that  is a hybrid robust invariant subspace for the closed-loop system 𝛴F

𝜎 or, which is the same,

(𝐴(𝜇) + 𝐵(𝜇)𝐹 ) ⊆  , (10a)
𝐽 (𝜇) ⊆  , (10b)

for all 𝜇∈𝛥𝑁−1.

roposition 2. Given the impulsive linear system with polytopic uncertainties 𝛴𝜎 , defined by (1), whose vertices are the impulsive linear
ystems of the family {𝛴𝑖}𝑖∈ , defined by (5), a subspace  ⊆ is a robust hybrid controlled invariant subspace for 𝛴𝜎 if and only if there
xists a state feedback 𝑢(𝑡) =𝐹𝑥(𝑡) such that

(

𝑁
⊕
𝑖=1

(𝐴𝑖 + 𝐵𝑖𝐹 )
)

 ⊆ ⊕𝑁 , (11a)
(

𝑁
⊕
𝑖=1

𝐽𝑖

)

 ⊆ ⊕𝑁 . (11b)

Proposition 2 is a direct consequence of Proposition 1, where the system 𝛴F
𝜎 is considered in place of 𝛴𝜎 . Namely, conditions (10)

xpress the fact that  is a robust hybrid invariant subspace for the closed-loop system 𝛴F
𝜎 and conditions (11) are the counterpart

f (7), where the free flow dynamics is replaced by the closed-loop flow dynamics.

roposition 3. Given the impulsive linear system with polytopic uncertainties 𝛴𝜎 , defined by (1), whose vertices are the impulsive linear
ystems of the family {𝛴𝑖}𝑖∈ , defined by (5), a subspace  ⊆ is a robust hybrid controlled invariant subspace for 𝛴𝜎 if and only if

(

𝑁
⊕
𝑖=1

𝐴𝑖

)

 ⊆ ⊕𝑁 + Im
(

𝑁
⊕
𝑖=1

𝐵𝑖

)

, (12a)
(

𝑁
⊕
𝑖=1

𝐽𝑖

)

 ⊆ ⊕𝑁 . (12b)

Proposition 3 is a direct consequence of Proposition 2, since condition (12a) is equivalent to condition (11a), as can be shown
y simple algebraic manipulations. To this aim, let 𝑉 ∈R𝑛×𝑟 be a matrix whose column vectors form a basis of the subspace  .
oreover, let 𝑊 ∈R𝑁𝑛×𝑁𝑟 be defined as

𝑊 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑉 0 … 0

0 𝑉 … 0

⋮ ⋮ ⋱ ⋮

0 0 … 𝑉

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, (13)

o that 𝑊 is a matrix whose column vectors form a basis of ⊕𝑁 . Hence, (11a) is equivalent to the existence of matrices 𝐿𝑖 ∈R𝑟×𝑟,
ith 𝑖=1,… , 𝑁 , such that the following equation holds:

(

𝑁
⊕
𝑖=1

𝐴𝑖

)

𝑉 +
(

𝑁
⊕
𝑖=1

𝐵𝑖𝐹
)

𝑉 = 𝑊
(

𝑁
⊕
𝑖=1

𝐿𝑖

)

. (14)

q. (14) can also be written as
(

𝑁
⊕
𝑖=1

𝐴𝑖

)

𝑉 = 𝑊
(

𝑁
⊕
𝑖=1

𝐿𝑖

)

+
(

𝑁
⊕
𝑖=1

𝐵𝑖

)

𝑈, (15)

here 𝑈 =−𝐹𝑉 , which, in turn, is equivalent to (12a).
It is worth noting that the approach adopted herein to introduce the notion of hybrid robust controlled invariant subspace

ticks to the principle of introducing the structural geometric objects with reference to the impulsive linear system with polytopic
ncertainties and, then, to characterize them in terms of the vertex systems. This approach is opposite, yet formally equivalent, to
hat adopted in [28], where the definition of hybrid robust controlled invariant subspace was given in terms of the vertex systems
nd its characterization was given in terms of the existence of a state feedback. In this regard, it is worth stressing that the condition
f Definition 2 involves the existence of a state feedback, but it does not provide any information on how to compute it. Instead,
roposition 3 expresses a characterization in terms of the vertex systems and, provided that a candidate subspace be known, it is
irectly checkable. Moreover, the equivalence between Propositions 2 and 3 leads to the computational procedure for the synthesis
f a state feedback, through (14) and (15) in particular.

The last result reviewed in this section introduces a special robust hybrid controlled invariant subspace and provides an algorithm
o compute it, thus setting the basis for the formulation of the constructive conditions for the solvability of the model matching
roblems that will be stated in Section 3.
5
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c

Proposition 4. Given the impulsive linear system with polytopic uncertainties 𝛴𝜎 , defined by (1), and a subspace ⊆ , the robust hybrid
controlled invariant subspaces for 𝛴𝜎 contained in form a family, denoted by 𝐕𝐑(), which has a maximum element, denoted by ∗

𝑅(),
omputable as the last term of the sequence of subspaces recursively generated by

0 =  , (16a)

𝑘 = 𝑘−1 ∩ (
𝑁
⊕
𝑖=1

𝐴𝑖)−1(
⊕𝑁
𝑘−1 + Im (

𝑁
⊕
𝑖=1

𝐵𝑖)) ∩ (
𝑁
⊕
𝑖=1

𝐽𝑖)−1
⊕𝑁
𝑘−1 , 𝑘 = 1, 2,… , 𝑘̄, (16b)

where 𝑘̄≤ dim() is the least integer such that 𝑘̄+1 =𝑘̄.

It is worth mentioning that the existence of a maximal element derives from the fact that the family 𝐕𝐑() is closed with respect
to the sum of subspaces. Then, simple arguments of linear algebra show that the last term of the sequence generated by (16) is the
maximal robust hybrid controlled invariant subspace for 𝛴𝜎 contained in  .

3. Problem statements

The model matching problems studied in this work are stated with reference to an impulsive linear system with polytopic
uncertainties 𝛴𝑃𝜎 , the plant, and an impulsive linear system with polytopic uncertainties 𝛴𝑀𝜎 , the model. The plant 𝛴𝑃𝜎 has the
state-space representation

𝛴𝑃𝜎 ≡
⎧

⎪

⎨

⎪

⎩

𝑥̇𝑃 (𝑡) = 𝐴𝑃 (𝜇)𝑥𝑃 (𝑡) + 𝐵𝑃 (𝜇)𝑢𝑃 (𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥𝑃 (𝑡) = 𝐽𝑃 (𝜇)𝑥−𝑃 (𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑦𝑃 (𝑡) = 𝐶𝑃 (𝜇)𝑥𝑃 (𝑡),

(17)

where 𝑥𝑃 ∈𝑃 =R𝑛𝑃 , 𝑢𝑃 ∈𝑃 =R𝑚𝑃 , and 𝑦𝑃 ∈ =R𝑝 are state, the control input, and the output, respectively. Moreover, the
system’s matrices are given by

𝐴𝑃 (𝜇) =
𝑁
∑

𝑖=1
𝜇𝑖𝐴𝑃 𝑖, 𝐵𝑃 (𝜇) =

𝑁
∑

𝑖=1
𝜇𝑖𝐵𝑃 𝑖, 𝐽𝑃 (𝜇) =

𝑁
∑

𝑖=1
𝜇𝑖𝐽𝑃 𝑖, 𝐶𝑃 (𝜇) =

𝑁
∑

𝑖=1
𝜇𝑖𝐶𝑃 𝑖, (18)

where 𝜇= [𝜇1 …𝜇𝑁 ]⊤ ∈𝛥𝑁−1 is the uncertain parameter vector and

{𝐴𝑃 𝑖}𝑖∈ , {𝐵𝑃 𝑖}𝑖∈ , {𝐽𝑃 𝑖}𝑖∈ , {𝐶𝑃 𝑖}𝑖∈ , (19)

where  ={1,… , 𝑁}, are families of constant real matrices with consistent dimensions. The model 𝛴𝑀𝜎 has the state space
representation

𝛴𝑀𝜎 ≡
⎧

⎪

⎨

⎪

⎩

𝑥̇𝑀 (𝑡) = 𝐴𝑀 (𝜇)𝑥𝑀 (𝑡) + 𝐵𝑀 (𝜇)𝑢𝑀 (𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥𝑀 (𝑡) = 𝐽𝑀 (𝜇)𝑥−𝑀 (𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑦𝑀 (𝑡) = 𝐶𝑀 (𝜇)𝑥𝑀 (𝑡),

(20)

where 𝑥𝑀 ∈𝑀 =R𝑛𝑀 , 𝑢𝑀 ∈𝑀 =R𝑚𝑀 , and 𝑦𝑀 ∈ =R𝑝 are state, the input, and the output, respectively. Moreover, the matrices
of the model are given by

𝐴𝑀 (𝜇) =
𝑁
∑

𝑖=1
𝜇𝑖𝐴𝑀𝑖, 𝐵𝑀 (𝜇) =

𝑁
∑

𝑖=1
𝜇𝑖𝐵𝑀𝑖, 𝐽𝑀 (𝜇) =

𝑁
∑

𝑖=1
𝜇𝑖𝐽𝑀𝑖, 𝐶𝑀 (𝜇) =

𝑁
∑

𝑖=1
𝜇𝑖𝐶𝑀𝑖, (21)

where 𝜇= [𝜇1 …𝜇𝑁 ]⊤ ∈𝛥𝑁−1 is the uncertain parameter vector and

{𝐴𝑀𝑖}𝑖∈ , {𝐵𝑀𝑖}𝑖∈ , {𝐽𝑀𝑖}𝑖∈ , {𝐶𝑀𝑖}𝑖∈ , (22)

where  ={1,… , 𝑁}, are families of constant real matrices with consistent dimensions.
In model matching problems, the to-be-controlled variable is the output matching error, denoted by 𝑒(𝑡) and defined as the

difference between the output of the plant 𝑦𝑃 (𝑡) and the output of model 𝑦𝑀 (𝑡): namely,

𝑒(𝑡) = 𝑦𝑃 (𝑡) − 𝑦𝑀 (𝑡). (23)

The output matching error can be seen as the output of the impulsive linear system with polytopic uncertainties, denoted by 𝛴𝐷𝜎 ,
derived from 𝛴𝑃𝜎 and 𝛴𝑀𝜎 according to the following equations,

𝛴𝐷𝜎 ≡
⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = 𝐴(𝜇)𝑥(𝑡) + 𝐵(𝜇)𝑢𝑃 (𝑡) +𝐻(𝜇)𝑢𝑀 (𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽 (𝜇)𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑒(𝑡) = 𝐸(𝜇)𝑥(𝑡),

(24)

where 𝑥(𝑡) = [𝑥𝑃 (𝑡)⊤ 𝑥𝑀 (𝑡)⊤]⊤ and

𝐴(𝜇) =

[

𝐴𝑃 (𝜇) 0
]

, 𝐵(𝜇) =

[

𝐵𝑃 (𝜇)
]

, 𝐻(𝜇) =

[

0
]

, (25a)
6

0 𝐴𝑀 (𝜇) 0 𝐵𝑀 (𝜇)



Nonlinear Analysis: Hybrid Systems 52 (2024) 101465E. Zattoni et al.
Fig. 1. Block diagram of the overall compensated system 𝛴C
𝐷𝜎 .

𝐽 (𝜇) =

[

𝐽𝑃 (𝜇) 0

0 𝐽𝑀 (𝜇)

]

, 𝐸(𝜇) =
[

𝐶𝑃 (𝜇) −𝐶𝑀 (𝜇)
]

. (25b)

As to the control scheme, it is assumed that the state of the plant 𝑥𝑃 (𝑡) and the state of the model 𝑥𝑀 (𝑡) are both available,
along with the input of the model 𝑢𝑀 (𝑡). Hence, the control law consists of a feedback action, exploiting 𝑥𝑃 (𝑡) and 𝑥𝑀 (𝑡), and of a
feedforward action, exploiting 𝑢𝑀 (𝑡), applied to the control input 𝑢𝑃 (𝑡) of the plant 𝛴𝑃𝜎 . Namely, the control law can be written as

𝑢𝑃 (𝑡) = 𝐹𝑃 𝑥𝑃 (𝑡) + 𝐹𝑀𝑥𝑀 (𝑡) + 𝐺𝑢𝑀 (𝑡). (26)

Consequently, the overall compensated system is the impulsive linear system with polytopic uncertainties, denoted by 𝛴C
𝐷𝜎 , which

is obtained by taking into account that a control law of the form (26) is applied to 𝛴𝑃𝜎 . Namely, with the same notation of (24),
the overall compensated system 𝛴C

𝐷𝜎 can be described by

𝛴C
𝐷𝜎 ≡

⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = 𝐴𝐹 (𝜇)𝑥(𝑡) + 𝐵𝐺(𝜇)𝑢𝑀 (𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽 (𝜇)𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑒(𝑡) = 𝐸(𝜇)𝑥(𝑡),

(27)

where

𝐴𝐹 (𝜇) =

[

𝐴𝑃 (𝜇) + 𝐵𝑃 (𝜇)𝐹𝑃 𝐵𝑃 (𝜇)𝐹𝑀

0 𝐴𝑀 (𝜇)

]

, 𝐵𝐺(𝜇) =

[

𝐵𝑃 (𝜇)𝐺

𝐵𝑀 (𝜇)

]

, (28)

while 𝐽 (𝜇) and 𝐸(𝜇) were defined in (25b). A schematic diagram illustrating the structure of the compensator and of the overall
compensated system is shown in Fig. 1. With the notation introduced so far, the model matching problems investigated in this work
can be stated as follows.

Problem 1 (Exact Model Matching Problem, EMMP). Given the impulsive linear system with polytopic uncertainties 𝛴𝑃𝜎 , defined by
(17), and the impulsive linear model with polytopic uncertainties 𝛴𝑀𝜎 , defined by (20), the Exact Model Matching Problem consists
in finding a control law 𝑢𝑃 (𝑡), of the form (26), such that the overall compensated system 𝛴C

𝐷𝜎 , defined by (27) with (28), satisfies
the requirement

.1. 𝑒(𝑡) = 0 for all 𝑡≥ 0 , with initial state 𝑥(0) = 0, for all 𝜇∈𝛥𝑁−1 and for all 𝜎 ∈S .

The EMMP is a merely structural problem, in the sense that it presupposes that the system and the model are initially
synchronized and it only focuses on the behaviour of the output matching error by expressing a condition that must be satisfied for
all time instants. Consequently, as it will be clarified in Section 4, its solvability depends only on the structure of the linear maps
defining the system and the model, while it does not depend on their qualitative properties related to stability, nor does it depend
on the sequence of the time instants when the state evolution shows abrupt discontinuities.

Problem 2 (Asymptotic Model Matching Problem, AMMP). Given the impulsive linear system with polytopic uncertainties 𝛴𝑃𝜎 , defined
by (17), and the impulsive linear model with polytopic uncertainties 𝛴𝑀𝜎 , defined by (20), the Asymptotic Model Matching Problem
consists in finding a control law 𝑢𝑃 (𝑡), of the form (26), such that the overall compensated system 𝛴C

𝐷𝜎 , defined by (27) with (28),
satisfies the requirement

.1. lim 𝑒(𝑡) = 0 , for any initial state 𝑥(0) = 𝑥 , for all 𝜇∈𝛥𝑁−1 and for all 𝜎 ∈S .
7
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The AMMP does not presuppose that the system and the model are initially synchronized, but still it solely focuses on the
ehaviour of the output matching error by expressing a condition that must be satisfied asymptotically, for sufficiently slow
equences of the jump time instants. Therefore, its solvability depends not only on the structure of the linear maps defining the
ystem and the model, but also on their qualitative properties related to stability, which should guarantee that the transient of
he output matching error vanishes for sufficiently slow sequences of the jump time instants. Actually, in control system design,
he focus is not only on the behaviour of the output matching error, but also on the stability, defined in a proper sense, of the
ompensated system, given that, in general, it is of interest to match a stable, in the proper sense, model. For this reason, in the
ext problem formulation, the model is assumed to be asymptotically stable for sufficiently slow sequences of the jump time instants
nd the compensated system is required to be asymptotically stable in the same sense.

roblem 3 (Model Matching Problem with Stability, SMMP). Given the impulsive linear system with polytopic uncertainties 𝛴𝑃𝜎 ,
defined by (17), and the impulsive linear model with polytopic uncertainties 𝛴𝑀𝜎 , defined by (20), on the assumption that 𝛴𝑀𝜎
be asymptotically stable for all 𝜇∈𝛥𝑁−1 and for all 𝜎 ∈S𝜏′ , for some 𝜏′ > 0, the Model Matching Problem with Stability consists in
inding a control law 𝑢𝑃 (𝑡), of the form (26), such the compensated system 𝛴C

𝐷𝜎 , defined by (27) with (28), satisfies the requirements
.1. 𝑒(𝑡) = 0 for all 𝑡≥ 0 , with initial state 𝑥(0) = 0, for all 𝜇∈𝛥𝑁−1 and for all 𝜎 ∈S ;
.2. 𝛴C

𝐷𝜎 is asymptotically stable for all 𝜇∈𝛥𝑁−1 and for all 𝜎 ∈S𝜏 , for some 𝜏 ≥ 𝜏′.

The SMMP is a stronger formulation of the AMMP, since the qualitative properties of the linear maps defining the system and the
odel (the latter assumed to be asymptotically stable for sufficiently slow sequences of the jump time instants) should guarantee

hat also the transient of the state evolution of the overall compensated system 𝛴C
𝐷𝜎 vanishes for sufficiently slow sequences of the

ump time instants.
It is worth noting that, due to the upper block-triangular structure of the dynamic matrices of 𝛴C

𝐷𝜎 and to the stability assumption
n the model 𝛴𝑀𝜎 , Requirement .2. of the SMMP is equivalent to the requirement that the dynamics of the closed-loop plant 𝛴F𝑃

𝑃𝜎 ,
ith the obvious notation, is asymptotically stable for sufficiently slow sequences of the jump time instants.

Finally, it is worth noting that Requirement .1. of the SMMP matches Requirement .1. of the EMMP. Moreover, Require-
ent .2. of the SMMP includes Requirement .1. of the AMMP, which means that any solution of the SMMP also solves the
MMP. For these reasons, only the solvability conditions for the EMMP and the SMMP will be investigated in Section 4.

. Main results

In this section, the solvability of the problems formulated in Section 3 is expressed by conditions which can be directly checked
y properly-devised algorithmic procedure. This section is organized in three parts. In Section 4.1, a structural, sufficient solvability
ondition is given for the EMMP (Theorem 1). This condition is constructive, in the sense that its proof illustrates how to compute
he feedback and the feedforward components of the control law. A comparison between the structural solvability condition for
ecoupling an accessible signal (condition which is derived herein as a byproduct of the proof of Theorem 1) and the structural
olvability condition for decoupling an inaccessible signal or, equivalently, a disturbance in the proper sense (condition which was
erived in [28, Theorem 1]), is presented in Section 4.2. Finally, a sufficient solvability condition for the SMMP (hence, for the
MMP) is given in Section 4.3 (Theorem 2). In this case, the computation of the feedback and feedforward components of the
ontrol law follows the same lines as those illustrated in the proof of Theorem 1, with additional conditions which guarantee that
he feedback from the plant state achieves the plant stabilization (Condition .2 of Theorem 2).

.1. Solvability condition for the EMMP

First, a sufficient condition for the solvability of the EMMP, the merely structural problem, is given. To this aim, a specific
aximal robust hybrid controlled invariant subspace is introduced. Let 𝛴𝐸𝜎 denote the impulsive linear system with polytopic
ncertainties derived from the system 𝛴𝐷𝜎 , defined by (24), by disregarding the input 𝑢𝑀 (𝑡): i.e.,

𝛴𝐸𝜎 ≡
⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = 𝐴(𝜇)𝑥(𝑡) + 𝐵(𝜇)𝑢𝑃 (𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽 (𝜇)𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑒(𝑡) = 𝐸(𝜇)𝑥(𝑡),

(29)

here 𝐴(𝜇), 𝐵(𝜇), 𝐽 (𝜇), and 𝐸(𝜇) were defined as functions of the respective matrices of the system 𝛴𝑃𝜎 and of the model 𝛴𝑀𝜎 in
25). With reference to 𝛴𝐸𝜎 , let

 =
𝑁
⋂

𝑖=1
Ker 𝐸𝑖 =

𝑁
⋂

𝑖=1
Ker [ 𝐶𝑃 𝑖 −𝐶𝑀𝑖 ] (30)

nd let ∗
𝑅 denote the maximal robust hybrid controlled invariant subspace for 𝛴𝐸𝜎 contained in : i.e.,

∗
𝑅 = ∗

𝑅().

hen, a sufficient condition for the solvability of the EMMP is given as follows.
8
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Theorem 1. Given the impulsive linear system with polytopic uncertainties 𝛴𝑃𝜎 , defined by (17), and the impulsive linear model with
polytopic uncertainties 𝛴𝑀𝜎 , defined by (20), Problem 1 is solvable if

.1. the following inclusion holds:

Im

(

𝑁
⊕
𝑖=1

(

0

𝐵𝑀𝑖

))

⊆ (∗
𝑅)

⊕𝑁 + Im

(

𝑁
⊕
𝑖=1

(

𝐵𝑃 𝑖

0

))

. (31)

Proof. Let {𝐵𝑖}𝑖∈ and {𝐻𝑖}𝑖∈ denote the families of constant real matrices associated with 𝐵(𝜇) and 𝐻(𝜇) defined in (25a). Let
𝑉 ∈R𝑛×𝑟 be a matrix whose column vectors form a basis of ∗

𝑅 and let 𝑊 have the same form as in (13), so that 𝑊 is a matrix
whose column vectors form a basis of (∗

𝑅)
⊕𝑁 . Hence, there exist a family of matrices {𝑀𝑖}𝑖∈ , where 𝑀𝑖 ∈R𝑟×𝑚𝑀 with 𝑖=1,… , 𝑁 ,

and a matrix 𝐺∈R𝑚𝑃 ×𝑚𝑀 such that (31) can be written (in a more compact form, with the notation just introduced) as
(

𝑁
⊕
𝑖=1

𝐻𝑖

)

= 𝑊
(

𝑁
⊕
𝑖=1

𝑀𝑖

)

−
(

𝑁
⊕
𝑖=1

𝐵𝑖

)

𝐺. (32)

Moreover, (32) can be written as
(

𝑁
⊕
𝑖=1

(𝐻𝑖 + 𝐵𝑖𝐺)
)

= 𝑊
(

𝑁
⊕
𝑖=1

𝑀𝑖

)

. (33)

In turn, (33) is equivalent to

Im
(

𝑁
⊕
𝑖=1

(𝐻𝑖 + 𝐵𝑖𝐺)
)

⊆ (∗
𝑅)

⊕𝑁 . (34)

Then, consider the system 𝛴𝐷𝜎 , defined by (24), and apply the control law

𝑢𝑃 (𝑡) = 𝐺𝑢𝑀 (𝑡) + 𝑣(𝑡), (35)

where 𝐺 is the matrix introduced in (32) and 𝑣∈𝑃 is a new, independent, control input. The resulting system, denoted by 𝛴G
𝐷𝜎 ,

is described by

𝛴G
𝐷𝜎 ≡

⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = 𝐴(𝜇)𝑥(𝑡) + 𝐵(𝜇)𝑣(𝑡) + (𝐵(𝜇)𝐺 +𝐻(𝜇))𝑢𝑀 (𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽 (𝜇)𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑒(𝑡) = 𝐸(𝜇)𝑥(𝑡).

(36)

Note that ∗
𝑅 in (31), hence in (34), is the maximal robust hybrid controlled invariant subspace for 𝛴𝐸𝜎 , defined by (29), or, which

is the same, for 𝛴G
𝐷𝜎 , defined by (36), where the input 𝑢𝑀 (𝑡) is disregarded. Since (34) holds, there exists a state feedback

𝑣(𝑡) =𝐹𝑥(𝑡), (37)

where 𝐹 is a friend of ∗
𝑅, which, applied to 𝛴G

𝐷𝜎 , annihilates the effect of 𝑢𝑀 (𝑡) on 𝑒(𝑡) for all 𝑡≥ 0 [28, Theorem 1]. In fact, by
applying (37) to 𝛴G

𝐷𝜎 , defined by (36), one obtains the compensated system 𝛴C
𝐷𝜎 described by

𝛴C
𝐷𝜎 ≡

⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = (𝐴(𝜇) + 𝐵(𝜇)𝐹 )𝑥(𝑡) + (𝐵(𝜇)𝐺 +𝐻(𝜇))𝑢𝑀 (𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽 (𝜇)𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑒(𝑡) = 𝐸(𝜇)𝑥(𝑡),

(38)

which is the same as (27) with (28), where 𝐹 = [𝐹𝑃 𝐹𝑀 ] and 𝐺 have been properly determined above. Now, consider a change of
basis 𝑥(𝑡) = 𝑇 𝑧(𝑡), where 𝑇 = [𝑉 𝑇1] and 𝑉 , as defined earlier, is a matrix whose column vectors form a basis of ∗

𝑅. With respect
to the new coordinates, where the state 𝑧(𝑡) is partitioned as 𝑧(𝑡) = [𝑧1(𝑡)⊤ 𝑧2(𝑡)⊤]⊤ according to 𝑇 , the system 𝛴C

𝐷𝜎 in (38) can be
written as

𝛴C
𝐷𝜎 ≡

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

[

𝑧̇1(𝑡)

𝑧̇2(𝑡)

]

=

[

𝐴11(𝜇) 𝐴12(𝜇)

0 𝐴22(𝜇)

][

𝑧1(𝑡)

𝑧2(𝑡)

]

+

[

𝐵1(𝜇)

0

]

𝑢𝑀 (𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

[

𝑧1(𝑡)

𝑧2(𝑡)

]

=

[

𝐽11(𝜇) 𝐽12(𝜇)

0 𝐽22(𝜇)

][

𝑧−1 (𝑡)

𝑧−2 (𝑡)

]

, with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑒(𝑡) =
[

0 𝐶2(𝜇)
]

[

𝑧1(𝑡)

𝑧2(𝑡)

]

.

(39)

The matrices of 𝛴C
𝐷𝜎 in (39) exhibit structural zero blocks which show that the output 𝑒(𝑡) is decoupled from the input 𝑢𝑀 (𝑡).

Namely, the output 𝑒(𝑡) only depends on the component 𝑧2(𝑡) of the state and the latter is not affected by 𝑢𝑀 (𝑡) as a consequence
of the structure of the input matrix and of the upper block-triangular structure of the dynamic matrices. In terms of the original
system 𝛴𝑃𝜎 and model 𝛴𝑀𝜎 , this means that the desired output matching is achieved. □

Remark 1. The condition of Theorem 1 is only sufficient, in general. In fact, it hinges on the structural condition for achieving
disturbance decoupling (i.e., for achieving decoupling of a signal which is not accessible) in the same class of dynamical systems
and that condition was shown to be only sufficient, in general (see [28, Remark 2]).
9
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Remark 2. The condition of Theorem 1 can be checked directly. Moreover, it is constructive. In fact, in (31), the subspace ∗
𝑅 can

be computed by the recursive algorithm (16) and the inclusion can be checked by standard methods of linear algebra. Then, if the
condition is met, a friend of ∗

𝑅 can be derived by exploiting the equivalence between Propositions 2 and 3 (through (14) and (15),
in particular), while the feedforward matrix 𝐺 can be obtained from (32).

Remark 3. Theorem 1 encompasses the special case of systems and models which do not exhibit any impulsive behaviour
(i.e., 𝐽𝑃 𝑖 = 𝐼𝑛𝑃 and/or 𝐽𝑀𝑖 = 𝐼𝑛𝑀 for all 𝑖∈). Moreover, Theorem 1 encompasses the special case of systems and models which
are not affected by polytopic uncertainties (i.e., the plant 𝛴𝑃𝜎 and/or the model 𝛴𝑀𝜎 do not depend on the uncertain parameter
vector 𝜇). In particular, it is of interest to consider the case in which the plant is an impulsive linear system with polytopic
uncertainties (according to the general assumptions made in this work), while the model is not affected by any polytopic uncertainty
and it only exhibits an impulsive behaviour or it does not even exhibit any impulsive behaviour. In this case, the model matching
problem can be seen as the problem of forcing the output of the impulsive linear system with polytopic uncertainties to match that
of a given linear (impulsive or even time-invariant) model in a robust way with respect to the system’s uncertainties. These special
cases will be illustrated by the numerical examples of Section 5.

4.2. Comparison between the solvability conditions for structural decoupling

As a by-product of the proof of Theorem 1, it ensues that the more general problem of decoupling the output 𝑦(𝑡) of an impulsive
linear system with polytopic uncertainties 𝛴𝐶𝜎 , described by

𝛴𝐶𝜎 ≡
⎧

⎪

⎨

⎪

⎩

𝑥̇(𝑡) = 𝐴(𝜇)𝑥(𝑡) + 𝐵(𝜇)𝑢(𝑡) +𝐷(𝜇)𝑑(𝑡), with 𝑡 ≠ 𝜎(𝑘), 𝑘 ∈ N,

𝑥(𝑡) = 𝐽 (𝜇)𝑥−(𝑡), with 𝑡 = 𝜎(𝑘), 𝑘 ∈ N,

𝑦(𝑡) = 𝐶(𝜇)𝑥(𝑡),

(40)

from the accessible disturbance 𝑑(𝑡), with 𝑑 ∈𝐷 =R𝑠 and 𝐷(𝜇) =
∑

𝑖∈ 𝜇𝑖𝐷𝑖, by a control law of the form

𝑢(𝑡) =𝐹𝑥(𝑡) +𝐺𝑑(𝑡) (41)

is solvable if

Im
(

𝑁
⊕
𝑖=1

𝐷𝑖

)

⊆ (∗
𝑅)

⊕𝑁 + Im
(

𝑁
⊕
𝑖=1

𝐵𝑖

)

. (42)

Instead, if the disturbance 𝑑(𝑡) is not accessible, the feedforward term which appears in the control law (41) does not apply. The
control law reduces to the sole state feedback and takes the form 𝑢(𝑡) =𝐹𝑥(𝑡). Consistently, the term Im

(

⊕𝑁
𝑖=1 𝐵𝑖

)

which appears in
(42) is dropped and the solvability condition reduces to the more restrictive

Im
(

𝑁
⊕
𝑖=1

𝐷𝑖

)

⊆ (∗
𝑅)

⊕𝑁 . (43)

It is worth noting that (43) is equivalent to the existence of a family of matrices {𝑀𝑖}𝑖∈ , with 𝑀𝑖 ∈R𝑟×𝑠, such that
(

𝑁
⊕
𝑖=1

𝐷𝑖

)

= 𝑊
(

𝑁
⊕
𝑖=1

𝑀𝑖

)

, (44)

with the usual meaning of the matrix 𝑊 as a basis matrix of (∗
𝑅)

⊕𝑁 . Eq. (44) clearly shows that (43) can be equivalently expressed
as the set of inclusions

Im𝐷𝑖 ⊆ ∗
𝑅, for all 𝑖 ∈ , (45)

which is also the formulation of the solvability condition for the disturbance decoupling problem given in [28, Theorem 1]. On the
other hand, (42) is equivalent to the existence of a family of matrices {𝑀𝑖}𝑖∈ , with 𝑀𝑖 ∈R𝑟×𝑠, and only one matrix 𝐿 such that

(

𝑁
⊕
𝑖=1

𝐷𝑖

)

= 𝑊
(

𝑁
⊕
𝑖=1

𝑀𝑖

)

+
(

𝑁
⊕
𝑖=1

𝐵𝑖

)

𝐿. (46)

Eq. (46) plainly shows that a reformulation of (42) as a set of inclusions of the kind of

Im𝐷𝑖 ⊆ ∗
𝑅 + Im𝐵𝑖, for all 𝑖 ∈ , (47)

is not possible, since (42) (or, equivalently, (46)) is actually more demanding than the set of inclusions (47).

4.3. Solvability condition for the SMMP

In this section, a sufficient condition for the solvability of the SMMP is presented. In line with the considerations which conclude
Section 3, the solvability condition for the SMMP, which is twofold since it consists of a structural condition and of a stabilizability
condition, has the following features:
10
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i. the structural condition of the SMMP coincides with the solvability condition of the EMMP (i.e., Condition .1. of
Theorem 1), because Requirement .1. of Problem 3 (i.e., the structural requirement) matches Requirement .1. (i.e., the
only requirement) of Problem 1;

ii. the stabilizability condition of the SMMP is focused on the stabilizability of the plant, because the model is assumed to be
asymptotically stable for sufficiently slow sequences of the jump time instants and because the dynamic matrices of the overall
compensated system have an upper block-triangular form where the lower right block pertains to the model dynamics — see
𝛴C
𝐷𝜎 in (27) with 𝐴𝐹 (𝜇) and 𝐽 (𝜇) given by (28) and (25b), respectively;

iii. the structural and the stabilizability conditions for the solvability of the SMMP are also sufficient for the solvability of the
AMMP, being the AMMP a weaker formulation of the SMMP: namely, if Requirement .2. of Problem 3 is satisfied, then
Requirement .1. (i.e., the only requirement) of Problem 2 is also satisfied.

Hence, a sufficient condition for the solvability of the SMMP is given as follows.

Theorem 2. Given the impulsive linear system with polytopic uncertainties 𝛴𝑃𝜎 , defined by (17), and the impulsive linear model with
polytopic uncertainties 𝛴𝑀𝜎 , defined by (20), on the assumption that 𝛴𝑀𝜎 be asymptotically stable for all 𝜇∈𝛥𝑁−1 and for all 𝜎 ∈S𝜏′ , for
some 𝜏′ > 0, Problem 3 is solvable if

.1. the inclusion (31) holds;
.2. there exists a friend 𝐹 = [𝐹𝑃 𝐹𝑀 ] of ∗

𝑅 such that the condition
(

𝐴𝑃 𝑖 + 𝐵𝑃 𝑖𝐹𝑃
)⊤ 𝑃 + 𝑃

(

𝐴𝑃 𝑖 + 𝐵𝑃 𝑖𝐹𝑃
)

< 0 (48)

holds for all 𝑖∈ and for some positive definite matrix 𝑃 ∈R𝑛𝑃 ×𝑛𝑃 .

Proof. Condition .1. implies that Requirement .1. of Problem 3 is met, as was shown in the proof of Theorem 1 with reference to
Problem 1. Hence, to show that also Requirement .2. of Problem 3 is satisfied, assume that Condition .2. holds and note that this
means that the flow dynamics of the vertex systems 𝛴F𝑃

𝑃 𝑖 , with 𝑖∈, of the compensated plant 𝛴F𝑃
𝑃𝜎 are asymptotically stable and

that, in addition, they have a common quadratic Lyapunov function, which is 𝑉 (𝑥(𝑡)) = 𝑥𝑃 (𝑡)⊤𝑃𝑥𝑃 (𝑡). By virtue of [28, Proposition 5],
his implies that 𝑉 (𝑥(𝑡)) is a common quadratic Lyapunov function for the flow dynamics given by 𝐴𝑃 (𝜇) +𝐵𝑃 (𝜇)𝐹𝑃 for all 𝜇∈𝛥𝑁−1

and, in turn, this implies that, for any given 𝜇∈𝛥𝑁−1, the corresponding flow dynamics is asymptotically stable. With a reasoning
similar to that developed in the proof of [28, Theorem 2], where 𝐴𝑃 (𝜇) +𝐵𝑃 (𝜇)𝐹𝑃 and 𝐽𝑃 (𝜇) should replace 𝐴(𝜇) +𝐵(𝜇)𝐹 and 𝐽 (𝜇),
espectively, one can prove that the uncertain impulsive linear dynamics of 𝛴F𝑃

𝑃𝜎 is asymptotically stable for all 𝜇∈𝛥𝑁−1 and for
ll 𝜎 ∈S𝜏′′ for some 𝜏′′ > 0. Then, in light of the assumption on the asymptotic stability of 𝛴𝑀𝜎 for all 𝜇∈𝛥𝑁−1 and for all 𝜎 ∈S𝜏′
or some 𝜏′ > 0 and in light of the upper block-diagonal structure of the dynamic matrices of the overall compensated system 𝛴C

𝐷𝜎 ,
ne can conclude that Requirement .2. of Problem 3 is satisfied. □

emark 4. Both condition (31) and condition (48) can be directly checked: the first one, by using the algorithm for constructing
∗
𝑅 given in Proposition 4 and proceeding as described in Remark 2; the second one, by reducing it to a set of LMIs with a reasoning
imilar to that described in [28, Section 4].

emark 5. As to the computation of a suitable value for the positive real constant 𝜏 such that the overall compensated system
C
𝐷𝜎 is asymptotically stable for all 𝜇∈𝛥𝑁−1 and for all 𝜎 ∈S𝜏 , this issue is not encompassed in Theorem 2. Indeed, the proof of
heorem 2 is a proof of the existence of some 𝜏′′ such that the compensated plant 𝛴F𝑃

𝑃𝜎 is asymptotically stable for all 𝜇∈𝛥𝑁−1

nd for all 𝜎 ∈S𝜏′′ and, on that basis, one can infer the existence of the mentioned 𝜏. However, that proof, like the proof of [28,
heorem 2] to which it refers, is not constructive in regard to 𝜏. Hence, only heuristic and ad hoc methods can be suggested to
ompute 𝜏. A demonstration of how to perform such computations will be given in the worked-out examples of Section 5.

emark 6. An obvious necessary condition for the solvability of the EMMP and of the SMMP is that the specific problem is
olvable for each one of the vertex systems. This can be algorithmically checked by using the solvability characterization given
n [19, Theorem 2] for impulsive linear systems which are not subject to uncertainties.

On a final note, it may be worth observing that the problem formulations to which Theorems 1 and 2 provide sufficient solvability
onditions are neat and sharp, in the sense that zero output matching error and, in addition, stability are required to be achieved,
ith constant feedback and feedforward matrices, for all the values of the uncertain parameters within the given polytope and for
ll the admissible sequences of jump time instants. This explains the fact that the solvability conditions are likewise strong.

. Illustrative examples

In this section, two numerical examples are worked out with the aim of illustrating, step by step, how to check the solvability
onditions, how to design the control law and how to compute a lower bound for the length of the smallest time interval between
wo consecutive jump time instants, so as to guarantee the asymptotic stability of the overall compensated system. The first example
s focused on the problem of matching the output of a given impulsive linear plant with polytopic uncertainties with the output of a
iven impulsive linear model perfectly known (i.e., not subject to uncertainties). The second example is a variant of the former, where
he model is assumed to be a given linear time-invariant system (i.e., neither subject to polytopic uncertainties nor to impulsive
ehaviour). Simulations show the performance of the designed control systems, with nonzero initial conditions, in the presence of
finite perturbation and in the presence of a persistent input, respectively.
11
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5.1. Example 1

Let 𝛴𝑃𝜎 be a given impulsive linear plant with polytopic uncertainties, of the form (17), defined by 𝜎 ∈S ,  ={1, 2},
𝜇= [𝜇1 𝜇2]⊤ ∈𝛥1, with

𝐴𝑃1 =

[

−2 2

−3 −2

]

, 𝐴𝑃2 =

[

−2 3

−3 −2

]

, 𝐵𝑃1 = 𝐵𝑃2 =

[

−1 0

0 1

]

, 𝐽𝑃 1 = 𝐽𝑃2 =

[

−3 1

0 −1

]

, 𝐶𝑃1 = 𝐶𝑃 2 =
[

2 0
]

.

(49)

Let 𝛴𝑀𝜎 be a given impulsive linear model, of the form (20) – specialized to the case in which there are no polytopic uncertainties,
therefore, simply defined by

𝐴𝑀 =

[

−2 1

0 −3

]

, 𝐵𝑀 =

[

−1

1

]

, 𝐽𝑀 =

[

−1 2

3 0

]

, 𝐶𝑀 =
[

−1 1
]

. (50)

In this case, the uncertainty concerns only the plant and, in particular, the coefficient that describes how the time derivative of the
first state variable, 𝑥̇𝑃1(𝑡), depends on the second state variable, 𝑥𝑃2(𝑡), in the flow equation. This coefficient may range between 2
nd 3. Since the model is not subject to uncertainties, the related EMMP can be seen as the problem of forcing the output of the plant
𝑃𝜎 to match that of the model 𝛴𝑀𝜎 in a robust way with respect to the plant’s uncertainty, for all 𝜎 ∈S , if the initial conditions
f both the plant and the model are equal to 0.

Computations performed according to Proposition 4 show that the maximal robust hybrid controlled invariant subspace for the
ystem 𝛴𝐸𝜎 , constructed as in (29) with (25), contained in , defined as in (30), is given by

∗
𝑅 = Im𝑉 = Im

[

1 0 −1 1
]⊤ ⊆ 𝑃 ⊕ 𝑀 = R4. (51)

he sufficient condition for the solvability of the EMMP is given by Theorem 1. Herein, condition (31) reduces to

Im
[

0
𝐵𝑀

]

⊆ ∗
𝑅 + Im

[

𝐵𝑃
0

]

, (52)

here 𝐵𝑃 =𝐵𝑃1 =𝐵𝑃2, and, taking (51) into account, it is easy to see that it is satisfied. In particular,
[

0

𝐵𝑀

]

= 𝑉 −

[

𝐵𝑃

0

]

𝐺, with 𝐺 =

[

−1

0

]

. (53)

friend of ∗
𝑅 can be derived from (14) and a possible choice is given by

𝐹 =
[

𝐹𝑃 𝐹𝑀
]

=
[

1 1 0 0
3 −2 0 0

]

. (54)

Therefore, a solution of the EMMP is given by the control law (26), where 𝐺, 𝐹𝑃 and 𝐹𝑀 are given by (53) and (54): i.e.,

𝑢𝑃 (𝑡) =
[

1 1
3 −2

]

𝑥𝑃 (𝑡) +
[

−1
0

]

𝑢𝑀 (𝑡). (55)

ndeed, the control law (55), applied to the output difference system 𝛴𝐷𝜎 , constructed as in (24) with (25), leads to the overall
ompensated system 𝛴C

𝐷𝜎 , of the form (27) with (28), which, taking into account that 𝜇1 =1−𝜇2, results to have the matrices

𝐴𝐹 (𝜇2) =

⎡

⎢

⎢

⎢

⎢

⎣

−3 1 + 𝜇2 0 0
0 −4 0 0
0 0 −2 1
0 0 0 −3

⎤

⎥

⎥

⎥

⎥

⎦

, 𝐵𝐺 =

⎡

⎢

⎢

⎢

⎢

⎣

1
0
−1
1

⎤

⎥

⎥

⎥

⎥

⎦

, 𝐽 =

⎡

⎢

⎢

⎢

⎢

⎣

−3 1 0 0
0 −1 0 0
0 0 −1 2
0 0 3 0

⎤

⎥

⎥

⎥

⎥

⎦

, 𝐸 =
[

2 0 1 −1
]

, (56)

where 𝜇2 ∈ [0, 1]. In light of (51), the matrices in (56) show that

Im𝐵𝐺 ⊆ ∗
𝑅 ⊆ Ker 𝐸. (57)

In other words, (51) and (56) show that the forced state evolution of 𝛴C
𝐷𝜎 is contained in the null space of the output matrix for all

𝜎 ∈S and for all 𝜇∈𝛥1. Hence, provided that 𝑥𝑃 (0) = 0 and 𝑥𝑀 (0) = 0 in the EMMP, it ensues that

𝑒(𝑡) = 𝐸 𝑥(𝑡) = 𝑦𝑃 (𝑡) − 𝑦𝑀 (𝑡) = 0. (58)

Namely, the output 𝑦𝑃 (𝑡) of the plant is equal to the output 𝑦𝑀 (𝑡) of the model for all 𝜎 ∈S , all 𝜇∈𝛥1, all 𝑢𝑀 (𝑡) and all 𝑡∈R+.
In addition, as is easy to check, with the matrix 𝐹𝑃 computed above, condition (48) of Theorem 2, with 𝑖=1, 2, is satisfied,

e.g., with the symmetric positive definite matrix

𝑃 =

[

1 1
2

1

]

. (59)
12
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Indeed, with the matrix 𝐹𝑃 computed above, one can obtain 𝑃 by solving the system of two linear matrix inequalities of the form
(48), with 𝑖=1, 2, in the unknown 𝑃 , with 𝑃 symmetric and positive definite. This can be done, for instance, with the LMI solver
available with MATLAB® Robust Control Toolbox. Therefore, the control law (55) also solves the SMMP (hence, the AMMP) for the
considered plant and model. Let 𝜏 > 0 denote a lower bound for the length of the smallest time interval between two consecutive
jump time instants of an admissible 𝜎, in such a way that 𝛴C

𝐷𝜎 be asymptotically stable for all 𝜇∈𝛥𝑁−1 and for all 𝜎 ∈S𝜏 . In
his example, a value for 𝜏 > 0 can be computed explicitly, as will be shown below, since the dynamic matrix 𝐴𝐹 (𝜇2) in (56) is
iagonalizable. To this aim, let 𝜏 > 0 be the length of the time interval between two consecutive jump times 𝜎(𝑘) and 𝜎(𝑘+ 1), with

𝜎(𝑘 + 1)≠ 𝜎(𝑘), then

𝑥−(𝜎(𝑘 + 1)) = 𝑒𝐴𝐹 (𝜇2) 𝜏𝑥(𝜎(𝑘)) = 𝑊 (𝜇2) 𝑒𝐷 𝜏𝑊 −1(𝜇2) 𝑥(𝜎(𝑘))

with 𝐷 = diag{−4,−3,−3,−2} and

𝑊 (𝜇2) =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

−𝜇2 − 1 1 0 0

1 0 0 0

0 0 −1 1

0 0 1 0

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, 𝑊 (𝜇2)−1 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0 1 0 0

1 𝜇2 + 1 0 0

0 0 0 1

0 0 1 1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

.

Consequently, the following inequalities holds

‖𝑥−(𝜎(𝑘 + 1))‖∞ = ‖

‖

‖

𝑊 (𝜇2) 𝑒𝐷 𝜏𝑊 −1(𝜇2) 𝑥(𝜎(𝑘))
‖

‖

‖∞
≤ ‖

‖

‖

𝑊 (𝜇2) 𝑒𝐷 𝜏𝑊 −1(𝜇2)
‖

‖

‖∞
‖𝑥(𝜎(𝑘))‖∞

≤ ‖

‖

𝑊 (𝜇2)‖‖∞
‖

‖

‖

𝑒𝐷 𝜏‖
‖

‖∞
‖

‖

‖

𝑊 −1(𝜇2)
‖

‖

‖∞
‖𝑥(𝜎(𝑘))‖∞ ≤ 9 𝑒−2𝜏 ‖𝑥(𝜎(𝑘))‖∞ ,

(60)

where, at the last step, ‖𝑊 (𝜇2)‖∞ and ‖𝑊 −1(𝜇2)‖∞ were replaced by their respective upper bounds for 𝜇2 ∈ [0, 1]. Since the state at
the jump time 𝜎(𝑘 + 1) is given by 𝑥(𝜎(𝑘 + 1)) = 𝐽 𝑥−(𝜎(𝑘 + 1)), where 𝐽 was given in (56) and is independent of 𝜇2, it ensues that

‖𝑥(𝜎(𝑘 + 1))‖∞ = ‖𝐽 𝑥−(𝜎(𝑘 + 1))‖∞ ≤ ‖𝐽‖∞‖ 𝑥−(𝜎(𝑘 + 1))‖∞ = 4 ‖ 𝑥−(𝜎(𝑘 + 1))‖∞. (61)

Then, from (60) and (61), it follows that

‖𝑥(𝜎(𝑘 + 1))‖∞ ≤ 36 𝑒−2𝜏 ‖𝑥(𝜎(𝑘))‖∞ . (62)

By imposing that the coefficient in (62) be smaller than 1, one gets 𝜏 > 1.7918. Hence, a positive real constant 𝜏 greater than or
equal to, e.g., 1.8 ensures that the free state evolution of 𝛴C

𝐷𝜎 converges to 0 asymptotically for all 𝜇∈𝛥1. Thus, one can say that the
SMMP (and the AMMP as well) is solved by the control law (55) with 𝜏 ≥ 1.8. However, due to the inequalities used in evaluating
̄, the previous statement is conservative. For instance, the simulation (run with MATLABTM) detailed below shows that the control
law (55) achieves model matching with asymptotic stability for a periodic 𝜎 ∈S𝜏 , whose period is equal to 𝜏 =1. Fig. 2 shows
the behaviour of 𝑒(𝑡) for different values of the parameter, 𝜇2 =0, 0.2, 0.4, 0.6, 0.8, 1, when the initial conditions are 𝑥𝑃 (0) = [1 2]⊤

and 𝑥𝑀 (0) = [0 3]⊤, the input is 𝑢𝑀 (𝑡) =𝐻(𝑡) −𝐻(𝑡−1), where 𝐻(𝑡) denotes the Heaviside step function, and, as said, 𝜏 =1. The
corresponding behaviour of the states 𝑥𝑃 (𝑡) and 𝑥𝑀 (𝑡) is shown in Fig. 3, where both trajectories converge to 0 asymptotically.

5.2. Example 2

Let 𝛴𝑃𝜎 be a given impulsive linear plant with polytopic uncertainties, of the form (17), defined by 𝜎 ∈S ,  ={1, 2},
𝜇= [𝜇1 𝜇2]⊤ ∈𝛥1, and let 𝛴𝑀 be a given linear time-invariant model, of the form (20) – specialized to the case where neither
polytopic uncertainties nor impulsive behaviours are present. Let the matrices of 𝛴𝑃𝜎 and of 𝛴𝑀 be respectively defined as in (49)
and (50), except for the jump matrices, which are

𝐽𝑃 1 = 𝐽𝑃2 =

[

1 10

0 −1

]

, 𝐽𝑀 =

[

1 0

0 1

]

. (63)

The related EMMP can be seen as the problem of forcing the output of the plant 𝛴𝑃𝜎 to match that of the model 𝛴𝑀 in a robust
way with respect to the plant’s uncertainty, for all 𝜎 ∈S , if the initial conditions of both the plant and the model are equal to
0. The computations performed according to Proposition 4 show that the maximal robust hybrid controlled invariant subspace for
the system 𝛴𝐸𝜎 , constructed as in (29) with (25), contained in , defined as in (30), is the same as that of (51). The solvability
condition (31) in Theorem 1, which reduces to (52), is satisfied and, in particular, (53) holds with the same 𝐺. A friend of ∗

𝑅 is,
e.g., the same 𝐹 of (54). Hence, a solution of the EMMP is given by the same control law as in (55). In fact, the control law (55),
applied to the output difference system 𝛴𝐷𝜎 , constructed as in (24) with (25), yields the overall compensated system 𝛴C

𝐷𝜎 , of the
form (27) with (28), which, taking into account that 𝜇1 =1−𝜇2, has the same matrices 𝐴𝐹 (𝜇2), 𝐵𝐺 and 𝐸 as in (56), while

𝐽 =

⎡

⎢

⎢

⎢

⎢

1 10 0 0
0 −1 0 0
0 0 1 0

⎤

⎥

⎥

⎥

⎥

. (64)
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Fig. 2. Example 1. Plot of 𝑒(𝑡) with 𝜎(𝑘) = 𝑘, 𝑘∈N, and different values of the parameter, 𝜇2 =0, 0.2, 0.4, 0.6, 0.8, 1; initial conditions 𝑥𝑃 (0) = [1 2]⊤ and
𝑀 (0) = [0 3]⊤; input 𝑢𝑀 (𝑡) =𝐻(𝑡) −𝐻(𝑡−1).

Fig. 3. Example 1. Plots of 𝑥𝑃 (𝑡) and 𝑥𝑀 (𝑡) with 𝜎(𝑘) = 𝑘, 𝑘∈N, and different values of the parameter, 𝜇2 =0, 0.2, 0.4, 0.6, 0.8, 1; initial conditions 𝑥𝑃 (0) = [1 2]⊤

nd 𝑥𝑀 (0) = [0 3]⊤; input 𝑢𝑀 (𝑡) =𝐻(𝑡) −𝐻(𝑡−1).

lso in this case, (57) holds, which means that the forced state evolution of 𝛴C
𝐷𝜎 is contained in the null space of the output matrix

or all 𝜎 ∈S and for all 𝜇∈𝛥1. Hence, provided that 𝑥𝑃 (0) = 0 and 𝑥𝑀 (0) = 0, it ensues that (58) is met or, equivalently, the output
𝑃 (𝑡) of the plant is equal to the output 𝑦𝑀 (𝑡) of the model for all 𝜎 ∈S , all 𝜇∈𝛥1, all 𝑢𝑀 (𝑡) and all 𝑡∈R+. Namely, the EMMP is
olved. Moreover, since the vertices of the flow dynamics of the compensated plant, 𝐴𝑃 𝑖 +𝐵𝑃 𝑖𝐹𝑃 with 𝑖=1, 2, are the same as those
f Example 1, condition (48) of Theorem 2, with 𝑖=1, 2, is satisfied with the same symmetric positive definite matrix 𝑃 given in
59). Thus, the control law (55) also solves the SMMP (hence, the AMMP) for the given plant and model. As to the computation of
positive real constant 𝜏 > 0 such that the overall compensated system 𝛴C

𝐷𝜎 is asymptotically stable for all 𝜇∈𝛥1 and for all 𝜎 ∈S𝜏 ,
irst, note that, since the flow dynamics of 𝛴C

𝐷𝜎 is given by the same 𝐴𝐹 (𝜇2) as in (56), the inequalities derived in (60) also hold
erein. Furthermore, as to the behaviour of the state of 𝛴C

𝐷𝜎 at the jump time 𝜎(𝑘+1), from 𝑥(𝜎(𝑘+1)) = 𝐽 𝑥−(𝜎(𝑘 + 1)), it ensues
hat

− − −
14

‖𝑥(𝜎(𝑘 + 1))‖∞ = ‖𝐽 𝑥 (𝜎(𝑘 + 1))‖∞ ≤ ‖𝐽‖∞‖ 𝑥 (𝜎(𝑘 + 1))‖∞ = 11 ‖ 𝑥 (𝜎(𝑘 + 1))‖∞. (65)
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Fig. 4. Example 2. Plots of 𝑦𝑃 (𝑡) and 𝑦𝑀 (𝑡) with 𝜎(𝑘) = 𝑘, 𝑘∈N, and different values of the parameter, 𝜇2 =0, 0.2, 0.4, 0.6, 0.8, 1; initial conditions 𝑥𝑃 (0) = [1 −1]⊤

nd 𝑥𝑀 (0) = [0.4 0.2]⊤; input 𝑢𝑀 (𝑡) = 1.8 sin(2𝑡).

hen, from (60) and (65), it follows that

‖𝑥(𝜎(𝑘 + 1))‖∞ ≤ 99 𝑒−2𝜏 ‖𝑥(𝜎(𝑘))‖∞ . (66)

y imposing that the coefficient in (66) be smaller than 1, one gets 𝜏 > 2.2976. Hence, a positive real constant 𝜏 ≥ 2.3 ensures that the
ree state evolution of 𝛴C

𝐷𝜎 converges asymptotically to 0 for all 𝜇∈𝛥1. Thus, one can state that the SMMP (as well as the AMMP)
s solved by the control law (55) with 𝜏 ≥ 2.3. Like in Example 1, the previous statement is conservative. In fact, for instance,
he simulation described below shows that the control law (55) achieves model matching with asymptotic stability for a periodic
∈S𝜏 , whose period is equal to 𝜏 =1. Fig. 4 shows a fast asymptotic convergence of the output 𝑦𝑃 (𝑡) of the plant to the output
𝑀 (𝑡) of the model for different values of the parameter, 𝜇2 =0, 0.2, 0.4, 0.6, 0.8, 1, when the initial conditions are 𝑥𝑃 (0) = [1 −1]⊤
nd 𝑥𝑀 (0) = [0.4 0.2]⊤, the input is 𝑢𝑀 (𝑡) = 1.8 sin (2𝑡) and, as said, 𝜏 =1.

The asymptotic convergence of the matching error 𝑒(𝑡) to 0 is illustrated in Fig. 5. It is also worth considering the state plot in
ig. 6, which shows a steady-state oscillatory behaviour of the states of the model, along with the first component of the state of
he plant, while the second component of the state of the plant goes asymptotically to zero (in these figures, the magnitude of the
ump is too small, in comparison with the scale, to make it easily visible except at 𝑡=1).

emark 7. The examples presented in this section have a methodological focus and were not motivated by any specific application.
evertheless, any mechanical system which consists of masses, springs and dampers, where, in particular, the coefficients of the

prings and of the dampers are affected by bounded errors with respect to the nominal values (which is the rule in any commercial
omponent) and where the masses involved are subject to collisions, can be modelled as described in this work. Further, as mentioned
n Section 1, model matching is an extensively used approach to the formalization of the problem of searching for a compensator
hat forces the plant to behave according to desired specifications — see, e.g., the mentioned Ref. [30].

. Conclusion

The matching problem for impulsive linear systems with polytopic uncertainties has been studied and solvability conditions have
een derived by means of a structural geometric approach. The advantage of this approach is that of providing sufficient solvability
onditions that can be directly checked. Ad hoc procedures to derive a lower bound for the length of the smallest time interval
etween two consequent jump time instants which ensures asymptotic stability of the compensated system for all the values of the
ncertain parameter vector within the considered polytope and for all the jump time sequences satisfying the condition on the lower
ound have been shown for specific numerical examples. Nevertheless, the development of a procedure for determining, at least in
pecific situations, such lower bound will be addressed in future work.
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Fig. 5. Example 2. Plot of 𝑒(𝑡) with 𝜎(𝑘) = 𝑘, 𝑘∈N, and different values of the parameter, 𝜇2 =0, 0.2, 0.4, 0.6, 0.8, 1; initial conditions 𝑥𝑃 (0) = [1 −1]⊤ and
𝑀 (0) = [0.4 0.2]⊤; input 𝑢𝑀 (𝑡) = 1.8 sin(2𝑡).

Fig. 6. Example 2. Plots of 𝑥𝑃 (𝑡) and 𝑥𝑀 (𝑡) with 𝜎(𝑘) = 𝑘, 𝑘∈N, and different values of the parameter, 𝜇2 =0, 0.2, 0.4, 0.6, 0.8, 1; initial conditions 𝑥𝑃 (0) = [1 −1]⊤

nd 𝑥𝑀 (0) = [0.4 0.2]⊤; input 𝑢𝑀 (𝑡) = 1.8 sin(2𝑡).
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