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A B S T R A C T   

Modeling human behaviors has become increasingly relevant to improving the performance of manual order- 
picking systems. However, although a vast corpus of literature has recently started to consider the human fac
tors in these systems, several gaps remain uncovered. Specifically, mental and physical human factors, like 
learning and fatigue, and quantitative and spatial features of picking orders have never been considered jointly to 
estimate the time a human order picker requires to execute a specific picking mission. Furthermore, little 
attention has been given to assigning and sequencing orders to pickers to minimize the picking time acting on 
their individual learning and fatigue characteristics. This study thus proposes a novel approach integrating 
machine learning and genetic algorithms to solve the problem. A non-linear machine learning-based predictive 
model has been adopted to predict the picking time of batches of orders based on quantitative and spatial fea
tures of batches and learning and fatigue indicators of pickers. These predictions have thus been adopted to guide 
a genetic algorithm to find the best assignment of future planned batches of orders to pickers. One year of picking 
data collected from the warehouse of a grocery retailer has been adopted to investigate the potential of the 
proposed approach. Furthermore, multiple comparisons have been performed. First, the advantages of predicting 
the batch-picking time with the proposed non-linear model have been compared with predictions executed based 
on linear models. In addition, an ablation analysis has been performed to investigate the advantages of predicting 
the batch picking time while simultaneously considering the quantitative and spatial features of batches and the 
learning and fatigue indicators of pickers. Moreover, the advantages of the proposed batch assignment strategy, 
which considers learning and fatigue indicators, have been compared with an assignment strategy that does not 
optimize these elements. Lastly, an explainability analysis of the predictive model has been performed to un
derstand how and how much quantitative and spatial features of batches and learning and fatigue indicators of 
pickers affect the batch picking time.   

1. Introduction 

In contemporary markets, a diverse range of stock keeping units 
(SKUs), coupled with elevated labor costs, particularly in Europe and 
North America, alongside heightened customer demands, are prevalent. 
Consequently, there is a pressing need to streamline warehouse opera
tions for enhanced productivity and service standards. From an eco
nomic perspective, warehousing operations contribute approximately 
15 % to logistics costs, with order-picking (OP) activities constituting a 

significant 55 % of typical warehouse operating expenses (Granillo- 
Macías, 2020; Giannikas et al., 2017). 

The OP process involves retrieving products from storage or buffer 
areas in response to specific customer requests (Tompkins et al., 2010). 
OP systems can be categorized into picker-to-part or parts-to-picker 
configurations (Manzini et al., 2005). In picker-to-part systems, often 
referred to as manual OP, order pickers traverse the warehouse to gather 
the requested items from their storage locations. Conversely, in parts-to- 
picker systems, materials are delivered to the picker. Despite the 
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growing trend of automation in warehouse operations, manual OP re
mains prevalent in various sectors due to the cognitive skills, flexibility, 
and adaptability of human workers (Vijayakumar et al., 2022). 

In picker-to-part systems, strategic, tactical, and operational de
cisions aim to optimize OP performance in terms of both traveled dis
tance and picking time (de Koster et al., 2007). Specifically, the total 
traveled distance is influenced by warehouse layout and item posi
tioning, which are regarded as strategic and tactical decisions. In 
contrast, picking time is influenced by additional factors, i.e., the set-up 
time, the search time, and the pick time (Tompkins et al., 2010), which 
depend on the experience and behavior of who perform the tasks (Grosse 
& Glock, 2015). 

Therefore, intervening at the operational level, specifically through 
the strategic assignment of orders to pickers, provides advance insight 
into the time required to complete a certain number of orders each day, 
thereby improving overall work organization. In addition, it holds the 
potential for a significant reduction in the picking time, which can lead 
to a more efficient picking process. The efficiency of such optimization 
becomes evident when considering multiple pickers, as each may exhibit 
varying times for specific tasks. An effective assignment strategy must 
account for the inherent heterogeneity among pickers to derive optimal 
solutions. Assigning orders to pickers, neglecting the effect of their 
behavior and heterogeneity in terms of learning and fatigue profiles, can 
have negative effects on operational efficiency and profitability. In 
particular, the picking time may be overestimated or underestimated, 
leading to an over or under dimensioning of resources. Consequently, 
there would be an increased risk of an underutilized workforce on the 
one hand, and on the other hand, of failing to complete orders within the 
required timeframes, resulting in a decrease in customer service level. 

However, assigning daily orders to heterogeneous pickers is not 
trivial since several human factors impact the picking time differently 
and also influence each other (Asadayoobi et al., 2021), (Winkelhaus 
et al., 2018), (Vanheusden et al., 2022; Wang et al., 2020). Existing 
parametric curves used to model the learning process and the fatigue in 
picking operations often fail to accurately capture the real behaviour of 
pickers in specific contexts. Similarly, studies leveraging historical data 
to quantify the learning and fatigue processes, along with other skills 
and behaviors (Matusiak et al., 2017; Loske & Klummp, 2022), resort to 
regression curves to model the relationships between pickers’ skills and 
picking time, assuming that these relationships are linear. 

Therefore, the primary objective of this paper is thus to propose a 
methodology for optimizing the assignment of order batches to different 
pickers, taking into account both batch characteristics and the pickers’ 
heterogeneity. In particular, the simultaneous effect of learning and 
fatigue on the picking time is investigated and exploited to assign 
batches to pickers considering the constraints and characteristics of real 
industrial contexts. To this aim, nonlinear relationships between 
pickers’ learning and fatigue, batch characteristics and picking time are 
extracted by means of machine learning models, allowing the prediction 
of the time needed by a picker to complete an order batch. Then, the 
predicted picking time of batches is integrated into the batch assignment 
optimization model in order to provide a picker with a list of order 
batches to complete in a day considering his or her level of experience 
and fatigue so that the total picking time is minimized. 

In summary, the research questions that motivated this study are as 
follows:  

1. How can we devise an integrated approach capable of addressing the 
batch assignment problem while simultaneously accounting for the 
impact of both batch characteristics and picker learning and fatigue 
on picking time?  

2. What are the benefits of utilizing a nonlinear machine learning 
model over a linear one to delineate the relationship between batch 
characteristics, picker learning, fatigue, and picking time?  

3. What advantages does the proposed approach offer compared to an 
assignment strategy that does not explicitly optimize picker learning 

and fatigue indicators during the assignment, particularly in terms of 
the potential reduction in picking time? 

The remainder of the paper is organized as follows. First, Section 2 
illustrates the research background by reviewing the literature. Then, 
Section 3 describes the problem under investigation, the proposed 
approach and the experimental procedure adopted to test and compare 
the proposed approach. Section 4 shows the results obtained in the case 
study. In conclusion, Sections 5 and 6 discuss the results and summarize 
and conclude the work. 

2. Literature review 

This section explores the existing literature on order picking and 
human factors in order picking decisions, giving particular attention to 
the batch assignment problem. The goal is to highlight the research gaps 
and the main difference between existing studies and this paper. This 
section first analyses papers on order picking problems aimed at mini
mizing the total travel distance, then focuses on the batch assignment 
problem, highlighting how the picking time not only depends on the 
traveled distance, but also on other times that are picker-dependent and 
therefore relevant to the assignment problem. Then, studies investi
gating the relationships between learning, fatigue, skills and the picking 
time, adopting both linear analytical models and predictive analytical 
models are presented. These paragraphs aims to highlight the lack of a 
comprehensive method that considers multiple human factors and the 
necessity of a transition from analytical to predictive models. Finally, 
the reviewed literature is discussed, highlighting challenges of existing 
approaches and opportunities of the proposed approach. 

Decisions in order picking management typically evaluate perfor
mance through distance-based or time-based metrics (van Gils et al., 
2018). Tactical-level decisions, such as storage assignment, predomi
nantly use travel time as a key metric (Lee et al., 2020). At the opera
tional level, distance optimization commonly occurs when considering 
order batching (OB) and picker routing (PR) (Cano et al., 2020), (Kübler 
et al., 2020) (Aboelfotoh et al., 2019). These studies are mainly focused 
on the solving methods used to address challenges posed by large in
stances in modern business contexts and only consider items’ positions 
and quantity for batch as parameters affecting the traveled distance. In 
particular, Cano et al., (2020) demonstrated that leveraging the traveled 
distance in the OB problem leads to saving 5.5 % of total OP costs on 
average. Kübler et al., (2020) proposed a particle swarm optimization 
methodology and a local search algorithm combined with a nearest 
neighbor algorithm to solve OB and PR problems. They validated the 
procedure on large-scale problems and demonstrated that batches with 
fewer order lines and numbers of parts per order line led to a higher 
reduction in travel distance. 

At the operational level, once batches and routes are optimized for 
minimum travel distance, batch assignment becomes crucial. Batch 
assignment, also known as job assignment, consists of assigning batches 
to a limited set of pickers (van Gils et al., 2018). In such scenarios, time- 
related metrics, such as tardiness (Henn, 2015), (Scholz et al., 2017), 
completion time (Zhang et al., 2017); (Alipour et al., 2020), and 
makespan (Ardjmand et al., 2020); (Pretolani et al., 2023) are 
employed. Differently from the traveled distance, these metrics account 
not only for travel time but also for the time needed to prepare the batch 
(set-up time), to search for items in the specific aisle and shelf (search 
time), and to extract items from their locations (pick time), collectively 
comprising 50 % of the picking time (Tompkins et al., 2010). However, 
all time components, except for distance, are treated as constant and 
uniform for all pickers. Therefore, the factors affecting these time met
rics are still only related to the items’ position and quantity per batch. In 
particular, Pretolani et al., (2023) propose a batch assignment model 
only constrained to the capacity of a batch, that does not depend on 
pickers. Ardjmand et al., (2020), adopt columns generation technique to 
minimize the makespan, still considering the items’ position and 
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quantity per batch as factors determining the optimized metric. Alipour 
et al., (2020) propose rule-based algorithms to solve the batch assign
ment problem, considering all pickers as identical, and consequently the 
search time and the picking velocity are the same for all pickers. 
Conversely, Zhang et al., (2017) propose a rule-based algorithm 
considering a constant set-up time for all batches, while the pick time 
depends on the number of items in an order. 

All the presented works consider time components as constant or 
independent of the specific picker executing the batch. However, human 
factors, encompassing characteristics, behaviors, and the physical and 
mental conditions of order pickers, introduce variability into the time 
required for an operator to complete an OP task (De Vries et al., 2016; De 
Bruecker et al., 2015). Batt & Gallino, (2019) demonstrated that pick 
time decreases with worker experience. In addition, workers exhibit 
heterogeneous learning, and the variance in performance across pickers 
diminishes with experience. Grosse & Glock, (2015) demonstrated that 
learning occurs primarily in the search times; that is, the more 
frequently an item is picked, the better the order picker remembers the 
positions, and the shorter the search time. Following this stream of 
research, Zhang et al., (2023) studied the effect of learning on the search 
time in the problem of batch and zone picking and demonstrated that 
assigning pickers to smaller picker areas accelerates pickers’ familiar
ization with the locations of items in their zones and accelerates the 
decline in pickers’ search time. Mou (2022) considered the search time 
as a function of the cumulated items and a specific learning rate. 

Besides learning, fatigue is also considered as human factor in the 
previous literature. In particular, the efficiency of a worker decreases 
because of the fatiguing effect (Battini et al., 2016). While several 
studies explicitly consider the fatiguing effect in tactical problems, only 
the work of Feng & Hu, (2021) takes into account different fatigue 
curves for different pickers in the batch assignment problem. In partic
ular, the authors used a generalized logistic function to characterize the 
work fatiguing effect and estimate the processing time according to the 
order size and working efficiency, obtaining a more balanced 
assignment. 

Finally, skills, intended as the speed at which a worker can perform a 
task, are others human factors affecting OP performance (De Lombaert 
et al., 2023). In particular, Jamal et al., (2022) defined four indicators, 
namely, the items’ weight, volume, and storage height and the distance 
to be traveled to collect the object, to classify pickers according to their 
skills. They then proposed a batch assignment model to assign batches 
according to different skill levels. Similarly, Matusiak et al., (2017) 

demonstrate that different batch execution times reflect the different 
skill levels in a set of heterogeneous pickers. In particular, the authors 
addressed the batch assignment problem by considering the past per
formance of each picker, extracted from data in the WMS, such as the 
number of pick lines in a batch and the total batch travel distance These 
skills were then used to forecast the batch execution time through 
multiple linear regression models. 

Table 1 provides a summary of studies aimed at addressing opera
tional challenges in order picking systems. Each article is characterized 
by the specific problem it tackles, the approach employed for resolution, 
the type of optimized metric, the methodology for metric estimation, 
and factors influencing the metric. 

Notably, only Kübler et al., (2020), Jamal et al., (2022) and Aboel
fotoh et al., (2019) propose linear analytical models to optimize 
distance-based metrics in operational problems. All these papers incor
porate both quantitative and spatial features, with only one considering 
picker skills in order batching and routing. When examining papers 
focusing on the batch assignment problem, predominant use of time- 
based metrics is observed. Most studies adopt linear analytical models 
to correlate these metrics with quantitative and spatial features of 
batches. Learning aspects are considered in two papers, while fatigue is 
addressed in just one. Learning is typically associated with search and 
pick time, and fatigue is expressed in terms of order size, item position, 
or follows a specific curve. Only one paper introduces a linear predictive 
model for the batch assignment problem, incorporating picker skills but 
neglecting the impact of learning and fatigue on picking time and their 
mutual interaction. 

In comparing these studies, the integration of various factors emerge 
as significant aspect in optimizing time-based metrics for the batch 
assignment problem. However, concurrently considering all these fac
tors poses a considerable challenge. Linear analytical models constrain 
the development of metrics dependent on batch features, picker 
learning, fatigue, and skills, resulting in marginal improvements in 
picking performance. These models treat both picker-independent and 
picker-dependent factors as fixed parameters, whereas a more effective 
approach would involve taking the time a picker with specific charac
teristics requires to complete a batch as an input parameter. This 
complexity necessitates a more advanced metric estimation methodol
ogy, such as non linear predictive models. Given the intricacy of human 
behavior and the interrelation of human factors, nonlinear predictive 
models may offer a more accurate representation. Moreover, the dy
namic nature of behavior adds an additional challenge, emphasizing the 

Table 1 
Comparison of existing literature on operational problems in order picking.  

Article Problem Solving approach Optimized metric typology Metric Estimation methodology Factors affecting metric 

B A R Q S L F PS 

(Cano et al., 2020) ✓ − − GA Dist. based Assumed ✓ ✓    
(Kübler et al., 2020) ✓ − ✓ PSO 

LS + NN 
Dist. based Linear analytical model ✓ ✓    

(Jamal et al., 2022) ✓ − ✓ B&C Dist. based Linear analytical model ✓ ✓   ✓ 
(Aboelfotoh et al., 2019) ✓ ✓ − CH Dist. based Linear analytical model ✓ ✓    
(Alipour et al., 2020) ✓ − − RBH Time based Linear analytical model ✓ ✓    
(Henn, 2015) ✓ ✓ − VNS Time based Linear analytical model ✓ ✓    
(Zhang et al., 2017) ✓ ✓ − RBH Time based Linear analytical model ✓ ✓    
(Scholz et al., 2017) ✓ ✓ ✓ VND Time based Linear analytical model ✓ ✓    
(Ardjmand et al., 2020) ✓ ✓ ✓ CG Time based Linear analytical model ✓ ✓    
(Pretolani et al., 2023) ✓ ✓ ✓ B&C Time based Linear analytical model ✓ ✓    
(Mou, 2022) ✓ ✓ − GA 

VND 
Time based Linear analytical model ✓ ✓ ✓  ✓ 

(Feng & Hu, 2021) ✓ ✓ − GA Time based Linear analytical model ✓ ✓  ✓  
(Zhang et al., 2023) − ✓  GA Time based Linear analytical model ✓ ✓ ✓   
(Matusiak et al., 2017) ✓ ✓ ✓ ALNS Time based Linear predictive model ✓ ✓   ✓ 
This paper ¡ ✓ ¡ GA Time based Non-linear predictive model ✓ ✓ ✓ ✓  

Q: Quantitative features of batches, S: Spatial features of batches, L: Learning of pickers, F: Fatigue of pickers, PS: Skills of pickers, B: Batching, R: Routing, A: 
Assignment, LS: Local Search, NN: Nearest Neighborhood, CH: Custom Heuristic, PSO: Particle Swarm Optimization, VNS: Variable Neighbourhood Search, VND: 
Variable Neighbourhood Descendent, RBH: Rule Based Heuristic, CG: Column Generation, B&C: Branch & Cut, ALNS: Adaptive Large Neighbourhood Search, GA: 
Genetic Algorithm. 
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need for a solving approach that considers past assignments. 

3. Materials and methods 

In this section, an overview of the investigated problem and its 
mathematical formulation is provided. Then, the framework of the 
approach proposed to solve the problem is presented, and the modules 
composing the proposed approach are detailed. Lastly, the experimental 
procedure followed to test and compare the effectiveness of the pro
posed approach is described. 

3.1. Problem description 

Manual OP systems process hundreds of customers’ orders every day. 
Orders are usually composed of multiple picking lines, each referring to 
a specific quantity of an article to pick at a particular warehouse loca
tion. The need to optimize the efficiency of these systems has led prac
titioners and researchers to investigate different strategies to reduce the 
picking time required to complete all the picking missions. In particular, 
reducing the traveling distance has been a crucial research area in 
reducing picking time. As a result, a commonly adopted strategy in
volves grouping orders to create batches. Thereafter, a routing policy is 
applied to minimize the distance traveled to pick all the required 
products in a batch. Finally, these optimized batches are assigned to 
different pickers, who perform the picking missions related to each 
batch. 

However, manual OP systems rely heavily on the human workforce 
and, as has emerged from the related literature, are strongly affected by 
human behavior. Therefore, acting solely on the traveling distance may 
lead to suboptimal solutions. An optimized assignment of batches to 
pickers could, in fact, positively affect system performance. Human 
pickers are subject to fatigue and learning mechanisms, which can affect 
the time required to complete all the picking missions. 

In light of this evidence, the problem under investigation in this 
paper is how to assign future batches of orders to pickers to minimize the 
overall time required to complete all the picking missions. In particular, 
the assignment needs to optimize the learning and fatigue mechanism of 
pickers while considering the quantitative and spatial features of 
batches. The formulated problem thus relies on the following 
assumptions:  

• The future orders to process are known in advance;  
• Orders are already grouped into batches, and routing policies within 

batches are already optimized;  
• The batch picking time (i.e., the time required by a specific picker to 

execute all the picking missions within a batch of orders) is consid
ered a non-linear function of variables related to the pickers’ 
learning and fatigue indicators and to the quantitative and spatial 
features of batches;  

• Different assignment decisions lead to different values of the pickers’ 
learning and fatigue indicators;  

• Different assignment decisions do not lead to different values of 
quantitative and spatial features of batches;  

• Learning indicators are expressed by values cumulated over the 
picker’s entire working life, while fatigue indicators are represented 
by values cumulated within the picker’s working day.  

• No task variability is considered over time. Therefore, different 
assignment strategies can lead to different values of learning and 
fatigue indicators but not to different learning or fatigue profiles of 
pickers (Glock et al., 2019, Grosse & Glock, 2015, Grosse et al., 
2015). 

3.2. Problem formulation 

In this section, a mathematical formulation of the problem is pro
posed. First, the sets, indexes, parameters, and variables are introduced. 

Thereafter, the model formulation is expressed. 

3.2.1. Indexes and sets 

i ∈ I: index of pickers 
j ∈ J: index of batches 
c ∈ C: index of the quantitative features of a batch 
p ∈ P: index of the spatial features of a batch 
s ∈ S: index of the positions (in sequence) in which a batch can be 
executed 

3.2.2. Parameters 
Ci: Maximum daily working time for picker i. 
Fijsc: Fatigue indicator obtained by cumulating all the values of the 

quantitative feature c, for all the batches executed within a specific day, 
by picker i before executing batch j in position s. 

Fijsp: Fatigue indicator obtained by cumulating all the different values 
of spatial features p, for all the batches executed within a specific day, by 
picker i before executing batch j in position s. 

Lijsc: Learning indicator obtained by cumulating all the values of the 
quantitative feature c, for all the batches executed by picker i before 
executing batch j in position s. 

Lijsp: Learning indicator obtained by cumulating all the different 
values of the spatial features p, for all the batches executed by picker i 
before executing batch j in position s. 

meancj: Mean value of the quantitative feature c of all the articles 
grouped in batch j. 

PLic: Learning indicator related to the quantitative feature c cumu
lated by picker i on previous working days. 

PLip: Learning indicator related to the spatial features p cumulated by 
picker i on previous working days. 

sumcj: Sum of the values of the quantitative feature c of all the articles 
grouped on batch j. 

uniquepj: Number of different values assumed by the spatial features p 
while picking all the articles in batch j. 

3.2.3. Decision variables 
xijs: Binary decision variable, equal to 1 if batch j has been assigned to 

picker i in position s, 0 otherwise. 

3.2.4. Objective function 
Following the notation, the objective function can thus be expressed 

as follows: 

Min
∑

i∈I

∑

j∈J

∑

s∈S
xijsTijs (1) 

Tijs represents the picking time required by picker i to execute all the 
picking missions related to batch j when the batch is executed in position 
s. 

3.2.5. Constraints 
∑

i∈I

∑

s∈S
xijs = 1 ∀j (2)  

∑

i∈I

∑

j∈J
xijs = 1 ∀s (3)  

∑

j∈J

∑

s∈S
Tijsxijs ≤ Ci ∀i (4)  

∑

k∈J

∑

q=1,⋯,s
sumckxikq = Fijsc ∀i, ∀j, ∀s, ∀c (5)  

∑

k∈J

∑

q=1,⋯,s
uniquepkxikq = Fijsp ∀i, ∀j, ∀s,∀p (6) 
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PLic + Fijsc = Lijsc ∀i, ∀j, ∀s,∀c (7)  

PLip + Fijsp = Lijsp ∀i, ∀j, ∀s, ∀p (8)  

xijs ∈ {0, 1} ∀i, ∀j, ∀s (9) 

Eqs. (2) and (3) represent the assignment constraints. The former 
expresses that each batch j can be assigned to only picker i in only one 
position s. The latter expresses that for each position s, there can be only 
one picker i in charge of a specific batch j. Eq. (4) represents the capacity 
constraint. In particular, for each picker i, the sum of all the picking 
times related to batches assigned to picker i in the different positions s 
cannot be higher than the maximum working time of picker i. Eqs. (5) 
and (6) allow the fatigue indicators to be computed. In particular, the 
fatigue of picker i when executing batch j in position s related to the 
quantitative features c is equivalent to the sum of all the sumck values 
related to all the batches k executed by picker i before batch j. Similarly, 
the fatigue of picker i, when performing batch j in position s related to 
spatial features p, is equivalent to the sum of all the uniquepk values 
related to all the batches k executed by picker i before batch j. Eqs. (7) 
and (8) allow the learning indicators to be computed. They express that 
the learning reached by picker i when executing batch j in position s for a 
specific quantitative feature c (Eq. (7)) and a particular spatial feature p 
(Eq. (8)) is equal to the sum of the learning cumulated by that picker in 
previous working days and the fatigue indicator estimated for that 
picker. Eq. (9) expresses the integrality constraints. 

3.3. Framework of the proposed approach 

The proposed approach adopted to solve the problem is composed of 
three different modules: a features engineering module, a predictive 
module, and a prescriptive module. The framework of the proposed 
approach is shown in Fig. 1. 

For a specific future day t + 1, the features engineering module 
models Eqs. (5) to (8). It receives as input the orders that need to be 
processed in day t + 1, their respective quantitative and spatial 

aggregate information (sumcj, meancj, uniquepj), a random initial 
assignment of these orders to pickers, and the previously computed 
value of the parameters PLic and PLip containing the values of the 
learning variables related to all the pickers up to day t. 

As a result, it generates the values of the parameters Fijsp, Lijsp,Fijsc, Lijsc 

for the day t + 1. These values are adopted in the predictive module, 
together with the quantitative and spatial features of batches, to predict 
the batch picking time Tijs for all the batches that will be executed on day 
t + 1. To capture the complexity and heterogeneity of manual OP sys
tems, Tijs is estimated in the predictive module through an empirical 
function H: RN→R, whose equation is directly learned from historical 
data through supervised ML techniques. The value of Tijs can thus be 
expressed as: 

Tijs = H
(
i, sumcj,meancj, uniquepj,Fijsp,Lijsp,Fijsc,Lijsc

)

∀i, ∀j, ∀s
(10)  

where 
(

i, sumcj,meancj, uniquepjFijsc, Lijsc, Fijsp, Lijsp

)
express the concate

nation of vectors such that Eq. (10) is equivalent to: 

H
(
i,
(
sum1j,⋯, sum|C|j

)
,
(
mean1j,⋯,mean|C|j

)
,⋯,

(
Lijs1,⋯, Lijs|C|

))
∀ i ,∀ j,∀s

(11)  

H
(
i, sum1j,⋯, sum|C|j,mean1j,⋯,mean|C|j,⋯, Lijs1,⋯Lijs|C|

)
∀ i, ∀ j, ∀ s

(12) 

The predictive module, which models function H, has thus been 
previously trained with historical data of the variables sumcj, meancj,

uniquepj, Fijsp, Lijsp,Fijsc, Lijsc, and Tijs up to day t to learn the historical 
relationship between the pickers’ learning and fatigue, the quantitative 
and spatial features of batches, and the batch picking time. Once trained, 
this module is able to provide predictions about the values Tijs on day t +
1 resulting from a specific assignment of batches to picker. Lastly, the 
prescriptive module aims to find the best assignment of batches to 
pickers that minimizes the objective function described by Eq. (1) and 
satisfies the constraints reported by Eqs. (2) to (9). It receives as input 

Fig. 1. Framework of the proposed approach.  
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the predicted time Tijs coming from the predictive modules and pro
gressively builds better assignments of orders to pickers. 

3.3.1. Predictive module 
As shown in Fig. 1, the predictive module adopted in the proposed 

approach communicates with the features engineering and prescriptive 
modules. In particular, it receives the value of the quantitative and 
spatial features of the batch (modeled by the parameters sumcj, meancj, 
uniquepj) and the value computed in the feature engineering module of 
the variables related to the pickers’ fatigue (modeled by the parameters 
Fijsc, Fijsp) and variables related to their learning mechanism (modeled by 
the parameters Lijsc, Lijsp). Although different options could have been 
adopted to build the predictive module, a ML model called Catboost was 
proposed for the predictive module. 

The decision to utilize CatBoost, a non-linear gradient boosting 
model, for the predictive module was made for several reasons. Firstly, 
while linear models are typically quicker to train (Hastie & Pregibon, 
2017), non-linear machine learning models such as CatBoost excel at 
capturing complex relationships and patterns, particularly in large 
datasets (Mahmoudi, 2018; Strang et al., 2018). Secondly, compared to 
other non-linear black box models like neural networks or support 
vector machines, gradient boosting models offer higher explainability 
(Burkart & Huber, 2021). Lastly, among gradient boosting algorithms, 
CatBoost, despite requiring longer training times than LightGBM, has 
demonstrated superior predictive performance when applied to tabular 
data (Dorogush et al., 2018). Given the complexity of the relationships 
in the dataset and the availability of ample tabular training data, Cat
Boost was deemed the most suitable choice for the predictive module. 

3.3.2. Prescriptive module 
The prescriptive module adopted to solve the problem formulated in 

Section 3.2 was obtained by adapting the GA proposed by Chu and 
Beasley (1997) to solve the general assignment problem. 

Multiple alternative solutions have been evaluated to solve the 
problem described in Sections 3.1 and 3.2 based on their applicability 
and potential performance. In particular, linear programming, GAs, and 
other metaheuristic approaches like simulated annealing, particle 
swarm optimization, and ant colony optimization were all considered as 
possible solutions. However, linear programming was ruled out due to 
its limitation to problems with linear objective functions and con
straints. Since the mathematical formulation of the problem under 
investigation featured a non-linear objective function (as expressed by 
Eq. (10), linear programming was deemed impractical. 

Conversely, GAs, simulated annealing, particle swarm optimization, 
and ant colony optimization were all deemed suitable for handling non- 
linear functions. Considering that the efficacy of different metaheuristic 
techniques often depends on the specific problem at hand, a review of 
the literature was conducted to identify the most suitable algorithm. The 
literature survey revealed a prevalent use of GAs in solving operational 
optimization problems in OP, as evidenced by numerous studies (Cano 
et al., 2021, Cano et al., 2022, Cano et al., 2023; Pan et al., 2015; 
Schrotenboer et al., 2017). Consequently, a GA was chosen to be 
implemented as the solving technique in the prescriptive module. 

A GA was thus implemented in the prescriptive module to commu
nicate with the predictive one and progressively build the best assign
ment of batches to pickers. In the following, the encoding format of the 
solution and the initial population generation mechanism, the fitness 
and unfitness function, the population update procedure, and the 
termination criteria of the GA are detailed. 

3.3.2.1. Solution encoding format and initial population. In the proposed 
GA, a generic solution (i.e., an individual) is an ordered vector of integer 
values. The length of the vector is equal to the number of batches to 
execute in a working day, while the integer numbers reported in each 
vector position (i.e., genes) indicate the picker in charge of that batch. 

This representation ensures that Eqs. (2) and (3) of the problem 
formulated in Section 3.2 are automatically satisfied since exactly one 
picker is assigned to each batch in a specific position. However, this 
representation does not guarantee that the capacity constraints 
expressed by Eq. (4) are satisfied. According to this encoding format, the 
initial population of the GA is thus generated by N individuals, con
structed by randomly assigning a picker to each batch. Fig. 2 illustrates 
each individual’s encoding format and how these individuals constitute 
the population. 

3.3.2.2. Fitness and unfitness functions. For each individual of the pop
ulation, the value of two functions is computed to guide the GA in 
generating progressively better solutions. These two values are obtained 
by integrating the predictive module with the prescriptive and features 
engineering ones. The fitness function fk, of the solution k is equal to: 

fk =
∑

j∈J
tpredskj, j (13)  

where skj represents the picker assigned to batch j in solution k, and tpred
skj, j 

is the time the picker requires to complete batch j in solution k obtained 
from the predictive module once the learning and fatigue features of the 
new solution are computed by the feature engineering module. 

In the same way, the unfitness value of a solution k, uk, which is a 
measure of its infeasibility, is computed as follows: 

uk =
∑

i∈I
max

[

0,

(
∑

j∈J,skj=i
tpredskj, j

)

− Ci

]

(14) 

For a specific solution, Eq. (14) thus compares the predicted picking 
time required by the picker to complete all the missions assigned to them 
and their respective maximum available working time. Therefore, a 
feasible solution to the problem is obtained only when uk = 0, that is, the 
predicted time for each picker to complete all the missions assigned, 
does not exceed their maximum available daily working time. 

3.3.2.3. Population update mechanism. Once the fitness and unfitness 
functions have been computed, two individuals (i.e., parents) are 
selected for reproduction. A binary tournament selection method is 
adopted, as in Chu and Beasley (1997), to generate each parent. In each 
binary tournament, two individuals are randomly selected, and the one 
with the lowest fitness function is chosen to create a parent. Thereafter, 
a one-point crossover operator is applied to generate a new individual (i. 
e., a child). Here, a crossover point p is randomly selected, and the 
resulting child is composed of the first p genes from their first parent and 
the remaining ones from the second parent. Furthermore, a mutation 
procedure is also applied to the generated child at each iteration. In the 
mutation procedure, two randomly selected genes are exchanged (i.e., 
batches are exchanged between two pickers). The crossover and muta
tion procedures are executed at each iteration of the GA (i.e., with a 
crossover and mutation probability equal to 1). 

Lastly, a local improvement is performed to improve the feasibility of 
the generated child. For each picker i, if their working capacity is 
exceeded, a batch executed by picker i is randomly selected and assigned 
to the first picker in set I with enough free capacity. The generated child 
is thus adopted to replace the individual in the population with the 
highest unfitness value (i.e., the most infeasible solution). If the popu
lation consists of all feasible solutions (uk = 0, ∀k), the individual with 
the lowest fitness is replaced. 

3.3.2.4. Termination criteria. Starting from the randomly initially 
generated population, the fitness and unfitness computation step, the 
population updating mechanism, and the computation of the fitness and 
unfitness values for the newly generated child are repeated until M non- 
duplicate children have been generated without improving the best so
lution found so far. In addition, according to the daily nature of the 
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problem, a time limit of 8 h is adopted as an additional termination 
criterion. 

3.4. Experimental design 

In this section, the data collected to test and compare the proposed 
approach against different benchmarks are illustrated. Thereafter, the 
different comparisons and analyses made are detailed together with the 
metrics adopted to evaluate each comparison. Lastly, the settings 
adopted to conduct the experimental comparisons and analysis are 
presented. 

3.4.1. Data collection 
A real case study of a retail grocery store was used to evaluate the 

potential of the proposed approach. The investigated warehouse consists 
of 27 areas, 50 different aisles, 13 picking levels, and 985 different 
picking locations. In the experiments, it was assumed that the batch 
creation and routing policies are not modifiable, as set out in Section 3.1. 
Furthermore, managers are supposed to know the picking missions that 
must be executed a day in advance due to planning activities. Data were 
taken from the historical record provided by the WMS over one year, 
from 2021 to 2022. The period selected to test the approach was iden
tified based on interviews with domain experts, who described a 
representative number of days to capture the dynamics occurring in the 
warehouse. The level of picker turnover identified in the warehouse did 
indeed suggest that a longer period would not lead to additional infor
mation. Furthermore, more than 300 pickers were found to be working 
over the selected period, which was assumed to be a sufficient number to 
investigate learning and fatigue differences. In addition, no task vari
ability has been observed over this period. A statistical summary of the 
main daily operational indicators related to the investigated case study 
is reported in Table 2. 

3.4.2. Experimental comparisons and analyses 
Three different comparisons were performed to investigate the 

effectiveness of the three different modules composing the approach 
described in Section 3.3. In addition, a specific analysis was performed 
to explain how the quantitative and spatial features of batches and 
pickers’ fatigue and learning indicators affect the picking time. 

3.4.2.1. Predictive accuracy comparison. In the first comparison, the 
effectiveness of the proposed predictive modules based on a non-linear 
CatBoost model was tested by first comparing it against a linear pre
dictor and, subsequent, against other non-linear models. A linear 
regression model (LINEAR) was used as the linear predictor benchmark, 

while a multi-layer perceptron (MLP) and an XGBoost (XGBOOST) 
model were adopted as non-linear benchmarks. All these models were 
implemented in Python, recurring to the Scikit-Learn library (Pedregosa 
et al., 2011). The mean absolute error (MAE), mean squared error 
(MSE), and coefficient of correlation (R2) were used to compare the 
performance of the proposed CatBoost model against those of the 
benchmarks. Furthermore, the training time required by each model to 
learn the relationship between the picking time and the adopted features 
is reported in seconds. The MAE, MSE, and R2 metrics are defined as 
follows: 

MAE =
1
N
∑N

j=1

⃒
⃒Yj − Ŷ j

⃒
⃒ (15)  

MSE =
1
N

∑N

j=1

(
Yj − Ŷ j

)2 (16)  

R2 = 1 −
∑T

t=1

(
Yj − Ŷ j

)2

(
Yj − Ȳ

)2 (17)  

where Yj is the true value of the batch picking time for batch j, Ȳ is the 
mean value of the batch picking time over the N observations, and Ŷ j is 
the predicted picking time for batch j. 

Fig. 2. GA population and individuals encoding format.  

Table 2 
Statistical summary of warehouse operational indicators.  

Indicators Mean Standard 
deviation 

1◦

Quartile 
2◦

Quartile 
3◦

Quartile 

Number of daily 
pickers 

133,4 26,8 125 141 150 

Daily picking time 
[h] 

668,2 195,0 590,0 693,2 765,1 

Number of daily 
batches 

1689,2 429,9 1501,5 1787,0 1953,0 

Number of different 
areas visited by a 
picker in a day 

1,7 1,1 1 1 2 

Number of different 
aisle visited by a 
picker in a day 

8,6 5,5 6 8 11 

Number of different 
picklocation 
visited by a picker 
in a day 

179,4 64,4 148,0 192,0 223,0 

Number of different 
levels visited by a 
picker in a day 

4,2 2,0 3,0 3,0 6,0  
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3.4.2.2. Features engineering comparison. In the second comparison, the 
effectiveness of the features engineering module was evaluated through 
an ablation analysis. In an ablation analysis, the performance of systems 
is investigated by removing components to understand the contribution 
of each component to the system. Therefore, the predictive capability of 
the proposed model when using the overall set of features (ORDER & 
FATIGUE & LEARNING) was compared with the predictive capability of 
the proposed model when a progressively reduced group of features was 
adopted. First, only the features related to quantitative and spatial fea
tures of batches and learning (ORDER & LEARNING) were adopted as 
benchmarks. Thereafter, only the features related to the quantitative 
and spatial features of batches and fatigue (ORDER & FATIGUE) were 
selected. Lastly, only the features related to the quantitative and spatial 
features of batches (ORDER) were provided to the model. The same 
metrics adopted in Section 3.4.2.1 were chosen for this analysis. 

3.4.2.3. Batch assignment strategy comparison. In the third comparison, 
the advantages of the proposed approach were tested against an 
assignment strategy that did not explicitly consider learning and fatigue 
during the assignment. The procedure adopted for the comparison is 
illustrated in Fig. 3. 

In the proposed strategy, the prescriptive module (GA) is guided by a 
predictive module (HBLF) that predicts the future batch picking time 
(Tijs) considering from the beginning the quantitative and spatial fea
tures of batches (B) and the learning (L) and fatigue indicators (F) of 
pickers resulting from a given assignment (X). On the other hand, to 
simulate the benchmark strategy, the prescriptive module was guided in 
this case by a predictive module (HB ) that predicts the batch picking 
time only based on the quantitative and spatial features of batches (B). 

Once the final optimal assignments were obtained respectively from 
the benchmark strategy (X*

B) and the proposed strategy (X*
BLF), an ex-post 

computation of pickers’ learning and fatigue indicators related to the 
optimal solution obtained from the proposed approach and from the 
benchmark strategy was performed. Thereafter, the learning and fatigue 
indicators computed ex post, together with the quantitative and spatial 
features of the batches, were used to recompute the picking time based 
on a unique common predictive module (HBLF). Lastly, relying on the 

new predicted picking time (T*
ijs) the fitness (FBLF

(
T*

ijs

)
) and unfitness 

(UBLF

(
T*

ijs

)
) value of the optimal solution identified by the proposed 

approach and the fitness (FB

(
T*

ijs

)
) and unfitness UB

(
T*

ijs

)
value of the 

optimal solution identified by the benchmark strategy were compared 
according to Eqs. (13) and (14) and adopted as metrics for the 
comparison. 

The adopted procedure was chosen to provide a fair simulated 
comparison between the two approaches. Indeed, it was necessary to use 
a common unique predictive module (HBLF) to avoid differences in the 
results related to the different levels of accuracy of the two predictive 
modules. Furthermore, the decision to adopt the predictive module 
(HBLF) for the comparison was based on the assumption that the picking 
time predicted using as input the quantitative and spatial features of 
batches and the learning and fatigue indicators of pickers represents the 
closest estimation to the reality of the picking time a picker would have 
required to complete a batch. 

A comparison between an assignment strategy that assigns batches to 
pickers without considering their learning and fatigue and the proposed 
approach, which explicitly considers these elements during the assign
ment, thus aims to understand if the latter approach can lead to more 
feasible solutions (lower unfitness) or a reduction of the overall picking 
time (lower fitness). On the one hand, an assignment of batches to 
pickers based on a prediction that does not consider their learning and 
fatigue mechanism from the beginning could result, in reality, in an 
amount of work that exceeds the daily working time of pickers. On the 
other hand, assuming that a feasible solution is obtained in both cases, 
not optimizing learning and fatigue could, in reality, lead to a higher 
picking time due to the fact that this aspect was not taken into 
consideration. 

3.4.2.4. Model explainability analysis. In conclusion, to investigate the 
relevance of the overall set of adopted features and understand how 
these features affect the picking time, SHAP values (Lundberg & Lee, 
2017) were adopted to explain the predictive module. For each batch of 
picking orders considered in the case study, SHAP values provided in
formation about how each feature contributes to the final predictions of 
the picking time of that batch. In particular, the SHAP value of each 
feature reports the positive or negative contribution of the feature with 

Fig. 3. Batch Assignment Strategy Comparison.  
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respect to the mean picking time computed over all the considered 
batches. A SHAP value of 10 for a specific feature when considering a 
specific batch thus indicates that the value reported for that feature 
seems to increase the picking time of that batch of 10 units with respect 
to the mean picking time computed over all the batches. 

3.4.3. Experimental set-up 
The collected historical data described in Section 3.4.1 were split 

into two consecutive temporal subsets to perform the comparisons and 
analyses described in the previous sections. The first 219 days of the 
dataset, corresponding to 90 % of the total observations, were used as 
the training set, while the remaining 21 days were used as the test set. 
The training set was used to allow the predictive module to learn the 
historical relationship between the batch picking time, the pickers’ 
learning and fatigue indicators, and the quantitative and spatial features 
of batches. The test set, which was not used to train the predictive 
module, was used to perform the comparisons described in Section 
3.4.2. 

A description of the cardinality and values of sets I, J, C, and P 
defined in Section 3.2.1 for the 21 days constituting the test set is pro
vided in Table 3. Furthermore, a description of the 28 different features 
used in the prediction is reported in Tables 4, 5, and 6. In particular, 
Table 4 reports the 12 features adopted to model the quantitative and 
spatial features of batches (representing the parameters sumcj, meancj, 
and uniquepj). Table 5 reports the remaining eight features describing 

pickers’ learning mechanisms (representing the parameters Lijsc and 
Lijsp). Table 6 reports the eight features adopted to express pickers’ fa
tigue (representing the parameters Fijsc and Fijsp). The hyperparameters 
adopted for the predictive models are reported in Table 7. These 
hyperparameters were selected by applying a random search strategy 
over the training set. Lastly, details about the GA parameters adopted in 
the comparison described in Section 3.4.2.3 are reported in Table 8. The 
number of solutions per population and the number of accepted at
tempts made without improvement were chosen as reported in the 
original algorithm proposed by Chu and Beasley (1997). 

4. Results 

In this section, the results of the comparisons and analyses described 
in Section 3.4.2 are reported. 

Table 3 
Cardinality and values of the parameters adopted in the prescriptive modules 
related to the days of the test set.  

Day |I| |J| |S| Set C Set P 

1 151 1785 1785 weight, volume, 
quantity,distance 

aisle, pick level, pick 
location 

2 153 1913 1913 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

3 147 1966 1966 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

4 162 1995 1995 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

5 151 2054 2054 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

6 147 1989 1989 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

7 146 2107 2107 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

8 152 1864 1864 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

9 155 2036 2036 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

10 144 1766 1766 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

11 149 1877 1877 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

12 145 1589 1589 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

13 142 1329 1329 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

14 140 1518 1518 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

15 160 1549 1549 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

16 155 1542 1542 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

17 149 1820 1820 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

18 153 1637 1637 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

19 155 1630 1630 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

20 149 1551 1551 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location 

21 155 1673 1673 weight, volume, 
quantity,distance 

aisle,pick level, pick 
location  

Table 4 
Quantitative and spatial features adopted in the predictive module.  

ID Category Description 

SUM_PICKED_WEIGHT_ 
[KG] 

sumcj Sum of the weight of all the articles to 
pick in batch j 

SUM_PICKED_VOLUME_[L] sumcj Sum of the volume of all the articles to 
pick in batch j 

SUM_PICKED_QTY sumcj Sum of the quantity of all the articles to 
pick in batch j 

SUM_DISTANCE sumcj Sum of the distance to travel to pick all 
the articles in batch j 

MEAN_PICKED_WEIGHT_ 
[KG] 

meancj Mean of the weight of all the articles to 
pick in batch j 

MEAN_PICKED_VOLUME_ 
[L] 

meancj Mean of the volume of all the articles to 
pick in batch j 

MEAN_PICKED_QTY meancj Mean of the quantity of all the articles to 
pick in batch j 

MEAN_DISTANCE meancj Mean distance to travel to pick all the 
articles in batch j 

UNIQUE_AREAS uniquepj Number of different areas to visit to pick 
all the articles in batch j 

UNIQUE_AISLE uniquepj Number of different aisles to visit to pick 
all the articles in batch j 

UNIQUE_PICKLOCATION uniquepj Number of different pick locations to 
visit to pick all the articles in batch j 

UNIQUE_LEVELS uniquepj Number of different levels to visit to pick 
all the articles in batch j  

Table 5 
Learning features adopted in the predictive module.  

ID Category Description 

LEA_SUM_PICKED_WEIGHT_ 
[KG] 

Lijsc Historical cumulated sum of picked 
weight up to batch j 

LEA_SUM_PICKED_VOLUME_ 
[L] 

Lijsc Historical cumulated sum of picked 
volume up to batch j 

LEA_SUM_PICKED_QTY Lijsc Historical cumulated sum of picked 
quantity up to batch j 

LEA_SUM_DISTANCE Lijsc Historical sum of traveled distance 
up to batch j 

LEA_UNIQUE_AREAS Lijsp Historical cumulated number of 
different visited areas of the 
warehouse up to batch j 

LEA_UNIQUE_AISLE Lijsp Historical cumulated number of 
different visited aisles of the 
warehouse up to batch j 

LEA_UNIQUE_PICKLOCATION Lijsp Historical cumulated number of 
different visited pick locations of the 
warehouse up to batch j 

LEA_UNIQUE_LEVELS Lijsp Historical cumulated number of 
different visited levels of the 
warehouse up to batch j  
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4.1. Results of the predictive accuracy comparison 

Fig. 4 reports the accuracy reached in different metrics by the 
adopted non-linear CatBoost model against that reached by the bench
marks when the entire set of 28 features modeling the spatial and the 
quantitative features of batches and pickers’ learning and fatigue 
mechanisms are adopted. According to the chart, the proposed CatBoost 
model outperforms both the linear and non-linear models in every ac
curacy metric. The highest performance difference is reported between 
the proposed CatBoost model and the linear regression model. In 
particular, a reduction of the prediction error of 43.0 % in terms of MAE, 
83.0 % in terms of MSE, and an increase of 5,3% in terms of R2 is re
ported. This improvement comes, however, at the price of an increase in 
the training time of the model of 98.4 %. On the other hand, minor 
improvements can be found against the non-linear benchmarks. In 
particular, considering the XGBoost model, which represents the best 
model in the group of non-linear benchmarks, a reduction of the pre
diction error of 2.8 % in terms of MAE, 10.2 % in terms of MSE, and an 
increase of 0.6 % in terms of R2 is reported. In addition, the XGboost 
model was found to be 91.5 % faster than the proposed one. 

4.2. Results of the features engineering comparison 

Fig. 5 reports the accuracy reached in different metrics by the pro
posed non-linear CatBoost model when different sets of features are 
provided as input to the model. Compared to the set of features that only 
considers the quantitative and spatial features of a batch (ORDER), the 
addition of features related to pickers’ fatigue (ORDER & FATIGUE) or 
to pickers’ learning (ORDER & LEARNING) can, respectively, lead to a 
reduction of the prediction error of 0.6 % and 20.3 % in terms of MAE. 
Furthermore, considering the entire set of features (ORDER & FATIGUE 
& LEARNING) enables an overall reduction of 21.5 % in terms of MAE 
compared to the initial set of features (ORDER). The reduction of the 
prediction error comes at the cost of an increase in training time of the 
model of 6.1 % when considering the ORDER & FATIGUE set of features, 
42.7 % when considering the ORDER & LEARNING set of features, and 
46.1 % when considering the entire set of features (ORDER & FATIGUE 
& LEARNING). 

4.3. Results of the batch assignment strategy comparison 

Table 9 reports the comparison between the predicted fitness and 
unfitness values computed for the optimal solutions obtained from the 
proposed approach and from the benchmark strategy according to the 
procedure described in Section 3.4.2.4. 

The results reported in Table 9 were analyzed to investigate whether 
there was a significant difference between the fitness values resulting 
from the proposed approach and those resulting from adopting the 
benchmark strategy. The normal distribution of data was checked and 
confirmed by conducting a Shapiro–Wilk test (Shapiro & Wilk, 1965) 
and a t-test was adopted for the investigation. A p-value of 0.9983, thus 
greater than the adopted significance level of 0.005, was found, sug
gesting that there is no significant difference between the mean of the 
fitness values reported from the proposed approach and that reported 
from the benchmark strategy. 

The same procedure was used to investigate whether there was a 
significant difference between the unfitness values resulting from the 
proposed approach and the benchmark. In this case, however, the 
normal distribution of data was not confirmed by the Shapiro–Wilk test. 
A Wilcoxon signed-ranked test (Wilcoxon, 1945) was thus performed in 
this case. Here, a p-value of 8.85 x 10− 5, thus smaller than the adopted 
significance level of 0.005, was found, suggesting that there is a signif
icant difference between the mean of the unfitness values reported from 
the proposed approach and that reported when using the benchmark 
strategy. 

Indeed, an assignment strategy that assigns batches to pickers based 
on a batch picking time predicted without considering pickers’ learning 
and fatigue indicators results, on average, in 95 % of unfeasible solutions 
compared to the 24 % obtained from the proposed strategy. 

4.4. Results of the model explainability analysis 

Fig. 6 reports the distribution of the SHAP values related to the first 
20 most relevant features of the 28 considered. The features are ranked 
from the highest to lowest according to their relevance. Furthermore, 
how the value of each feature affects its SHAP value is reported. Ac
cording to the chart, the most relevant features are the quantitative and 
spatial features of batches, such as the number of different pick locations 
to visit and the mean volume to pick in a batch. The higher their value, 
the higher the picking time required to complete the batch. Learning 
indicators follow: the higher their value, the lower the picking time to 
complete the batch. This is true for all the learning indicators, with the 
exceptions of those related to the cumulated sum of traveled distance 
and the cumulated number of different visited areas of the warehouse. 
Lastly, fatigue indicators report a lower relevance. Furthermore, the 
higher they are, the lower the picking time they generate. 

Table 6 
Fatigue features adopted in the predictive module.  

ID Category Description 

FAT_SUM_PICKED_WEIGHT_ 
[KG] 

Fijsc Daily cumulated sum of picked 
weight up to batch j 

FAT_SUM_PICKED_VOLUME_ 
[L] 

Fijsc Daily cumulated sum of picked 
volume up to batch j 

FAT_SUM_PICKED_QTY Fijsc Daily cumulated sum of picked 
quantity up to batch j 

FAT_SUM_DISTANCE Fijsc Daily sum of traveled distance up to 
batch j 

FAT_UNIQUE_AREAS Fijsp Daily cumulated number of different 
visited areas of the warehouse up to 
batch j 

FAT_UNIQUE_AISLE Fijsp Daily cumulated number of different 
visited aisles of the warehouse up to 
batch j 

FAT_UNIQUE_PICKLOCATION Fijsp Daily cumulated number of different 
visited pick locations of the 
warehouse up to batch j 

FAT_UNIQUE_LEVELS Fijsp Daily cumulated number of different 
visited levels of the warehouse up to 
batch j  

Table 7 
Hyperparameter values of predictive models.  

Model Hyperparameters Values 

MLP Loss function MSE 
MLP Hidden_layer_sizes 100 
MLP Learning_rate 0.001 
MLP Iterations 200 
XGBOOST Loss function MSE 
XGBOOST Learning rate 0.3 
XGBOOST Iterations 100 
CATBOOST Loss function MSE 
CATBOOST Learning rate 0.1 
CATBOOST Iterations 1000  

Table 8 
Parameters of GA.  

Parameters Values 

Solution per population 100 
Number of accepted attempts without improvement 500′000 
Parent selection method Binary tournament 
Child generation method One point crossover 
Mutation method One point exchange  
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5. Discussion 

This paper investigates the problem of simultaneously considering 
mental (learning) and physical (fatigue) human factors with quantita
tive and spatial features of batches when planning the future assignment 
of batches to pickers in manual order-picking systems. In particular, a 
new approach is proposed to solve the problem. In the proposed 
approach, a non-linear machine learning model has been adopted to 
predict the batch picking time based on quantitative and spatial features 
of batches and on fatigue and learning indicators of pickers. The pre
dicted picking time is then integrated within a customized GA to pro
duce optimized assignment of batches to pickers considering their 
learning and fatigue mechanisms. 

Multiple experiments have been performed based on a real dataset 
reporting 1 year of data from a manual warehouse of grocery retail to 
investigate the advantages of the modules composing the proposed in
tegrated approach. First, the predictive accuracy of the proposed non 
linear model has been compared with those resulting from other linear 
and non linear benchmark. Afterward, an ablation analysis has been 
performed to investigate the relevance of considering different features 
when predicting the batch picking time. Moreover, a comparison 

between an assignment strategy that assigns batches to pickers without 
considering their learning and fatigue indicators from the beginning is 
performed to test the advantages of the proposed assignment strategy. 
Lastly, a model explainability analysis has been performed to investigate 
how and how much quantitative and spatial features of batches and 
learning and fatigue indicators of pickers affect the batch picking time. 

Empirical results suggested significative advantages in terms of 
reduction of prediction error when predictions of the batch picking time 
are performed based on the proposed non linear model rather than a 
linear one. This evidence is supported by a wide corpus of literature 
reporting the advantages of ML when there is the need to handle high 
dimensional data to describe complex environments. Moreover, 
although machine learning has been rarely adopted to predict the batch 
picking time, this evidence is in line with the study conducted in Fal
kenberg & Spinler, (2023), where machine learning models have been 
found to work well to predict operators’ productivity in manual order 
picking systems. 

Moreover, the improved predictive accuracy reported when consid
ering simultaneously quantitative and spatial features of batches and 
learning and fatigue indicators of pickers support the necessity also re
ported in other studies to consider human factors in order picking 

Fig. 4. Model accuracy comparison when quantitative and spatial features of batches and pickers’ learning and fatigue indicators are adopted as input features for 
the predictive models. 

Fig. 5. Comparison of the accuracy reached by the proposed CatBoost model when different sets of features are provided as input to the predictive model.  
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problems (Grosse et al., 2017). This necessity is made even more evident 
from the results of the comparison performed between the proposed 
assignment strategy and an assignment strategy that assigns batches to 
pickers based on a batch picking time predicted without considering 
learning and fatigue indicators. The latter assignment has indeed shown 
to lead to unfeasible solutions for the assignment problem. The lack of 
consideration of learning and fatigue mechanism can indeed lead to 
inaccurate estimations of the batch picking time leading to assignments 
that exceed the working time of pickers when adopted in reality. 

Lastly, some unexpected results were found when the non-linear 
predictive model was explained, recurring with the use of SHAP 
values. While learning indicators were expected to decrease the picking 
time and fatigue ones to increase it, this expectation has not always been 
met. Learning indicators related to the cumulated sum of traveled dis
tance and the cumulated number of different visited areas of the ware
house have been shown to lead to an increase in picking time. On the 
contrary, fatigue indicators that were expected to increase the picking 
time have been found to reduce it. Explanations for these results could 

Table 9 
Comparison between the predicted fitness and unfitness values of solutions obtained from the proposed assignment strategy against a benchmark strategy that does not 
consider fatigue and learning aspects during the assignment.  

Day Fitness value Unfitness value Number of operators  

Proposed Benchmark Proposed Benchmark Proposed Benchmark 

1 2.385.471 2.376.083 0 26.354 151 151 
2 2.452.008 2.438.553 0 6.534 153 153 
3 2.337.147 2.308.838 0 21.481 147 147 
4 2.554.113 2.561.188 0 21.176 162 162 
5 2.719.931 2.731.041 4.202 41.402 151 151 
6 2.603.606 2.585.442 2.171 47.745 148 148 
7 2.940.025 2.944.637 20.508 84.296 146 146 
8 2.388.639 2.384.664 0 36.743 152 152 
9 2.632.972 2.629.194 0 29.759 155 155 
10 2.502.851 2.507.411 651 40.882 144 144 
11 2.458.728 2.457.352 0 24.898 149 149 
12 2.352.343 2.343.415 0 36.886 146 146 
13 1.738.270 1.769.415 0 7.842 142 142 
14 2.332.028 2.348.254 0 9.167 140 140 
15 2.521.202 2.509.703 0 39.035 160 160 
16 2.596.117 2.616.591 596 60.503 155 155 
17 2.469.213 2.465.966 0 49.673 150 150 
18 2.241.687 2.224.987 0 0 153 153 
19 2.069.211 2.086.261 0 6.995 156 156 
20 2.129.173 2.138.582 0 7.143 149 149 
21 2.356.388 2.350.036 0 7.534 155 155  

Fig. 6. Predictive model explanation obtained by computing the SHAP values of the model.  
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be due to the procedure adopted to compute this indicator. Learning 
indicators have been indeed assumed to be computed by cumulating a 
value over the entire working history of a picker, while fatigue in
dicators have been assumed to be computed over each working day of a 
picker. According to these explanations, learning could also happen 
daily, while fatigue can also be viewed across a whole week, month or 
even a picker’s entire working life. Similar results have been found in 
Winkelhaus et al., (2018), where a small amount of fatigue has been 
found to support learning effects. Furthermore, in Daria et al., (2017) an 
overuse of operators has been identified as a possible source of lower 
efficiency in the long-term period. 

6. Conclusion and future research 

6.1. Practical implications 

The results of this study lead to three main practical implications. 
First, results highlight the capability of the presented approach to better 
predict the batch picking time in manual order picking systems. Pre
dictions of task performance times bear significant relevance for com
panies, as they enable optimized resource planning and allocation as 
well as enhanced operational efficiency. Precise time predictions are 
instrumental and required for streamlining workflow, reducing bottle
necks, and ensuring a more balanced workload distribution. Further
more, the accuracy in forecasting performance times contributes to 
improved customer satisfaction by ensuring timely order announcement 
and fulfillment, a critical aspect in e-commerce operations. 

Second, the presented approach allows to generate more human- 
centric assignment routines for allocating batches towards pickers. 
This aspect is particularly relevant as it takes human differences into 
account on an individual level when allocating tasks. Managers can 
apply the proposed methodology to mitigate the detrimental effects of 
fatigue while simultaneously amplifying the beneficial impacts of 
accumulated experience. Recognizing and accounting for these human 
factors is not merely about adapting to individual capabilities, it also 
involves quantifying and using the individual strengths of human 
workers and tailoring task assignments accordingly. These alignments 
are especially relevant in the evolving landscape of Industry 5.0, where 
the synergy between human-centricity and technological advancements 
aims at promoting worker well-being and job satisfaction while main
taining or increasing high productivity levels. 

Third, the results stress the general necessity for managers to 
consider human factors in manual order-picking systems. Prior research 
on work-rate variability has identified the task itself, the work envi
ronment, and the human worker executing the task as major sources of 
variance in average process performance. Human-related performance 
variance mainly originates from physical and mental conditions, social 
aspects, or work experience. In the context of Operations Management, 
specifically in the case of order picking, Matusiak (2017) quantifies 
significant differences of up to 10 % in average task performance be
tween individual workers. Therefore, our study underlines the necessity 
of integrating human factors in optimization models for order picking 
systems because they are an essential element. If not considered, they 
can indeed lead to infeasible assignment planning. 

6.2. Methodological implications 

From a methodological perspective, the findings suggest advanced 
machine learning models as a prerequisite to comprehensively model 
complex industrial systems involving humans. Prior research has mostly 
applied methods from the domain of multivariate statistics, e.g. ordinary 
least square regressions, multi-level models, or accelerated failure time 
models. While these parametric methods hold strong assumptions for 
the distribution of dependent or independent variables, they might over 
or underestimate experience and fatigue effects. This study addresses 
these shortcomings and proposes the application of an alternative 

methodology. This has a very high transfer potential to other areas and 
application fields in operations and supply chain management and 
beyond. 

Furthermore, our study provides the first-time proof regarding the 
possibility of integrating predictive and prescriptive tools to optimize 
order-picking systems. The convergence of predictive analytics with 
prescriptive methodologies embodies a transformative step in data- 
driven decision-making, allowing researchers and scholars to proac
tively adapt and optimize operations in real-time based on data insights. 

6.3. Limitations and further research directions 

Our study has limitations, which mainly arise from the use of sec
ondary data. First, we are limited to the data made available by the 
partnering firm. Even though we can identify order pickers by unique 
user identification codes and measure their performance on a granular 
storage location level, we cannot access detailed video tracking data for 
more comprehensive operationalization of our variables. We are still 
confident that our main results are robust, as the secondary data vari
ables are determined objectively. 

Another limitation is that we do not have detailed individual data for 
more comprehensive control variables (i.e., demographic characteristics 
or prior experience). However, we quantity experience by accumulated 
repetitions which is a common approach in literature on learning. 
Therefore, we are convinced that any statistical issues related to omit
ting a variable that indicates individual-level data are effectively 
mitigated. 

Although the behavior of more than 300 pickers has been examined 
and the case study under investigation involves a typical manual order 
picking system, extending the analysis to more case studies could be an 
interesting feature research. Lastly, there are limitations to the gener
alizability of our findings. We study a context in which order pickers 
complete standardized order picking tasks, i.e., traveling to storage lo
cations and retrieving products and no task variability is observed. Our 
findings should be generalizable to other similar standardized order 
picking tasks. However, some of our results could be dependent on the 
type of task that order pickers are completing and may not replicate in 
settings involving additional tasks, i.e., replenishing racks or storage 
locations or settings with high task variability. 

Our research lays the groundwork for future studies aimed at 
developing comprehensive approaches to effectively address the com
plexities of operational challenges in human order picking systems. One 
potential direction for future research involves incorporating a broader 
range of personal factors into predictive models. By exploring the ad
vantages, costs, and ethical implications of collecting additional human 
factors indicators, researchers can test more complex predictive models 
based on this data. This could include investigating various classifica
tions of human factors and considering factors such as mental aspects, 
motivation, stress, and how they interact with environmental indicators 
like light levels, noise, or temperature. Additionally, future research 
could expand beyond predicting system efficiency to forecasting and 
optimizing other important aspects such as picking accuracy, picker 
turnover, and injuries. 

Another promising avenue for future research is extending pre
scriptive modules to integrate batch assignment with other typical 
operational order picking tasks. While our proposed approach assumes 
fixed batch compositions and routing policies, an integrated design of 
batches, routing policies, and assignment strategies could maximize 
overall system efficiency. Moreover, considering additional task-related 
constraints commonly encountered in order picking contexts, such as 
order precedence or time windows, can enhance the usability and 
practical applicability of these models among practitioners. 
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