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Abstract—Type 2 diabetes is the most common chronic
disease for the elderly people. This disease is difficult to be
cured and causes continued medical expenses. The early
and personalized risk assessment of type 2 diabetes is
necessary. So far, various type 2 diabetes risk prediction
methods have been proposed. However, these methods
have three major issues: 1) not fully considering the im-
portance of personal information and rating information of
healthcare system, 2) not adopting the long-term tempo-
ral information, and 3) not comprehensively capturing the
correlation between the diabetes risk factor categories. To
address these issues, the personalized risk assessment
framework for elderly people with type 2 diabetes is needed.
However, it is very challenging due to two reasons, namely
imbalanced label distribution and high-dimensional fea-
tures. In this paper, we propose diabetes mellitus network
framework (DMNet) for type 2 diabetes risk assessment
of elderly people. Specifically, we propose tandem long
short-term memory to extract the long-term temporal in-
formation of different diabetes risk categories. In addition,
the tandem mechanism is used to capture the correlation
between the diabetes risk factor categories. To balance the
label distribution, we adopt the method of synthetic minor-
ity over-sampling technique with Tomek links. To form the
better feature representations, we utilize entity embedding
to solve the problem of high-dimensional features. To eval-
uate the performance of our proposed method, we conduct
the experiments on a real-world dataset called Research on
Early Life and Aging Trends and Effects. The experiment
results show that DMNet outperforms the baseline methods
in terms of six evaluation metrics (i.e., accuracy of 0.94,
balanced accuracy of 0.94, precision of 0.95, F1-score of
0.95, recall of 0.95 and AUC of 0.94).
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I. INTRODUCTION

D IABETES mellitus (DM), commonly known as diabetes,
is a global prevalent chronic illness. According to Interna-

tional Diabetes Federation, the number of worldwide diabetes
patients is more than 537 million in 2021 [1]. Among the elderly
people, type 2 diabetes (T2D) is the most common chronic
disease, and the cure of it is difficult [2], [3]. The annual cost of
treatment worldwide exceeds $1.3 trillion [4]. Moreover, T2D
patients require constant medical care, which places a burden
on the health insurance system. To make matters worse, nearly
1 in 2 elderly people with this disease go undiagnosed [5], [6].
Facts have proved that early risk assessment of T2D is the most
effective way to alleviate the suffering of the patients and to avoid
the high cost of medical treatment [7]. In addition, personalized
assessment based on individual differences (e.g., environment,
lifestyle, etc.) can lead to more accurate diagnosis, especially in
the early stage of the disease [8], [9]. Therefore, in this paper,
we focus on personalized early detection of T2D for elderly
people.

So far, various T2D risk prediction methods based on be-
havioural logs and pathophysiological records have been pro-
posed [10], [11], [12]. However, these works have three major
issues. First, they failed to explore the personal information (e.g.,
early life condition) and the rating information of the healthcare
systems thoroughly. It has been pointed out in [13] that these two
kinds of information are substantial in the diagnosis of diabetes.
Second, these methods did not consider the long-term impact of
the patients’ temporal information. Since diabetes is a chronic
disease, capturing the long-term effects of different patients’
features can increase the accuracy of diabetes diagnosis [14].
Third, the correlations between the diabetes risk factor cate-
gories were ignored. Risk factors are usually organized into
different categories. For example, the factors like gender, age
and wealth fall under the category of demographic information,
while the factors like smoke and exercise fall under the category
of lifestyle. Different demographic information has different
impacts on adult lifestyle [15]. As such, the correlations between
different risk factor categories will influence the chances of
getting the diabetes.
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To address these issues, a reliable personalized T2D risk
assessment framework for elderly people is necessary. However,
it is very challenging due to two reasons: 1) imbalanced label
distribution is common for diabetes patients’ data. It adversely
affects the generalization ability of the models, and 2) features in
healthcare domain usually have very high dimensionality. The
reason is that most works use one-hot encoding to generate large
feature representation matrix. This kind of matrices are usually
high dimensional and very sparse.

In this paper, we propose a framework called diabetes mel-
litus network (DMNet) to predict whether the elderly peo-
ple are at risk of T2D. Specifically, we propose tandem long
short-term memory (T-LSTM) to capture long-term tempo-
ral information of diabetes risk factor categories. The tandem
mechanism can also extract the correlations between different
risk factor categories. Besides, we adopt synthetic minority
oversampling technique with Tomek links (SMOTETomek) to
balance the label distribution. We also utilize entity embed-
ding to generate dense feature representation matrix with much
lower dimensions. In addition, the multilayer perceptron (MLP)
is applied to process both the personalized information from
T-LSTM and the non-personalized rating information of the
healthcare systems. We implement the DMNet using the dataset
“Research on Early Life and Aging Trends and Effects (RE-
LATE)” [16]. To evaluate the performance of the DMNet, we
select accuracy, balanced accuracy, precision, recall, F1-score
and Area Under Curve (AUC) as evaluation metrics. The ex-
periment results show that the DMNet outperforms the baseline
methods.

In summary, the main contributions of this paper are as
follows:

1) We propose DMNet for personalized risk assessment of
T2D for elderly individuals. To the best of our knowledge,
we are the first to use long-term temporal information (12
years) to predict the risk of T2D for elderly people.

2) We apply entity embedding to form the better five feature
representations of risk factor categories. And we design T-
LSTM to capture the long-term temporal information and
the correlations between the five feature representations.

3) We compare the performance of DMNet and baseline
methods on the dataset called RELATE. The experiment
results show that DMNet outperforms all baseline meth-
ods in terms of accuracy, balanced accuracy, precision,
recall, F1-score, and AUC (i.e., accuracy of 0.94, bal-
anced accuracy of 0.94, precision of 0.95, recall of 0.95,
F1-score of 0.95, and AUC of 0.94).

4) Compared with other state-of-the-art risk assessment
frameworks, our work focus on the elderly people. This
work can be widely used in geriatric hospitals and nursing
homes.

The remainder of this paper is organized as follows.
In Section II, we review related works of diabetes risk
assessment. DMNet will be given in Section III. Sec-
tion IV describes the baseline methods, evaluation meth-
ods, experiment environment, performance analysis for DM-
Net and components experiment. We summarize this paper in
Section V.

II. RELATED WORKS

Type 2 diabetes is becoming a major chronic disease for
elderly people. This disease can cause a series of complications
such as stroke, heart disease and impose financial burden to pa-
tients [17], [18]. Therefore, the early risk assessment of diabetes
is necessary for elderly people. First, in the selection of dataset,
most existing works used the dataset called Pima Indian Diabetes
(PID) from University of California Irvine (UCI) [19], [20], [21]
for personalized diabetes risk assessment. This dataset only
includes the medical information such as the number of preg-
nancies, the BMI, insulin level, etc. However, many studies
demonstrated that comprehensive personal information and the
rating information of healthcare system can affect the prevalence
of diabetes [22]. In addition, the patient will not develop diabetes
in the short term [23]. Therefore, comprehensive personal and
medical information of elderly people and long-term temporal
information need to be included. Furthermore, different cate-
gories from personal and medical information exist the potential
correlations [24]. Besides, existing works focused on overall
population-based diabetes risk assessments, but not for elderly
people. However, as the population ages, the proportion of
elderly people with diabetes is increasing among all people with
diabetes [25]. Therefore, research on personalized risk assess-
ment framework for elderly people with diabetes is urgently
needed.

Based on the public dataset above, major works adopted Naive
Bayes (NB), random forest (RF), gradient boosting decision tree
(GBDT), neural network (NN), LSTM to predict the likelihood
of developing diabetes [21], [26], [27], [28]. More specifically,
NB is based on Bayes’ theorem and the assumption of inde-
pendence of features. This method is insensitive to missing
data and has robustness. However, since there is a correlation
between the causes of diabetes [29], [30], the assumption that
each feature in NB is independent of each other is incorrect.
RF can handle high-dimensional data without dimension reduc-
tion [31]. However, RF causes overfitting problems during the
training process. GBDT can prevent the problem of overfitting.
However, the algorithm is not suitable for high-dimensional
sparse features. NN can construct nonlinear models, but the
simple network structure can lead to insufficient learning of
the information from the features. LSTM includes input gate,
output gate, forget gate and memory cell. These gate mecha-
nisms can learn the correlation between hidden states of LSTM.
However, using single LSTM cannot capture the correlations
between the categories from personal and medical informa-
tion. More recently, Alex et al. [32] proposed the framework
called Deep Convolutional Neural Network (DCNN) to predict
whether the people are at risk of T2D. However, convolutional
neural network-based framework cannot extract the temporal
information. Madan et al. [33] proposed the hybrid model named
Convolutional Neural Network-Bidirectional Long Short-term
Memory (CNN-BiLSTM) for diabetes risk assessment. How-
ever, CNN-BiLSTM failed to capture the correlations between
the risk factor categories.

Imbalanced label distribution is a challenge in classification
tasks. In the case of imbalanced label, models may predict



1560 IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 27, NO. 3, MARCH 2023

Fig. 1. An overview of our work. Briefly, DMNet consists of three parts,
namely data preprocessing, model design and classification.

patients will not be at risk for diabetes, which would lead to poor
classification accuracy [34]. Random oversampling is a well-
known solution to imbalanced label distribution. Basso et al.
and Kaltenecker et al. employed random oversampling, which
randomly copied samples from the minority class and added
them to the training dataset [35], [36]. However, this method
can increase the likelihood of occurring overfitting and cause
the sample selection bias [37]. Another method to balance the
label distribution is Synthetic Minority Oversampling Technique
for Nominal and Continuous (SMOTENC) [38]. This method
randomly selects another sample from its nearest neighbor for
each minority sample, and then randomly synthesizes a new
sample within the space of these two selected sample. How-
ever, the synthetic data generated by SMOTENC increases the
probability of overlapping between the label classes. On the
other hand, the high dimensional fea tures are also challenging
for risk assessment of diabetes. Existing works used one-hot
to encode each feature in the diabetes data, which allows the
model to handle categorical features [39]. However, the feature
representation matrix formed by one-hot encoding method is
sparse and huge, which means there are many “0” in the matrix.
The sparse and large feature representation matrix can only
store limited information. Therefore, it is not beneficial for the
learning of models.

III. DMNET FRAMEWORK

In this section, we first give the overview of our work in
Section III-A. Then, the Section III-B introduces the selected
dataset and data preprocessing. After that, we will present the
model design of DMNet in Section III-C. Finally, Section III-D
introduces the classification of DMNet.

A. Overview of Framework

Fig. 1 shows the overview of DMNet framework. It consists
of three parts, namely data preprocessing module, model de-
sign module and classification module. First, we perform data
cleaning and data sampling method (i.e., SMOTETomek) in the
data preprocessing module. After that, model design module is
used for learning the personalized feature representations from
the elderly people. Specifically, we adopt the entity embedding
to generate feature representations matrices. Then, the proposed
tandem LSTM is used to capture the correlation between the risk

TABLE I
CATEGORIES AND VARIABLES OF SELECTED DATASET

factor categories and temporal information. Finally, the classi-
fication module uses the personalized feature representations
and the non-personalized feature to predict whether the elderly
people are at risk for type 2 diabetes.

B. DMNet: Data Preprocessing

We select the real-world dataset called RELATE supported
by the United States Department of Health and Human Ser-
vices, National Institutes of Health and National Institute on
Aging [16]. This dataset is compiled from the major studies
of elderly people around the world and covers a 12-year. In
addition, the samples of RELATE represent the characteristics of
the elderly people in major cities or provinces around the world.
Specifically, the dataset includes harmonized data of elderly
people from the following regions: 1) Africa (e.g., South Africa
and Ghana), 2) Asia (e.g., China and India), 3) Latin America
(e.g., Costa Rica), 4) United State (Puerto Rico and Wisconsin)
and 5) European (e.g., Netherlands). There are 88273 elderly
people’s records in the dataset. And the number of variables is
180.

Fig. 2 shows that data preprocessing is the first part of DMNet.
Initially, the selected dataset contains 180 variables and 88273
samples. First, we delete variables with missing values, which
are caused by restrictions on personal privacy protection laws
in different countries or regions. Then, we remove the elderly
people’s ID because it is the patients’ identification code and
does not contain useful personal and medical information. After
that, there are 35 variables and 23845 elderly people’s records
in the dataset. And the P values of variables are less than 0.001.

The Table I shows the categories’ names and variables. The
35 variables are included by five risk factor categories (i.e.,
demographics, regime, early life condition, adult lifestyle and
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Fig. 2. The structure of DMNet. Part 1 use the elderly people records and apply SMOTETomek to overcome the challenge of imbalanced label
distribution. The main components of part 2 include entity embedding and tandem LSTM. In part 3, MLP receives the output from part 2 and use
non-personalized variable (i.e., Hscore) to finish the classification. The activation function is sigmoid.

adult health outcome). These categories contain rich and diverse
personal and medical risk factors information. For risk factor
categories of T2D, we used canonical correlation analysis (CCA)
to demonstrate the correlations between the five categories. CCA
can be used to calculate the relatedness between two matrices
(vectors) with different dimensions [40]. The Fig. 3 shows that
there is the positive correlation between the five risk categories.
In risk factors, Hscore is numerical variable, while others are
categorical variables. The age range of elderly people is 50 to
106 years, and the average of age is 70 years. We use these 35
variables as features. Specifically, Hscore can be regarded as the
non-personalized feature. This is because the Hscore represents
the evaluation score of a regional/national health system instead
of a person. Therefore, Hscore can be used for all residents of
the same region/country [41]. The rest of 34 features are the
personal profiles (e.g., smoke, obesity) of patients.

The next step is data preprocessing. In the diabetes dataset,
only 10.7% (i.e., 2551/23845) are elderly people with T2D
and 89.3% (i.e., 21294/23845) are non-diabetic patients. The
imbalanced label of dataset can cause the model classifying
all elderly people as the non-diabetic patients, thus causing
the poor classification performance. In this paper, we adopt
SMOTETomek to relieve the negative impact of imbalanced
label distribution. Specifically, the SMOTETomek uses Tomek
link to remove the overlap between the label classes caused by
synthetic data. Tomek link is defined as the pair of samples of
opposite label classes that are their own nearest neighbors. The
Tomek algorithm is used to find such pairs and cut most samples
of the pair.

C. DMNet: Model Design

The second part of DMNet is model design. This part is used
to learn the personalized information of the elderly people. The
personalized information includes 34 features except Hscore.
As a popular method, one-hot encoding was widely used for
categorical features. This method converts categorical features
into binary vectors where only one value is 1. However, previous
studies concluded that the one-hot encoding method led to
the explosion of dimension and only stored limited informa-
tion [42]. Therefore, to reduce the dimensions and form better
representation of features, we adopt entity embedding in our
work. Entity embedding can transform discrete features into
continuous features, which can be applied by various machine
learning and deep learning applications [43], [44].

In Fig. 2, A1, A2, A3, A4, A5 represent five feature matrices
of risk factor categories, namely demographics, regime, early
life condition, adult lifestyle and adult health outcome. Each
feature matrix is formed by concatenating the feature vectors of
each risk factor. Then, the five feature matrices are inputted to
five embeddings, respectively. The entity embedding is formal-
ized as:

Di = WdiAi, (1)

where Wdi is mapping matrix. i = 1, 2, .., 5 because we have
five feature matrices.

After entity embedding, the Di is used as input for LSTM.
In this paper, we concatenate five LSTM called Tandem LSTM
(T-LSTM). The reason for proposing T-LSTM is that the risk
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Fig. 3. The correlation for T2D risk factor categories. A positive value
denotes a positive correlation. The larger the value, the stronger the cor-
relation. The five diabetes risk factor category matrices are all positively
correlated with each other.

Fig. 4. The structure of T-LSTM. The yellow rectangles represent for-
get gate, input gate and output gate, respectively. The blue rectangles
mean the activation functions. Di (1 ≤ i ≤ 5) is the output of each entity
embedding, and is used as input for the i-th LSTM. Rj is the output of
the j-th LSTM (1 ≤ j ≤ 4), and is used as input for the (j+1)-th LSTM.

factor categories have the potential correlation. In the T-LSTM,
the first LSTM only uses the entity embedding result of the first
category (i.e., demographics) as input, and the other four LSTM
receive the output of the previous LSTM as additional input.
The Fig. 4 shows that the main mechanism of T-LSTM includes
input gate, output gate, forget gate and candidate memory cell.
Mathematically, The first LSTM of T-LSTM is formalized as:

Ix = σ(WIDDi,x +WIhhx−1 + bI) (2)

Fx = σ(WFDDi,x +WFhhx−1 + bF ) (3)

cx = Fx � cx−1 + Ix � tanh(WcDDi,x +Wchhx−1 + bc)
(4)

Ox = σ(WODDi,x +WOhhx−1 + bO) (5)

hx = Ox � tanh(cx) (6)

σ(l) =
1

1 + e−l
(7)

tanh(l) =
el − e−l

el + e−l
=

1− e−2 l

1 + e−2 l
, (8)

where Ix, Fx, cx, Ox and hx represent input gate, forget gate,
memory cell, output gate and hidden state, respectively. Di,x is
the output of entity embedding. In the first LSTM, the i = 1. W
denotes the weight matrices and b is bias. � means the element
wise product. Sigmoid function is represented by σ.

The second to the fifth LSTM of T-LSTM is formulated as
follows:

Ix = σ(WIDDi,x +WIhhx−1 +WIRRj + bI) (9)

Fx = σ(WFDDi,x +WFhhx−1 +WFRRj + bF ) (10)

Ox = σ(WODDi,x +WOhhx−1 +WORRj + bO), (11)

where Rj (1 ≤ j ≤ 4) represents the output from (j+1)-th
LSTM. In the second to the fifth LSTM, i is equal to 2, 3, 4,
5, respectively. The calculation of memory cell and hidden state
for the second to the fifth LSTM are the same as (4) and (6),
respectively. The mechanism of T-LSTM considers the potential
influence among the five categories (i.e., demographics, regime,
early life condition, adult lifestyle and adult health outcome) to
improve the performance of model.

D. DMNet: Classification

The final part of DMNet is classification. The main idea of this
part is that different rating information of healthcare system (i.e.,
Hscore) have different effects on T2D risk assessment. In other
words, for the same elderly person, the poorer healthcare system
causes the higher risk of developing T2D compared with the
better healthcare system. In Fig. 2, the new feature representation
matrix S from fifth LSTM is inputted into MLP. In addition,
non-personalized rating information of healthcare system is also
used in MLP. The classification result is generated using the
following equations:

ŷ = σ(WyS +WHsE + by), (12)

where ŷ is used to predict whether the elderly people are at risk
of developing T2D, and E denotes Hscore. Wy and WHs are the
learnable weight. by is the bias of MLP.

In this paper, our loss function is binary cross entropy (BCE).
The reason for using the BCE is that it alleviates the negative
impact of gradient disappearance when using sigmoid as the
activation function [45]. The BCE loss function is formalized
as:

loss = −(y · log(ŷ) + (1− y) · log(1− ŷ), (13)

where y is the label of test set, and ŷ is the predicted label.
We use adaptive moment estimation (Adam) as optimizer in

the training process of model. Adam is an algorithm that per-
forms first-order gradient optimization on a stochastic objective
function and can converge faster.
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IV. EXPERIMENTS AND RESULTS

In this section, we empirically study the performance of the
proposed DMNet. First, we describe the baseline methods for
T2D risk assessment. Second, we describe the evaluation metrics
of experiments. Then, we describe the experiment environment.
Finally, we discuss the experiments analysis (i.e., comparison of
DMNet and baseline methods, the performance of components
analysis, and explanation of personalized patient representation
in T-LSTM).

A. Baseline Methods

To compare with our proposed DMNet, we adopt the naive
bayes (NB), random forest (RF), gradient boosting decision
tree (GBDT), neural network(NN), and state-of-the-art models
DCNN [32], CNN-BiLSTM [33] as baseline methods. Since the
baseline methods were not used for temporal diabetes data, we
concatenate the temporal information in each feature to form the
single feature vector.

1) Naive Bayes: In the diabetes risk assessment task, we
can predict the elderly people whether are at risk of developing
diabetes by bayes formula.

2) Random Forest: RF is an ensemble learning algorithm.
This algorithm samples the training set of diabetes data N times
to obtain N training subsets. Each training subset is trained with
one decision tree to form the random forest.

3) Gradient Boosting Decision Tree: GBDT is an iterative
decision tree algorithm. The algorithm constructs a set of weak
learning trees and accumulates the results of multiple decision
trees as the final prediction output.

4) Neural Network: NN can be applied to classification tasks.
The structure of NN includes one input layer, one hidden layer
and one output layer. Nodes in the hidden layer compute the
nonlinear transformation of the inputs.

5) Deep Convolutional Neural Network: Alex et al. proposed
the DCNN for diabetes classification [32]. In DCNN, the input x
first enter the two 1-dimension convolutional layers for feature
extraction. Then, one max pooling layer is used for reducing
the dimensions of feature representation. After that, the output
from the max pooling layer enter two 1-dimension convolutional
layers. Finally, one fully connected with sigmoid function is used
to evaluate the risk of T2D.

6) Convolutional Neural Network-Bidirectional Long Short-
Term Memory: Madan et al. proposed the CNN-BiLSTM for
diabetes risk assessment task [33]. The CNN module contains
two parts, each of which consists of a convolutional layer and a
max pooling layer. The output of CNN module is inputted into
Bi-LSTM. Finally, fully connected layer receives the result of
Bi-LSTM for diabetes classification.

B. Evaluation Metrics

In this paper, we adopt six evaluation metrics to illustrate the
performance of DMNet and baseline methods, i.e., accuracy,
balanced accuracy (BA), precision, F1-score, recall and AUC.
The formulas and explanations of evaluation metrics are shown

in the following.

Accuracy =
TP + TN

TP + TN + FP + FN
(14)

BalancedAccuracy =
1

2

(
TP

TP + FN
+

TN

TN + FP

)
(15)

Precision =
TP

TP + FP
(16)

F1− score =
2× TP

2× TP + FP + FN
(17)

Recall =
TP

TP + FN
(18)

where true positive (TP) denotes the positive label is correctly
predicted as positive. True negative (TN) represents negative
label is correctly predicted as negative. False positive (FP)
means negative label is incorrectly classified as positive. False
negative (FN) represents positive label is incorrectly classified
as negative. AUC is used to evaluate the performance of the
classifier and it takes the value from 0 to 1 (larger values indicate
better classifiers).

C. Experiment Environment

We implement the baseline methods and proposed DMNet
on RELATE dataset. The reason we do not perform our method
on the PID dataset is that this dataset does not have the risk
factor categories. We use Python 3.8 and PyTorch framework
for all experiments. The experiments are conducted using a
service with a 16 GB memory Intel Core i5-2.0 GHz processor
and a 12 GB NVIDIA Tesla K80 graphical processor. For all
experiments, the 80% of the data as the training set and the
rest as the test set. In training set, we adopt data sampling and
10-fold cross validation. We adopt the 10 random seeds and
use the average and standard deviation to evaluate the models’
performance. We present the optimal parameters of baseline
methods and DMNet as follow. The number of estimators and
max depth for random forest and gradient boosting decision tree
are 50 and 5, respectively. For NN, the dimension of hidden layer
is 10. For DCNN and CNN-BiLSTM, the number of filters is 32.
The kernel size is 5. For DMNet, the dimensions ofD1 toD5 are
15, 5, 5, 10, 30, respectively. The dimensions of hidden layers
from five LSTM are 5, 5, 10, 30, 50, respectively. The learning
rate of 0.001 and the batch size of 128 are used for DMNet, NN,
DCNN and CNN-BiLSTM.

D. Performance Analysis Under Different Data Sampling
Methods

The performances of DMNet and baseline methods based
on SMOTETomek, SMOTENC and random oversampling in
terms of accuracy, balanced accuracy, precision, F1-score, recall
and AUC are shown in Tables II, III, and IV, respectively. The
average and standard deviation (in parenthesis) of evaluation
metrics are reported.
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TABLE II
THE PERFORMANCE OF DMNET AND BASELINE METHODS (SMOTETOMEK)

TABLE III
THE PERFORMANCE OF DMNET AND BASELINE METHODS (SMOTENC)

TABLE IV
THE PERFORMANCE OF DMNET AND BASELINE METHODS (RANDOM OVERSAMPLING)

From Tables II, III, and IV, we can find that SMOTETomek-
based methods have the better performance than SMOTENC-
based and random oversampling-based methods. Therefore, we
can conclude that the SMOTETomek can effectively improve
the classification performance.

In particular, the experiment results show that the
SMOTETomek-based DMNet achieves the best performance,
i.e., accuracy of 0.94, balanced accuracy of 0.94, precision of
0.95, F1-score of 0.95, recall of 0.95, AUC of 0.94. The reason
why DMNet has better performance is that DMNet can extract
long-term temporal information. In addition, the tandem mech-
anism of DMNet can capture the correlation between different
T2D risk factor categories. Therefore, the proposed DMNet can
effectively improve the classification performance of T2D risk
assessment for elderly people. Besides, we change the input
order of five risk categories and the results show that the input
order does not affect the model performance.

E. Performance Analysis for Components of DMNet

To illustrate the effectiveness of the proposed framework, we
perform the component analysis on DMNet. This analysis aims

to explore the impact of entity embedding, non-personalized
feature (i.e., Hscore), tandem mechanism of DMNet on T2D
risk assessment. Specifically, we design four experiments: 1)
single LSTM and DMNet, 2) one-hot encoding-based single
LSTM and entity embedding-based single LSTM, 3) one-hot
encoding-based DMNet and entity embedding-based DMNet,
4) DMNet without Hscore and DMNet. All experiments are im-
plemented on three data sampling methods (i.e., SMOTETomek,
SMOTENC and random oversampling).

1) Single LSTM and DMNet: The tandem mechanism
(i.e., T-LSTM) is not present in the experiment. This
means that all features are received by single LSTM. The
goal is to explore whether capturing the correlation be-
tween different risk factor categories through DMNet would
perform better than the single LSTM that received all
features.

2) One-Hot Encoding-Based Single LSTM and Entity
Embedding-Based Single LSTM: In this experiment, we discuss
the performance of entity embedding-based single LSTM and
one-hot encoding-based single LSTM. The goal is to investigate
whether entity embedding outperforms one-hot encoding when
both are single LSTM.



YU et al.: DMNET: A PERSONALIZED RISK ASSESSMENT FRAMEWORK FOR ELDERLY PEOPLE WITH TYPE 2 DIABETES 1565

Fig. 5. Component analysis results of single LSTM and DMNet, one-hot encoding-based single LSTM and entity embedding-based single LSTM,
one-hot encoding-based DMNet and entity embedding-based DMNet. (a), (b) and (c) are the experimental results based on SMOTETomek,
SMOTENC and random oversampling, respectively.

3) One-Hot Encoding-Based DMNet and Entity Embedding-
Based DMNet: We adopt one-hot and entity embedding to en-
code the features from diabetes factor categories on DMNet,
respectively. The goal is to explore whether DMNet with entity
embedding has better performance than DMNet with one-hot
encoding.

4) DMNet Without Hscore and DMNet: In this experiment,
we remove the non-personalized feature (i.e., Hscore) for per-
formance analysis. The goal is to explore whether the rating
information of healthcare system can effectively increase the
classification performance.

Figs. 5 and 6 present the performance of component analysis.
The experimental results show that DMNet (entity embedding)
achieves the best performance in terms of six evaluation metrics
in SMOTETomek, SMOTENC and random oversampling.

Based on Fig. 5, we can see that the tandem mechanism
of DMNet has better performance than the single LSTM. In
SMOTETomek method, compare with one-hot encoding-based
single LSTM, one-hot encoding-based DMNet improves 3.3%
by accuracy, 3.3% by balanced accuracy, 3.2% by precision,
5.4% by F1-score, 5.4% by recall, and 4.4% by AUC. On
the other hand, compare with entity embedding-based single
LSTM, entity embedding-based DMNet improves 4.3% by ac-
curacy, 5.3% by balanced accuracy, 4.2% by precision, 6.3% by
F1-score, 6.3% by recall, and 5.3% by AUC. In SMOTENC
methods, compare with one-hot encoding-based single LSTM,

one-hot encoding-based DMNet improves 3.4% by accuracy,
3.4% by balanced accuracy, 2.2% by precision, 3.4% by F1-
score, 4.5% by recall, and 3.4% by AUC. In addition, compare
with entity embedding-based single LSTM, entity embedding-
based DMNet improves 7.5% by accuracy, 3.3% by balanced
accuracy, 5.3% by precision, 7.5% by F1-score, 8.5% by re-
call, and 7.5% by AUC. In random oversampling methods,
compare with one-hot encoding-based single LSTM, one-hot
encoding-based DMNet improves 8.2% by accuracy, 4.8% by
balanced accuracy, 4.5% by precision, 8.3% by F1-score, 9.3%
by recall, and 8.2% by AUC. Besides, compare with entity
embedding-based single LSTM, entity embedding-based DM-
Net improves 9.0% by accuracy, 5.7% by balanced accuracy,
4.4% by precision, 9.0% by F1-score, 7.9% by recall, and 8.0%
by AUC. This experiment demonstrates capturing the potential
correlation between different risk factor categories by tandem
mechanism in DMNet can effectively improve the classification
performance of the model.

Fig. 5 also shows the result of one-hot-based single LSTM
and entity embedding-based single LSTM. The experimental
results show that the entity embedding-based single LSTM
outperforms the single LSTM based on one-hot encoding. In
SMOTETomek method, compare with one-hot encoding-based
single LSTM, entity embedding-based single LSTM improves
2.2% by accuracy, 1.1% by balanced accuracy, 1.1% by pre-
cision, 2.2% by F1-score, 2.2% by recall, and 2.2% by AUC.
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Fig. 6. Results for DMNet without Hscore and DMNet. (a) is
SMOTETomek-based experiment result. (b) is SMOTENC-based exper-
iment result. (c) is random oversampling-based experiment result.

In SMOTENC method, compare with one-hot encoding-based
single LSTM, entity embedding-based single LSTM improves
1.2% by accuracy, F1-score, recall, AUC, respectively, 2.3%
by balanced accuracy and 1.1% by precision. In random over-
sampling method, compare with one-hot encoding-based single
LSTM, entity embedding-based single LSTM improves 3.7% by
accuracy, 2.4% by balanced accuracy, 2.3% by precision, 4.9%
by F1-score, 4.9% by recall, and 3.7% by AUC. For the perfor-
mance of one-hot-based DMNet and entity embedding-based
DMNet. The results show that DMNet with entity embedding
achieves the better performance in terms of six evaluation met-
rics. In SMOTETomek method, compare with one-hot encoding-
based DMNet, entity embedding-based DMNet improves 3.2%
by accuracy, balanced accuracy, F1-score, recall, AUC, respec-
tively, and 2.1% by precision. In SMOTENC method, compare
with one-hot encoding-based DMNet, entity embedding-based
DMNet improves 5.4% by accuracy, 2.2% by balanced accuracy,
4.3% by precision, 5.4% by F1-score, 5.6% by recall, and
5.4% by AUC. In random oversampling method, compare with
one-hot encoding-based DMNet, entity embedding-based DM-
Net improves 4.5% by accuracy, 3.4% by balanced accuracy,
2.2% by precision, 5.6% by F1-score, 3.4% by recall, and 3.4%
by AUC. The results of these two component analyses illustrate

Fig. 7. Examples of personalized feature representation for elderly
people. Region I has a poor health system and Region II has a good
health system. A smiley face indicates not having diabetes. A sad face
means suffering from diabetes.

that entity embedding enables different risk factor categories in
dataset to form the better feature representation than one-hot
encoding. Therefore, entity embedding can improve the classi-
fication performance.

Fig. 6 presents the performance comparison for DMNet with-
out Hscore and DMNet. We can observe that DMNet achieves
the better performance in terms of six evaluation metrics. In
SMOTETomek method, compare with DMNet without Hscore,
DMNet improves 2.1% by accuracy, balanced accuracy, pre-
cision, AUC respectively, and 3.2% by F1-score, recall, re-
spectively. In SMOTENC method, DMNet improves 4.3% by
accuracy, 2.2% by balanced accuracy, 3.2% by precision, 4.3%
by F1-score, 5.3% by recall, and 4.3% by AUC. In random over-
sampling method, DMNet improves 3.4% by accuracy, 2.3% by
balanced accuracy, 2.2% by precision, 3.4% by F1-score, 3.4%
by recall, and 2.3% by AUC. This component analysis illustrates
that the rating information of healthcare system is critical for
T2D risk assessment.

F. Explanation of Personalized Patient Representation in
T-LSTM

In this paper, the T-LSTM is proposed for forming the person-
alized feature representations by learning the 12-years’ personal
history profiles from five risk factor categories. To better explain
the personalized feature representation of elderly people, we vi-
sualize the output of T-LSTM. As shown in Fig. 7, the healthcare
system of region I has the lowest rating score (i.e.,175), while
the healthcare system of Region II has the highest rating score
(i.e., 33). Thus, the elderly people living in region I have the
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highest chances of having diabetes, while those in region II have
the lowest chances of having diabetes. Although these regional
information are very useful for the assessment of T2D, we need
more personal information to predict whether a specific person
having diabetes or not. To illustrate this, we select three persons
from these two regions. Specifically, person A and person B are
from region I, and person C is from region II. The scatter plots
in Fig. 7 show the personalized feature representations (i.e., the
outputs of the T-LSTM) of these three persons. The vertical
coordinate represents the value in the vector. The horizontal
coordinate is the vector dimension of the feature representation.
We find that for elderly people with diabetes, there were fewer
points with values between 0.6 and 0.8 in the scatter plot. For
elderly people without diabetes, there are many points in the
range of 0.6 to 0.8. Thus, person B is healthy although he/she
comes from a dangerous region, and person C has T2D although
he/she comes from a safe region. By utilizing both personalized
feature representations and the rating scores of the healthcare
system, our model provides correct predictions of all these three
persons.

V. CONCLUSION

In this paper, we propose the personalized T2D risk assess-
ment framework called DMNet for elderly people. This frame-
work includes data preprocessing, model design and classifica-
tion. We use the real-world data called RELATE as the dataset,
which contains five risk factor categories (i.e., demographics,
regime, early life condition, adult lifestyle and adult health
outcome) with 12 years.

Specifically, the SMOTETomek approach is applied to bal-
ance the label distribution in the selected dataset. We adopt
entity embedding to construct the better feature representa-
tions matrices of different diabetes risk factors categories. The
T-LSTM from DMNet is used to capture long-term temporal
information and potential correlations between the different risk
factor categories. We use the MLP for classifying the risk of
having T2D in the elderly people. Besides, non-personalized
feature is used as additional input in the MLP. We used NB, RF,
GBDT, NN, DCNN and CNN-BiLSTM as the baseline methods,
and these six methods have significant contributions to the risk
assessment of T2D. In addition, we design the component anal-
ysis experiments to demonstrate the components effectiveness
of DMNet.

Compared with previous works, this paper has the following
advantages. First, our work is conducted on the worldwide
population dataset and the characteristics of elderly people in the
dataset are representative. Therefore, this dataset can increase
the generalization ability of DMNet, and we can use it as the
universal tool for risk assessment of elderly people. Second,
we compare the performance of state-of-the-art methods and
DMNet based on three data sampling methods. The results
show that DMNet achieves the better performance. Besides,
SMOTETomek can increase the classification performance for
all methods. Third, the components analysis proves that en-
tity embedding, rating information of healthcare system and

tandem mechanism from DMNet increase the performance of
classification. Fourth, the features used in DMNet are available
for hospitals and nursing homes. Therefore, DMNet can be used
in hospital information systems or nursing systems.

The exploration of the model generality based on the tandem
mechanism will be our future work. For example, LSTM can be
replaced by other models. This is because the proposed tandem
mechanism can be regarded as the general structure, which can
be used for the datatset including risk factor categories.
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