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After a seismic event, tsunami early warning systems (TEWSs) try to accurately forecast the maximum height of 
incident waves at specific target points in front of the coast, so that early warnings can be launched on locations 
where the impact of tsunami waves can be destructive to deliver aids in these locations in the immediate post-

event management. The uncertainty on the forecast can be quantified with ensembles of alternative scenarios. 
Similarly, in probabilistic tsunami hazard analysis (PTHA) a large number of simulations is required to cover the 
natural variability of the source process in each location. To improve the accuracy and computational efficiency 
of tsunami forecasting methods, scientists have recently started to exploit machine learning techniques to 
process pre-computed simulation data. However, the approaches proposed in literature, mainly based on neural 
networks, suffer of high training time and limited model explainability. To overtake these issues, this paper 
describes a machine learning approach based on regression trees to model and forecast tsunami evolutions. The 
algorithm takes as input a set of simulations forming an ensemble that describes potential benefit regional impact 
of tsunami source scenarios in a given source area, and it provides predictive models to forecast the tsunami 
waves for other potential tsunami sources in the same area. The experimental evaluation, performed on the 
2003 M6.8 Zemmouri-Boumerdes earthquake and tsunami simulation data, shows that regression trees achieve 
high forecasting accuracy. Moreover, they provide domain experts with fully-explainable and interpretable 
models, which are a valuable support for environmental scientists because they describe underlying rules and 
patterns behind the models and allow for an explicit inspection of their functioning. This can enable a full and 
trustable exploration of source uncertainty in tsunami early-warning and urgent computing scenarios, with large 
ensembles of computationally light tsunami simulations.
1. Introduction

Tsunamis can be devastating events, potentially causing huge envi-

ronmental destruction, losses of human lives and economic collapses. 
The vast majority of tsunamis are generated by submarine earthquakes, 
even though many other potential sources for large tsunamis are pos-

sible [1]. Tsunami early warning systems (TEWSs) play a fundamental 
role in managing the risk connected to tsunamis. In particular, after a 
seismic event that occurs near or under the sea, TEWSs try to accurately 
forecast the maximum height of incident waves at specific target points 
in front of the coast. This information, in fact, is crucial to launch early 
warnings on locations where the impact of tsunami waves can be dan-
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gerous (or even destructive), so it is really important that such systems 
provide their forecasts with short computation time while maintaining 
a high prediction accuracy [2–4].

Tsunami propagation is controlled by both source geometry and 
characteristics and bathymetric heterogeneity, making difficult, if not 
impossible, the development of simplified empirical equations to avoid 
explicit modeling. On the other hand, large uncertainty typically ex-

ists about the specific source model [5,1,6]. For this reason, both 
computationally-based long-term probabilistic tsunami hazard analy-

sis (PTHA) and short-term probabilistic tsunami forecasting (PTF) are 
fundamentally based on the explicit simulation of tsunami generation 
and propagation for a large ensemble of potential sources, covering the 
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entire space of natural variability [7]. Therefore, the development of 
tsunami forecast methods necessarily deals with the problem of finding 
a balance between computational feasibility of accurate tsunami simula-

tions and the need of exploring uncertainties by means of the simulation 
of large sets of individual tsunami scenarios. The computational effort 
is usually managed either by simplifying tsunami simulation or by re-

ducing the exploration of uncertainty, or both [6]. The management of 
this trade-off is at the core of all tsunami forecast methods [8–11].

The management of uncertainty is particularly critical whenever 
timely, quick and publicly sensitive decisions have to be taken, as in the 
case of tsunami warning or tsunami urgent computing [2,12,13,4]. In 
these cases, the time-to-solution is critical, but also an accurate quantifi-

cation of uncertainty is fundamental to constrain the decision-making 
phase, as the definition of precautionary measures is strongly related to 
the capability of exploring the tails of uncertainty distributions of fore-

casts [4]. In this context, techniques aimed at improving the efficiency 
of tsunami simulations may play a fundamental role, as they allow for 
accurate and quick solutions that may help the exploration of uncer-

tainty [2,14–17].

To develop new accurate tsunami forecasting methods, scientists 
have recently started to exploit machine learning and big data analy-

sis techniques that process precomputed simulation data, in order to 
extract tsunami predictive models [18–23]. Such models can provide 
additional knowledge in the form of insights, patterns, rules, which can 
be used as surrogate models to support experts’ decisions and complete 
uncertainty explorations [17]. The development of such data-driven 
models is quickly growing in the last times. Specifically, several ar-

tificial intelligence approaches based on neural networks have been 
recently proposed to this end [19,18,24,20].

However, there are some limitations in the use of neural network ap-

proaches to perform inundation forecasts. First, the possibility to train 
in advance such models is limited, and it is typically based on datasets 
of precomputed simulations with a rather limited source variability. 
Especially in complex tectonic contexts like the Mediterranean, the 
Caribbean or the Indonesian archipelago: such areas are characterized 
by a significant tsunami hazard mainly generated by highly spatially 
and geometrically variable seismicity with relatively small magnitudes 
with respect to large subduction zones. These characteristics and the 
resulting large source variability [7] represent a specific challenge for 
tsunami warning or hazard quantification [11,7] but also for developing 
and testing the neural network models. In this context, the possibility 
to concretely and timely train and check the accuracy of such mod-

els in real time is still to be fully understood, and the development of 
alternative approach is critical for improving the applicability of such 
approaches in real operational contexts.

A second issue concerns model explainability, that is, the capability 
of the model to explain the intuition and reasoning behind its decision, 
and not only providing the user with the forecasting results. In fact, 
neural network-based predictive models, as well as other unsupervised 
artificial intelligence statistical methods like Gaussian process-based 
emulators, are usually used as black-boxes, and this strongly reduces 
the capability of scientists to understand how the model produces at 
its prediction. This is a crucial issue for the domain experts, because 
self-explainable predictive models can represent an important support 
for scientists. The potential benefit is twofold. First, and most impor-

tantly, it allows confirming that the regressor found patterns that are 
consistent with the (known) physics of the problem, allowing for an 
immediate confirmation of the goodness of the regression model, even 
in the quick context of early-warning applications. Indeed, potentially 
physically non-explainable rules may be symptoms of statistical overfit-

ting or other implementation problems that may bias the estimations. 
Second, it may provide an alternative way to highlight unexpected pat-

terns at specific source-target couples. This may contribute to improve 
their theories and refine their mathematical models.

To this end, machine learning approaches not based on neural net-
2

work, like for example regression trees, may provide important contri-
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butions, since the knowledge models extracted by the machine learning 
algorithm may be inspected by tsunami experts, who may both check 
the consistency of the found patterns and rules to understand the fea-

tures that most control tsunami propagation in the area. At the best of 
our knowledge, there are no examples of this kind of approaches de-

signed for tsunami forecasting.

This paper describes a machine learning approach based on regres-

sion trees to model and forecast tsunami simulations. The input data of 
the analysis is a set of simulations forming an ensemble that describes 
potential benefit regional impact of tsunami source scenarios in a given 
source area, where each instance is described by input parameters de-

scribing the geometry/kinematic of faults triggering the earthquake 
(tectonic region, magnitude, longitude, latitude, etc.), and output values 
(simulation results) corresponding to the estimated heights of tsunami 
waves at several target points in front of the coast close. Given such 
simulation data, the approach aims at training a predictive model that 
can be applied to any potential tsunami source in the area to forecast 
the height of waves at all the target locations. This model, being based 
on a regression tree, is computationally light and fully-readable by do-

main experts, allowing both to inspect the underlying rules for checking 
its internal consistency and learn from the selected features the lead-

ing source characteristics in the area. The experimental evaluation is 
performed and tested in Western Mediterranean, simulating potential 
benefit early-warning and urgent-computing computations that would 
have been required just after the 2003 M6.8 Zemmouri-Boumerdes 
earthquake and tsunami.

The rest of the paper is organized as follows. Section 2 outlines 
the problem statement and the goal of this research study. Section 3

presents the proposed approach by describing its main steps in detail. 
Section 4 provides the experimental evaluation of the approach on sim-

ulation data, and a comparative analysis with respect to a baseline. 
Section 5 discusses our approach in comparison with the most impor-

tant approaches for tsunami forecasting recently proposed in literature, 
and the most representative projects in that field of research. Finally, 
Section 6 concludes the paper and plans future research work.

2. Problem definition and goal

The designed approach aims at defining a fully interpretable and 
computationally light tsunami simulation tool in a given source area, 
by training regression trees on a limited dataset of tsunami simula-

tions in the same area. This kind of model may enable a complete 
and fast exploration of source uncertainty, with potential application 
both in long-term probabilistic tsunami hazard analysis (PTHA) and in 
probabilistic tsunami forecasting (PTF) for early warning or urgent com-

puting [11,17,12,4,7,15,5]. The two main advantages of adopting this 
approach are (𝑖) to reduce the number of computationally heavy simu-

lations to be run without limiting the uncertainty exploration, and (𝑖𝑖)
to provide tsunami predictive models which are fully-explainable and 
interpretable by domain experts.

To this end, we evaluated the potential of defining this model for 
a real case study in western Mediterranean, simulating an urgent com-

puting PTF [12,4,17] for the 2003 Mw 6.8 Zemmouri-Boumerdes thrust 
earthquake and tsunami.

Mw 6.8 earthquake occurred on May 21𝑠𝑡, 2003 on the thrust and 
fold systems that form the Tell Atlas of northern Algeria. This event was 
the most relevant tsunami event in western Mediterranean in recent 
times, causing damage at several harbors both in the northern African 
coast and the Spanish coasts, mainly in the Balearic islands, reach-

ing with significant waves also the French riviera [25–34]. It caused 
2,278 casualties on the north African coast [35] and triggered a tsunami 
causing damage at several harbors in the western side of the Mediter-

ranean basin [25]. It is one of the strongest recent known Mediterranean 
tsunamis, with observed wave heights of few centimeters to 3 meters. 

Fig. 1 shows the geographic area involved in this case study, the epicen-
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Fig. 1. Geographical area of the 2003 Mw 6.8 Zemmouri-Boumerdes case study and wave heights measured in several target locations.
ter of the earthquake and the wave heights measured in several target 
locations.

For this reason, it is one of the reference events for the tsunami 
warning centers operating in western Mediterranean [36]. This event 
has been also taken as reference for the development of the PTF method 
in [4], in which an ensemble of approximately 15,000 sources is used 
to describe the uncertainty on the source process in the immediate af-

termath of the events (few minutes after origin time). More precisely, 
the repository collecting the pre-computed scenarios is composed by 
15,408 instances [4]. Each scenario represents a different realization 
of the source parameters (magnitude, hypocenter, fault geometry and 
kinematics) that correspond to the attributes input to the regressor, as 
better explained in next section. The Probabilistic Tsunami Forecast 
associated to an earthquake is based on the results of tsunami simu-

lation of an ensemble of possible earthquake scenarios. This ensemble 
is built using the short-term information on the earthquake, and has 
been extracted from the database of simulations of the regional haz-

ard model NEAMTHM18 [11]. These data can be downloaded from 
TSUMAPS-NEAM documentation website (http://www .tsumaps -neam .
eu /documentation/).

Since the tsunami generated by all these sources has been explicitly 
simulated, we have the opportunity to test the potentiality of our pre-

dictive surrogate models. In particular, we randomly selected ensembles 
of sources with different sizes to train the model, and we quantitatively 
tested the performance of the predictive model with all the other sim-

ulations that represent earthquakes originated in the same area but not 
included in the training set. The performance has been then evaluated 
as a function of the size of the training set.

Each scenario simulation is extracted from the NEAMTHM18 propa-

gation database. The tsunami scenarios have been evaluated by combin-

ing Gaussian-shaped elementary sea-level elevations that reproduce the 
scenarios’ seafloor deformations [37]. Each elementary source has been 
modeled with the benchmarked GPU-based nonlinear shallow water 
Tsunami-HySEA code. The tsunami is propagated over on a regular grid 
including the whole Mediterranean Sea, using the 30 arc-sec bathymet-

ric model SRTM30+. The modeling of tsunami inundation and run-up 
is not considered here due to the resolution of the grid and the results 
are obtained at the 50 meters isobath almost evenly spaced at about 20 
kilometers from each other along the coasts of the Mediterranean Sea. 
At each coastal target point, the maximum tsunami height is estimated 
from the offshore simulation results with the Green’s law. More details 
can be found in [11,4] and references therein.

3. Input data, output models and the proposed approach

This section provides a proper notation to be used throughout the 
paper, as well as a definition of the main concepts underlying the pro-
3

posed approach and the objectives of the analysis.
Input Data. Let  be a dataset collecting simulation data instances, 
 = {𝑑1, 𝑑2, … , 𝑑𝑁}, where each 𝑑𝑖 is a tuple representing a tsunami 
simulation. Specifically, each data tuple is modeled by a (𝐼 + 𝐻)-
dimensional attribute vector 𝐴=⟨𝑎1, … , 𝑎𝐼 , 𝑎𝐼+1, … , 𝑎𝐼+𝐻 ⟩, where the 
first 𝐼 attributes describe the input parameters and the remaining 𝐻
attributes refer to the output results of the simulation.

In the specific case related to tsunami simulation, the dataset of 
precomputed scenarios adopted in [4] is derived from [11], in which 
individual scenarios are associated to the following attributes 𝑎1, … , 𝑎𝐼 :

• region: the seismotectonic regions as defined within the NEAMTHM-

18 project; the regionalization was built following basic plate 
tectonics principles and by refining or adapting the regionaliza-

tion of the European seismic hazard model ([11]).

• magnitude: the moment magnitude of the earthquake.

• longitude: longitude of the place the earthquake occurs.

• latitude: latitude of the place the earthquake occurs.

• depth of the top: depth of the upper edge of the fault plane.

• strike: angle indicating the orientation in space of the fault defined 
as the clockwise angle (turning around the normal outgoing from 
the earth’s surface) between the North direction and the positive 
strike direction.

• dip: the dip angle is the angle less than or equal to 90◦ between the 
horizontal plane and the fault plane: it gives the direction of the 
movement on the fault.

• rake: the angle that the direction of relative movement (of the 
hanging-wall with respect to the foot-wall of the fault rupture) 
forms with the direction of strike, measured counterclockwise from 
the strike direction.

Many of these attributes are graphically reported in Fig. 2. They de-

scribe the geometry and kinematic of faults generating the earthquake 
(simulation inputs). This input corresponds to all independent input pa-

rameters for the precomputed scenarios located of NEAMTHM18 used 
in this analysis in Western Mediterranean. The other parameters for 
initializing the tsunami simulations (like fault area, fault length and av-

erage slip) were defined deterministically from scaling laws [11] (for 
the scenarios used here, from [39]). In this area, large magnitudes (e.g. 
> 8.1) are not included in NEAMTHM18, and the precomputed sce-

narios do not include non-planar or slip-variable scenarios, which may 
be instead important for larger magnitude subduction earthquakes in 
Eastern Mediterranean [11,40].

Further attributes correspond to the expected maximum heights of 
tsunami waves at the target points in front of the coast (simulation 
outputs). In particular, the attributes 𝑎𝐼+1, … , 𝑎𝐼+𝐻 correspond to the 
output fields ℎ𝑚𝑎𝑥1, … , ℎ𝑚𝑎𝑥𝐻 of the simulations, where each ℎ𝑚𝑎𝑥ℎ
is the maximum height of tsunami waves estimated by the simulator at 

the ℎ𝑡ℎ target point (ℎ = 1, … , 𝐻).

http://www.tsumaps-neam.eu/documentation/
http://www.tsumaps-neam.eu/documentation/
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Fig. 2. Simple representation of the fault parametrization, modified from [38]. 
Under the free surface, coinciding with the sea-bottom for earthquake occurring 
offshore, the fault orientation is represented: strike, dip and rake angles are 
reported. The dimensions of the fault plane are reported too. The Δ𝑈 vector 
indicates the slip, which quantifies the amount of displacement between the 
two faces of the seismic plane (the hanging-wall over the foot-wall).

Output Models. Our goal is to find a regression model for reliably 
predicting the results of a new simulation (i.e., ℎ𝑚𝑎𝑥1, … , ℎ𝑚𝑎𝑥𝐻 val-

ues), given an input parameter value setting (i.e., region, magnitude, ..., 
average slip). Formally, we want to extract a set ℎ𝑚𝑎𝑥 of tsunami predic-

tors, ℎ𝑚𝑎𝑥 = {1
ℎ𝑚𝑎𝑥

, … , 𝐻
ℎ𝑚𝑎𝑥

}, where each function ℎ
ℎ𝑚𝑎𝑥

∶ →, 
given a specific input parameter setting, forecasts the maximum height 
of tsunami waves at the ℎ𝑡ℎ-target location.

The approach. Now, in order to have a clear view of the whole pro-

cess, Fig. 3 sketches the general idea of the prediction process through 
a graphic representation of the designed workflow. The dataset to be 
analyzed is the set  of collected Tsunami simulation data (represented 
in the previous described format). The approach computes and returns 
the set ℎ𝑚𝑎𝑥 of Tsunami predictors. The workflow is composed of three 
main steps (see Fig. 3), as described in the following. The first step is 
aimed at splitting the original simulation data in a vertical way, with 
respect to each specific target location output. In other words, simu-

lation inputs and the ℎ𝑡ℎ-output data are gathered in the ℎ𝑡ℎ-dataset, 
for ℎ = 1, … , 𝐻 . At the end of this step, 𝐻 different datasets are pro-

duced, each one containing a vertical projection of  on the ℎ𝑡ℎ-target 
output. The second step consists in the induction of the predictive mod-

els, for each target location. In the workflow, this is done by running 𝐻
regression tree algorithm instances, each one taking in input a dataset 
built at the previous step. The result consists of 𝐻 predictive models 
1
ℎ𝑚𝑎𝑥

, … , 𝐻
ℎ𝑚𝑎𝑥

, whereas the ℎ𝑡ℎ-model represents the Tsunami pre-

dictor for the ℎ𝑡ℎ-target location. Finally, the third step is aimed at 
collecting the predictive models extracted at step two. The final result 
is the whole set ℎ𝑚𝑎𝑥 of Tsunami predictors, which can be used to 
forecast Tsunami waves at run-time.

Regression Tree learning algorithm. In this work, the Tsunami pre-

diction problem has been modeled as a data-driven task and a regression 
tree-based learning approach [41,42] is exploited to extract the ℎ𝑚𝑎𝑥

predictors. Specifically, we train 𝐻 regression trees, where the ℎ𝑡ℎ-

tree is a predictive model to forecast the maximum wave height at 
the ℎ𝑡ℎ-coast location. Now, let us describe more in detail how the 
regression tree learning algorithm works. A regression tree adopts an 
axis-parallel hyperplane to iteratively split the attribute data space 𝑋
into intervals that are as homogeneous as possible with respect to the 
regressand variable 𝑌 . The tree is built according to a top-down induc-

tion process, starting from the root, and exploiting a splitting criterion 
to iteratively determine the splitting attribute 𝑋 and split value 𝑥 that 
best separate or partition the tuples in 𝐷, aimed at reducing the impu-

rity in the data. The sample is split into two subsets 𝐷1 and 𝐷2 (i.e., 
binary split) by considering all possible partitions 𝑋 < 𝑥 and 𝑋 ≥ 𝑥, 
where the split-point 𝑥 is often taken as the midpoint between two ad-

jacent observed values of X [42]. The value 𝑥 is chosen to minimize 
4

the collective weighted average of MSE (i.e., mean squared error) of 
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both subsets 𝑀𝑆𝐸(𝐷1, 𝐷2) =
𝑛1
𝑛
∗𝑀𝑆𝐸(𝐷1) +

𝑛2
𝑛
∗𝑀𝑆𝐸(𝐷2), which 

measures how well the points are separated by the split of the dataset 
𝐷 into partitions 𝐷1 and 𝐷2 with 𝑛1 and 𝑛2 points. By minimizing 
𝑀𝑆𝐸(𝐷1, 𝐷2) the algorithm favors splits into subsets that are homo-

geneous with respect to the regressed values and heterogeneous with 
respect to each other subset. Once the first split is chosen, each of the 
two subsets is split again using the same approach, and the process con-

tinues iteratively. This procedure would continue splitting as long as 
the weighted average of MSE is improved. However, to avoid overfit-

ting several stopping criteria (i.e., minimum number of points in a node, 
maximum depth of tree, etc.) can be adopted; for example, a common 
stopping criterion requires that each split must improve the relative 
MSE error (rMSE) by at least 𝛿𝑚𝑖𝑛 , a predetermined value acting to reg-

ularize the cost function of growing the tree by balancing the cost with 
a penalty for adding additional partitions. Such a criterion is very com-

mon and it usually avoids to build overfitting regression trees [42].

An example of regression tree, built by fixing 𝛿𝑚𝑖𝑛 = 0.01, is reported 
in Fig. 4 (source: [41]); for each split, the absolute MSE and relative (to 
the first node) rMSE is shown along with 𝛿, i.e. the difference in suc-

cessive rMSE values. The initial MSE, before to split the root node, is 
equal to 0.11 (rMSE=1.0). The first split in the regression tree is done 
on the boundary value 𝑥 = 40, which induces a ‘𝑋 ≥ 40 and 𝑋 > 40’ 
branching in the data. After the first split, the MSE has been lowered 
to 0.046 (rMSE=0.43), resulting in a rMSE reduction equal to 𝛿 = 0.57. 
Then, the second split is done, inducing a ‘𝑋 < 7 and 𝑋 ≥ 7’ branching 
in the data, and resulting in MSE=0.025 (further reducing the rMSE of 
𝛿 = 0.19). Then, the third and fourth splits are done, by reducing the 
MSE from 0.025 (to 0.016, and then) to 0.010, resulting in rMSE re-

duction from 0.19 (to 0.09, and then) to 0.05, respectively. Finally, the 
algorithm evaluates a potential fifth split, which would induce a rMSE 
improvement equal to 0.007; however, since the tree was built with 
𝛿𝑚𝑖𝑛 = 0.01, the split is not done and the growth of the tree terminates.

The prediction of each branch is the average value of the regressand 
attribute 𝑌 within each subset. The regression of a new test instance 
𝑑𝑖 is done by recursively browsing the extracted regression tree, that 
is, by evaluating which half-space 𝑑𝑖 belongs to, until a leaf node in 
the regression tree is reached. The regressed value is computed as the 
average of 𝑌 values grouped in the leaf [41].

4. Analysis and experimental results

To evaluate the performance and the effectiveness of the predictive 
approach described above, we carried out an extensive experimental 
analysis by executing different tests on the 2003 M 6.8 Zemmouri-

Boumerdes earthquake and tsunami, whose details have been described 
in Section 2. In particular, the experimental evaluation refers to a con-

crete scenario on which our approach can be applied and the practical 
usefulness of the system in a real case of urgent computing dealing with 
a natural disaster.

Specifically, this real-world test benchmark refers to simulations of 
tsunami waves triggered by the earthquake in specific 1,107 target loca-

tions covering the entire Mediterranean area, derived from the dataset 
of target points of the NEAMTHM18 tsunami hazard model. Fig. 5

shows a zoom to the geographic area involved in this case study: the 
epicenter of the earthquake is highlighted in blue (on the North Algeria 
coast, in the Zemmouri-Boumerdes area), and the target locations for 
the tsunami forecasting are represented as black points (around North 
Africa and South Europe coasts, which extend toward East also to the 
Eastern Mediterranean basin). For each location, the goal of the pro-

posed approach is to discover effective predictive models, to be used 
in case of a seismic event happening in the area, to reliably estimating 
the maximum height of waves arriving at the coast. Fig. 5 also shows 
six locations, colored in red, which have been chosen to highlight some 
specific results to be further discussed in the section. The rest of this 
section is organized as follows. Section 4.1 describes input data and 

its gathering, Section 4.2 reports some details about the learning algo-
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Fig. 3. The workflow including the steps of the analysis process producing the Tsunami predictors.

Fig. 4. Regression Tree example [41]. For each split, the absolute MSE and relative MSE are shown, along with the difference in successive rMSE values, 𝛿. The tree 
was built with cutoff 𝛿𝑚𝑖𝑛 = 0.01, which terminates the growth of the tree.

Fig. 5. Geographical representation of the epicenter location (in blue) and the target points (in black), for the 2003 Zemmouri-Boumerdes earthquake case study. 
rth
Six locations (in red) have been chosen to highlight some specific results to be fu

rithm implementation and models’ training, and Section 4.3 describes 
the evaluation results and a comparison with baselines used for regres-

sion analysis.

4.1. Data description

The dataset of precomputed scenarios is composed by 15,408 in-

stances, selected through the PTF workflow as described in Section 2. 
Such scenarios are subdivided in several homogeneous tectonic regions 
with adapted discretizations of the events’ parameters (magnitude, posi-

tion, depth, fault angles, length, area, average slip). In each tectonic region, 
all the scenarios corresponding to all the combinations of the parame-
5

ters values defined within these discretized ranges have been explicitly 
er discussed in the section.

evaluated. In particular, a probability is attributed to each scenario, 
which quantifies its consistency with the available information on the 
studied earthquake and on the region characteristics; it represents the 
similarity of the scenario to the target event. The ensemble of 15,408 
scenarios is produced selecting only the cases associated to a probabil-

ity larger than a chosen value (2𝜎). This probability cut-off is defined 
so that the ensemble is just large enough to produce stable PTF results.

4.2. Training the regressive models

To perform the regression task and its validation, we split the orig-

inal dataset in two partitions: the training set and the test set. The 

training set is populated by 10,786 instances (70% of the dataset), 
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while the test set is composed by 4,622 instances (30% of the dataset). 
We trained the regression trees from the training set, and we used the 
trained model to forecast the simulation results on the test set, to as-

sess the quality of the predictions. Furthermore, to have a statistically 
robust estimation of regression models’ performance, we run our tests 
by implementing the k-fold cross-validation methodology, which is a re-

sampling method executing 𝑘 train-test iterations on different portions 
of the data. The following section reports more details.

The whole experimental evaluation setting has been developed in 
Python. In particular, model training has been implemented by the De-
cisionTreeRegressor class of the scikit-learn library, which 
implements a regressor based on decision trees. Specifically, the train-

ing algorithm requires some input parameters, whose the most impor-

tant ones are as follows:

• max_depth: the maximum depth of the decision tree. This param-

eter determines the size of the prediction model. The larger the tree 
size, the better the approximation of the regressed values. On the 
other hand, a too large tree results in high computational complex-

ity.

• criterion: the function used for measuring the quality of the 
splits created during the training process; the criterion affects the 
regression tree model training and has a direct influence on the 
quality of the results.

• splitter: the strategy used to decide which node of the tree must 
be split; allowed strategies are:

– best: selects the best attribute to split, according to the selected 
criterion.

– random: selects the best attribute to split from a random sub-

set with the size specified by the max_features parameters. This 
strategy requires lower computational resources during training.

• min_samples_split: the minimum number of samples required 
to split an existing node. This parameter determines the minimum 
number of training samples that are aggregated under each tree 
node. Higher values tend to create short trees that are not very good 
for regression tasks. Lower values tend to create deeper trees that 
are better for regression tasks but they require more computational 
resources. In most cases, by specifying low values, the algorithm 
tends to split nodes until the maximum depth is reached.

The values of the aforementioned parameters have a direct influence 
on the quality of the results, as highlighted above. Thus, in order to an-

alyze how they affect predictive model performances, we adopted a pa-

rameter sweeping methodology, that is, we run several instances of the 
learning algorithm by varying their input parameters. Then, we have 
selected the best result achieved by the model. In particular, we present 
here the results achieved by fixing max_depth = 10, criterion
= ‘squared error’, splitter=’best’, and min_samples_split=2, 
which have been assessed through several experimental tests and best 
suit our application scenario and the considered dataset. Our tests have 
been carried on a machine hosting four AMD Opteron(TM) 6376 pro-

cessors (16 cores, 2.3 GHz, 16GB RAM). The average training time of 
each regression tree amounts to 0.8 secs. The cumulative training time 
to build the whole set of 1,107 regressors has been measured in about 
900 seconds.

4.3. Evaluating the regressive models on the test set

To assess the effectiveness and accuracy of the regressive functions 
modeled by the regression tree models, we performed an evaluation 
analysis on the test set by exploiting the models to predict unseen values 
of the maximum heights of waves for each target location.

A graphical visualization of the results achieved in our tests is de-

picted in Fig. 6, which compares the tsunami predictions with the 
tsunami modeling results for one specific seismic scenario (that is, the 
6

best-matching scenario, the one in the ensemble that results closer to 
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the best-guessed source parameters for the seismic event) in the entire 
geographical area under investigation. Specifically, observed and esti-

mated height of waves is plotted for all target locations, as well as their 
residual values. We can notice that the observed waves triggered by 
the earthquake are well estimated by the regression models, and the 
forecasted values satisfactory reproduce the blue print of the tsunami 
propagation. In particular, the residual plot shows that the absolute 
difference between the models is relatively small, with a slight overes-

timation of the regression model (∼ 0.20 cm) only very locally around 
the earthquake source.

Adopting a different point of view, Fig. 7 shows the estimated vs ob-

served tsunami events (i.e., height of waves), for all scenarios in two 
specific locations (n. 985 and 922, shown in Fig. 5), where observed 
and forecasted data are traced in blue and green, respectively. For sake 
of visualization, the figure shows a partition of events over the whole 
test set. Considering the faced scenario, the blue line represents the ref-

erence (observed) height of waves, while the green line corresponds to 
the predicted ones. It is evident that the trend forecasted by the re-

gressive model is very similar to that occurring in the observed data. 
However, the chart shows that low waves are well modeled by the 
regressive model, while high wave forecasts are affected by an under 
forecasting bias. For example, by observing Fig. 7(a) we can notice that 
both real and predicted waves are in general very low; however, the big 
wave (whose height is 1.49 meters) occurring at the 301𝑡ℎ event corre-

sponds to the peak predicted by the regressive model (0.94 meters). 
Similarly, Fig. 7(b) shows that 1.64 meter high wave really occurred 
in the 241𝑡ℎ event was predicted, by the regressive model, to be 1.21 
meter high. From the charts we must notice that, in particular for the 
big wave cases, the predicted heights may be smaller than the observed 
data, showing an underforecasting with respect to the real height of 
waves. However, first the model correctly predicts where big waves are 
expected (when they occur) by an earthquake, alerting attention on the 
most destructive cases. On the other hand, the average performance for 
large tsunamis is rather good, with Mean Average Errors (MAEs) of cen-

timeters for tsunamis in the range 1-2 m, and of tens of centimeters for 
tsunamis in the range 2-3 m, and negligible Mean Errors (MEs), demon-

strating that both over and underestimation occur, and in average the 
model results not biased.

Fig. 8 illustrates the decision tree automatically found by the regres-

sor for target points 432 and 421 (shown in Fig. 5). At higher level, 
we find the first discriminants for tsunami propagation found by the 
model. The first parameters found are latitude, magnitude and depth. 
While magnitude and depth are known to strongly control tsunami gen-

eration, latitude is more peculiar. However, it is a reasonable parameter 
when we specifically look at the epicentral area, which is characterized 
by a coastline that develops in the east-west direction at a latitude, 
in the epicentral area, of approximately 36.8. In this area, latitude is 
a good discriminant for earthquakes occurring under the sea or under 
the continent, being epicenters toward the north more tsunamigenic be-

ing located under the Mediterranean sea. On the contrary, longitude is 
found at a much lower priority, demonstrating that it is less relevant for 
discriminating for the size of the tsunami.

Notably, the most important patterns (the first) correspond to the 
physics of the problem, demonstrating that the automatic procedure 
found reasonable patterns to set the models, confirming that there are 
no mistakes in the implementation nor unwanted overfits, at least at 
the first order. On the other hand, this establishes a reference trend that 
can be compared to the regressors in other target points, in order to 
find potential anomalies. This goes beyond the goals of this paper, but 
in the future this characteristic can be used to find patterns that may 
suggest specific corrections to the tsunami modeling scheme and related 
simplifications.

Now, let us give a quantitative evaluation about the accuracy of the 
regressive model considering the statistics over the entire test set. To 
do that, we computed several indices, commonly used in the literature 

to evaluate forecasting accuracy (MSE, MAE, MaxE, EVS, MedAE, ME, 
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Fig. 6. Maximum wave heights at all target locations. For illustration, we report the results for the best-matching scenario (log scale), that is the scenario in the 
ensemble associated to the largest probability. The chart shows observed, predicted and residual values.
7

Fig. 7. Maximum heights of waves observed and forecasted (blue and green lines) on the test set, for different target locations.
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Fig. 8. Regressor tree examples in text format.

Table 1

Model evaluation metrics.

range (m) # locs MSE (m2) MaxE (m) MAE (m) ME (m) MeAE (m) MAPE AIDA-K

0-0.1 927 8.73E-07 3.56E-03 2.33E-04 -6.17E-07 1.22E-04 7.80E-02 8.30E-01

0.1-0. 67 3.50E-05 5.30E-02 3.42E-03 -1.40E-05 1.85E-03 1.93E-01 9.89E-01

0.2-0.3 38 7.37E-05 8.74E-02 4.86E-03 -1.29E-05 2.56E-03 1.90E-01 9.90E-01

0.3-0.5 38 2.09E-04 1.47E-01 8.04E-03 -1.31E-05 4.17E-03 1.92E-01 9.86E-01

0.5-0.75 19 5.00E-04 2.25E-01 1.26E-02 -7.67E-05 6.69E-03 1.95E-01 9.82E-01

0.75-1 5 8.41E-04 3.50E-01 1.52E-02 -5.66E-05 7.19E-03 2.05E-01 9.75E-01

1-2 9 4.04E-03 6.65E-01 3.09E-02 -1.28E-04 1.36E-02 2.16E-01 9.70E-01

2-3 4 1.36E-02 1.29E+00 5.96E-02 -3.74E-04 2.46E-02 2.34E-01 9.52E-01

0-3 1107 1.07E-04 2.97E-02 1.60E-03 -6.22E-06 7.92E-04 9.70E-02 8.55E-01

Table 2

Baseline evaluation metrics.

range (m) # locs MSE (m2) MaxE (m) MAE (m) ME (m) MeAE (m) MAPE AIDA-K

0-0.1 927 9.79E-06 7.96E-03 9.57E-04 2.66E-07 8.09E-04 5.47E-01 1.46E+02

0.1-0.2 67 3.77E-04 1.20E-01 1.37E-02 -3.23E-05 1.16E-02 4.60E-01 6.29E-01

0.2-0.3 38 8.67E-04 2.09E-01 2.04E-02 2.13E-06 1.72E-02 4.64E-01 6.03E-01

0.3-0.5 38 2.18E-03 3.27E-01 3.20E-02 9.86E-05 2.69E-02 4.66E-01 5.92E-01

0.5-0.75 19 5.19E-03 5.31E-01 4.94E-02 1.53E-04 4.14E-02 4.63E-01 5.95E-01

0.75-1 5 7.21E-03 7.47E-01 5.61E-02 1.37E-04 4.70E-02 4.80E-01 5.57E-01

1-2 9 2.40E-02 1.29E+00 9.90E-02 1.66E-05 8.21E-02 4.85E-01 5.44E-01

2-3 4 6.91E-02 2.31E+00 1.73E-01 -9.02E-04 1.44E-01 5.03E-01 5.01E-01

0-3 1107 7.02E-04 6.36E-02 5.96E-03 1.84E-06 5.01E-03 5.34E-01 1.22E+02
MAPE, AIDA [19]). Also, to make our evaluation more accurate and 
complete, we performed a comparative analysis of the proposed ap-

proach with a baseline approach on the test set. In particular, to have 
a statistically robust estimation of regression models’ performance, we 
run our tests by implementing the k-fold cross-validation methodology 
(𝑘 = 10, in our tests), which is a resampling method using different por-

tions of the data to test and train a model on different iterations [42]. 
Cross-validation is recommended in literature for estimating the perfor-

mance of a machine learning algorithm due to its relatively low bias and 
variance, in order to avoid problems like overfitting or selection bias, 
and to give an insight on how the model will generalize to an indepen-

dent dataset [42]. Briefly, in the k-fold cross-validation the initial data 
are randomly partitioned into 𝑘 mutually exclusive subsets (or folds), 
𝐷1, 𝐷2, … , 𝐷𝑘, each of approximately equal size. Training and testing 
is performed 𝑘 times. At iteration 𝑖, for 𝑖 = 1, … , 𝑘, partition 𝐷𝑖 is re-

served as the test set, and the remaining partitions are collectively used 
as training set to train the model. Finally, all results are combined (i.e., 
averaged) over the rounds to give an estimate of the overall model’s 
predictive performance.

The values of the error measures are reported in Tables 1 and 2, 
for the proposed approach and the baseline. In our tests we adopted 
as baseline a regressor predicting the mean of the outcome variable, 
which is a ZeroR-based approach [43,44] exploited as basic baseline in 
8

regression analysis applications [45]. In particular, we computed a set 
ℎ𝑚𝑎𝑥 of baseline predictors, where each function ℎ
ℎ𝑚𝑎𝑥

is the baseline 
predictor at the ℎ𝑡ℎ-target location, defined as the mean of all observed 
values at that location. Formally, each ℎ

ℎ𝑚𝑎𝑥
is defined as ℎ

ℎ𝑚𝑎𝑥
=

1
𝑁

∑𝑁

𝑖=1 𝑦
ℎ
𝑖
, where 𝑦ℎ

𝑖
is the 𝑖𝑡ℎ observation (𝑖 = 1, … , 𝑁) at the ℎ𝑡ℎ-

target location.

The evaluations have been conducted separately for different flow 
depths ℎ (i.e. 0 𝑚 < ℎ ≤ 0.1 𝑚, 0.1 𝑚 < ℎ ≤ 0.2 𝑚, etc). This is to avoid 
the introduction of biases due to the fact that many targets (especially 
in the far field) have small to insignificant tsunami. The purpose of 
this analysis is to assess the model performance separately for differ-

ent ranges of maximum observed height, categorized in relation to a 
practical tsunami early warning system. This allows comparing the per-

formance at similar order of magnitude for the tsunami, without mixing 
scenarios with practically no tsunami and the ones with significant 
wave heights. The groups are defined considering the ranges in wave 
height typically considered in tsunami early warning systems [19]. The 
groups for higher flow depths (ℎ > 1 m) have larger ranges, in order to 
assure a sufficient number of scenarios for the evaluation of the perfor-

mance statistics. For completeness, the last row of the table reports also 
the error metrics computed on the entire test set.

By looking at the values in Table 1 we can make some consid-

erations. First, overall the proposed approach achieves good perfor-

mance in the tsunami prediction domain. For example, considering the 

2 𝑚 < ℎ ≤ 3 𝑚 range (the most dangerous tsunami scenarios here), test 
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Fig. 9. Comparative performance analysis vs wave height ranges.
results show 𝑀𝐴𝐸 = 6.02 ∗ 10−2 meters and 𝑀𝐴𝑃𝐸 = 23.4%, which 
are good values in the considered case. Second, smaller the group’s 
wave magnitude, lower the error measure of the predictive models. For 
example, considering the 2 𝑚 < ℎ ≤ 3 𝑚 and 1 𝑚 < ℎ ≤ 2 𝑚 ranges, 
the MAE decreases from 6.02 ∗ 10−2 to 3.08 ∗ 10−2 meters. A simi-

lar trend has been observed also for all other measures and ranges. 
Finally, also Aida’s metric values (specifically used in the tsunami fore-

casting domain to evaluate the overall coherence of a tsunami model, 
e.g. see [19]) confirm good performance. In fact, prediction results 
are generally acceptable when the values of 𝐾 are within or close to 
the suggested criteria for satisfactory model performance, which are 
0.8 < 𝐾 < 1.2 [19]. An underestimation and overestimation of the ob-

servations are indicated by the 𝐾 value larger and smaller than 1, 
respectively. In our case, regression tree predictions achieve 𝐾 values 
very close to 1.0, which is a very remarkable result.

By comparing the values of Tables 1 and 2, we can see that the pro-

posed approach achieves always better predictive performance than the 
baseline. In fact, considering all error metrics, regression tree models 
perform better for all of the wave height ranges. This is clearly ob-

served in Fig. 9, which shows some evaluation metrics (i.e., MaxError, 
MAE, MAPE, AIDA) versus the wave height ranges considered in our 
tests. As expected, MaxError and MAE (Figs. 9(a) and 9(b)) increase 
with the wave height magnitude, while MAPE and AIDA’s values keep 
stable values. In all cases, the proposed approach largely achieves bet-

ter performance than the baseline. Also, as a particular case, Fig. 10

shows the achieved indices, for all locations whose wave depths are 
within the 1 𝑚 < ℎ ≤ 2 𝑚 range. We can see that our approach largely 
achieves a better performance than the baseline, for all the different tar-

get locations. These results confirm the appropriateness of the proposed 
approach based on regression models and its good performance in the 
9

tsunami prediction domain.
Fig. 11 shows the distribution of the forecast errors for locations 
whose wave height is in the 1 𝑚 < ℎ ≤ 3 𝑚 range (Fig. 11(a)) and all tar-

get locations in the test set (Fig. 11(b)), with an overlaid normal curve 
with mean 0 and the same standard deviation as the distribution of er-

rors. The charts show also the 15𝑡ℎ, 50𝑡ℎ and 85𝑡ℎ percentiles. The plots 
indicate that, for both cases, forecast errors are normally distributed 
with the mean centered around zero, suggesting unbiased predictions. 
As reported in Table 1, the mean error is −2.04 ∗ 10−4 m for locations 
whose wave height is in the 1𝑚 < ℎ ≤ 3𝑚 range, while it is −2.37 ∗ 10−5
m for all locations in the test set, which is absolutely consistent with the 
residual histogram in Fig. 11. Nonetheless, the present results show very 
good predictive performance considering that the 85% of regression er-

rors are lower than 3.7 ∗ 10−2 m for locations whose wave height is 
in the 1 𝑚 < ℎ ≤ 3 𝑚 range, and 1.4 ∗ 10−4 m for all locations in the 
test set, which are highly better results than the existing uncertainty in 
simulations [37,1].

Now, in addition to the regression analysis and evaluation carried 
out for different wave height ranges, we analyze here the performance 
of the regressive models in terms of misclassification rate, that is, the 
percentage of times observed and forecasted values do not fall in the 
same bin. This can be especially critical for large wave events, where 
a classification on a smaller wave height bin (than the real one) can 
cause an underestimation of the Tsunami event. To do this, we have 
computed a multi-class confusion matrix, which is a useful tool for ana-

lyzing how well a predictive model can recognize instances of different 
classes. More specifically, given 𝑚 classes, a confusion matrix 𝐶𝑀 is 
a table of size 𝑚 by 𝑚, where an entry 𝐶𝑀[𝑖, 𝑗] indicates the number 
of tuples of class 𝑖 that were labeled by the classifier as class 𝑗. For a 
classifier to have good accuracy, ideally most of the tuples would be 
represented along the diagonal of the confusion matrix, with the rest of 
the entries being close to zero. Fig. 12 shows the confusion matrix com-
puted through our tests. The total number of predictions is 5,116,554 
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Fig. 10. Performance analysis vs several target locations, whose wave heights are within the 1 𝑚< ℎ ≤ 2 𝑚 range.

Fig. 11. Distribution of the mean error on the test set, with 15𝑡ℎ, 50𝑡ℎ and 85𝑡ℎ percentiles.
(4,622 test set instances * 1,107 target locations). By observing the ma-

trix, we can notice that the majority of values are on the main diagonal, 
showing that the most of instances are correctly classified by the pre-

dictive models. It is worth nothing that there are also non-zero values 
occurring in several cells below and above the main diagonal, show-

ing under-forecasting and over-forecasting range classification cases; 
however, the majority of misclassifications are concentrated on the sub-

diagonal and superdiagonal, that is lower and upper value ranges. To 
better clarify this issue, the matrix shows also the percentage distribu-

tion of predicted ranges vs actual ranges (values in parentheses). For 
example, considering the waves in the 0.5 𝑚 < ℎ ≤ 0.75 𝑚 height values 
10

range, we observe that the 53.1% of cases are predicted to fall in the 
correct bin, while the 33% and 11% are predicted to fall in the 0.3 𝑚 <
ℎ ≤ 0.5 𝑚 and 1.0 𝑚 < ℎ ≤ 2.0 𝑚 ranges, respectively. Finally, consider-

ing the largest (and most dangerous) waves, i.e. 1.0 𝑚 < ℎ ≤ 2.0 𝑚 and 
2.0 𝑚 < ℎ ≤ 3.0 𝑚 ranges, the 57% and 73% of wave height forecasts be-

long to the correct range, showing good predictive performance in cases 
of really dangerous tsunami events.

Finally, we discuss here the performance improvement of the re-

gressors with respect to the training-set size used to train them. Fig. 13

shows the variations of MAPE and AIDA as the training-set increases. 
We can observe that the MAPE strongly decreases for training size up 
to about 25% of the whole dataset, (i.e., less than 4,000 scenarios out 

of the 15,408 in the dataset), converging to a stable trend (MAPE <
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Fig. 12. Confusion matrix for the Tsunami wave predictive model.

10%) for training sizes larger than 25%. Similarly, above 25% also ac-

ceptable AIDA’s K (> 0.8) are obtained. These metrics variations can 
be proficiently used to decide when a regressor could be exploited in 
place of the simulations in a real-time case study like for early warn-

ing systems. For example, a first set of regressors can be trained even 
when a 25% of simulation data are available, rather than waiting for 
the completion of the whole bunch of simulation data. This could allow 
to exploit predictive models to launch early warning as quick as pos-

sible, which can be an important added value in a tsunami forecasting 
scenario to reduce damages and save human lives.

5. Related work

In this section we briefly review the most representative research 
work in the area of tsunami propagation modeling through machine 
learning and artificial intelligence techniques, and report a critical com-

parison (on the basis of some specific features) among the method we 
developed and state-of-art solutions.

A machine learning approach to extract inundation prediction mod-

els, based on neural networks, is presented in [19]. In particular, neural 
network models are trained on a large number of pre-calculated physics-

based model results, and they are used immediately after an earthquake 
to directly estimate the characteristic of (possible) generated tsunamis 
(i.e., maximum tsunami inundation heights) without running simula-

tion models. The method has been tested on 150 offshore stations 
encompassing the Japan Trench to simultaneously predict tsunami in-

undation at seven coastal cities stretching about 100 km along the 
southern Sanriku coast. The model has been trained using 3,093 hy-

pothetical tsunami scenarios from the megathrust (Mw8.0–9.1) and 
nearby outer-rise (Mw7.0–8.7) earthquakes, and its predictive accuracy 
has been tested against 480 unseen scenarios and three near-field his-

torical tsunami events.

Recently, a tsunami forecasting method using a convolutional neural 
network (CNN) has been proposed in [20]. The method trains a CNN 
on up-to-date observation data and is exploited to directly forecasting 
tsunami inundation time series at off-shore locations. Authors highlight 
that a notable advantage of such a method is that the computational 
cost of CNN inference is much lower than that of nonlinear tsunami 
propagation simulations, so it is very feasible for the establishment of 
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early warnings. The experimental evaluation has been carried out on 
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Tohoku data, showing an average maximum tsunami amplitude and 
tsunami arrival time forecasting errors of 0.4 m and 48 s, respectively, 
for 1,000 unknown synthetic tsunami scenarios.

An approach based on multi-layer perceptron (MLP) neural net-

works, exploited to forecast tsunami maximum height and arrival time 
at given target points, is described in [18]. The experimental evalua-

tion has been done by considering the Horseshoe as seismic source, and 
Chipiona-Cádiz coast (southwestern Spain) locations as target points, 
showing a comparative analysis between single and ensemble models.

Liu et al. [24] discuss how three different machine learning ap-

proaches can be exploited for forecasting tsunami amplitudes at a set 
of forecast points, based on hypothetical short-time observations at one 
or more observation points. Specifically, authors train a support vector 
machine to predict the maximum amplitude at the target locations, and 
they also explore the use of two deep convolutional neural networks 
(i.e., a denoising autoencoder and a variational autoencoder) to predict 
the full time series at the forecast points. As a case study, models have 
been trained on synthetic earthquake data, and the experimental eval-

uation has been performed for an observation point near the entrance 
of the Strait of Juan de Fuca (Pacific Ocean), and the forecast points in 
the Salish Sea and in Discovery Bay.

A method to approximate computationally expensive high resolution 
tsunami simulations with a statistical emulator is discussed in [46]. The 
paper presents a proof-of-concept case study statistical emulator, based 
on Gaussian Processes, to estimate the expected tsunami wave eleva-

tions and the associated uncertainty in prediction. To estimate Gaussian 
Processes parameters, authors exploit the Expectation-Maximization al-

gorithm, which is an approach for performing maximum likelihood 
estimation in the presence of latent variables. It first estimates the 
values for the latent variables, then optimizes the model and repeats 
these two steps until convergence. The statistical emulator has been ex-

ploited in several research studies, including that one presented in [17], 
which presents an experimental evaluation carried on the 1945 Makran 
earthquake considering three areas of interest (Karachi, Chabahar and 
Muscat). This case study shows that the approach balances the trade-off 
between computationally expensive simulations and desired accuracy 
of uncertainties, within given time constraints.

The work presented in [47] aims to assess the capabilities of 1D CNN 
networks to be used in Tsunami Early Warning. Rather than attempt-

ing to estimate a unique network that could map inundation at a large 
number of points, the focus was set on neural network models (NNM) 
designed to reproduce time series of tsunami inundation at specific lo-

cations. The method has been tested at four specific locations on two 
bays that differ in their hydrodynamic response. The results showed a 
good accuracy in predicting on synthetic data not seen by the network 
before; however, when tested against actual tsunami data, the approach 
showed lower performance.

Table 3 reports a more detailed and critical comparison among the 
approach we developed and the above described solutions proposed in 
the literature. The comparison takes into account several features, as 
detailed in the following.

Data and application use case. These features differentiate the approaches 
on the basis of the data and use cases the approaches have been tested 
on. The proposed approach has been tested on the 2003 Zemmouri-

Boumerdes (Algeria) tsunami. The solution proposed in [19] has been 
tested on the Japan Trench, while that one described in [20] on To-

hoku data. The approaches [18] and [17] have been applied on the 
Horseshoe and Chipiona-Cadiz, and 1945 Makran earthquake, respec-

tively. Finally, the experimental evaluation presented in [24] concerns 
some target location in the Pacific Ocean.

Forecasting approach. This feature differentiates the algorithms on the 
basis of the methodology used to perform tsunami forecasting. In partic-
ular, our approach exploits regression trees, while those ones presented 
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Fig. 13. MAPE and AIDA’s number mean variation as training set size increases.

Table 3

Comparison of several approaches proposed in literature.

Approaches Data and use case Forecasting approach Model Explainability

The proposed approach 2003 Zemmouri-Boumerdes Regression Tree Yes

Mulia et al. [19] Japan Trench Neural Networks No or very limited

Makinoshima et al. [20] Tohoku Convolutional Neural Networks No or very limited

Rodriguez et al. [18] Horseshoe, Chipiona-Cadiz Multi-layer Perceptron Neural Networks No or very limited

Sarri et al. [46], Giles et al. [17] Makran Gaussian process-based emulator No or only locally approximated

Liu et al. [24] Strait of Juan de Fuca, Salish Sea Support Vector Machines, convolutional neural networks No or very limited
in [19], [20] and [18] use neural networks, convolutional neural net-

works and multi-layer perceptron neural networks, respectively. The 
approach proposed in [24] exploits Support Vector Machine and Convo-

lutional Neural Network approaches. On the other side, the approaches 
presented in [46] and [17] rely on statistical emulators.

Model explainability. Another important feature we took into account is 
the model explainability, that is, the capability of the model to explain 
the intuition and reasoning behind its decision, and not only provide the 
user with the forecasting result. Considering this aspect, the proposed 
approach generates regression trees, which are fully-explainable and in-

terpretable models. Differently, the approaches proposed in [19], [20], 
[18] and [24] exploit neural network models, whose interpretability is 
very limited because they do not explain how individual neurons work 
together to arrive at the final output. Finally, the approach proposed 
in [46] and [17] predicts the highest height of waves at each location 
through a Gaussian process-based emulator; as stated in [48], such mod-

els are necessarily used as black boxes and only local explanations can 
be done by approximated local linear models, de facto largely limiting 
the interpretability of the global model.

From the above comparative evaluation, we can summarize the 
main differences our approach exhibits with respect to the other ones 
proposed in the literature. The main advantage of the method we de-

signed is its model explainability. In fact, the regression tree models allow 
a user to browse the tree from the root to the leaf (i.e., the regressed 
value), having also the capability to explain the intuition (splitting 
attributes, values, etc.) behind its decision. In this way, the tsunami 
domain expert can visualize the decision path through the tree suf-

fices to understand how and why the model arrives at its prediction. 
This is undoubtedly an advantage of regression tree models with re-

spect to related models proposed till today. This has two main important 
implications. On the one side, it allows to make evident potential incon-

venient rules based on spurious statistics, like for example overfitting. 
These features may produce significant biases in the estimations, but 
they are difficult to find in black-box models. On the contrary, regres-
12

sion trees allow to explicitly inspect the “regularities” that the model 
exploit, whose physical explainability may be judged by a tsunami ex-

pert. On the other side, the detected rules may be used to inform or 
update simple decision tools like, for example, decision matrices, which 
are often used to inform tsunami warning for near-source target ar-

eas, as it is done by all tsunami service providers in the North East 
Atlantic, the Mediterranean, and connected seas Tsunami Warning Sys-

tems (NEAMTWSs) [49,7]. At the best of our knowledge, this is the first 
case regression trees are used to perform tsunami forecasting.

6. Conclusion

The increasing availability of tsunami simulation algorithms favors 
the availability of large amounts of data, whose analysis can produce 
predictive models to support probabilistic tsunami forecasting (PTF). 
Such models can be proficiently exploited by tsunami early warning 
systems (TEWSs) to quickly and accurately forecast dangerous inunda-

tion events at the coast, estimate their significant uncertainty, as well 
as to reduce the computational effort required by probabilistic tsunami 
hazard analyses (PTHA) to account for the entire natural variability of 
the potential tsunami sources.

This paper presented a machine learning approach, based on regres-

sion trees, to model and forecast tsunami events. The experimental eval-

uation has been performed on the data relative to the most important 
recent tsunami occurred in Western Mediterranean, reproducing the po-

tential early-warning and urgent-computing computations that would 
have been required just after the 2003 M6.8 Zemmouri-Boumerdes 
earthquake and tsunami. The achieved prediction accuracy ranges from 
92% (for wave heights ≤ 0.1 m) to 77% (for wave heights ≥ 1.0 m), 
showing the appropriateness of the proposed approach based on regres-

sion trees and its good performance in the tsunami prediction domain. 
This approach has also the clear advantage of model explainability, that 
enables both the potential verification of the physical consistency of 
the rules adopted by the machine-learning model, and the production 
of rules that may enhance the comprehension of the tsunamis for the 
selected target area.

In future work, other research issues will be investigated. For exam-
ple, we will further explore the extendability of the proposed method to 
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other areas characterized by large magnitude subduction earthquakes, 
or the application of spatial analysis approaches for the detection of 
clusters of target locations having similar tsunami trends. In addition, 
a parallel implementation of the approach will be integrated in a cloud 
platform, to take advantage from Cloud computing to reduce execution 
time and improve speed-up and scale-up.
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