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Abstract

An invisible layer of knowledge is progressively growing with the emergence of situated visualizations and reality-based
information retrieval systems. In essence, digital content will overlap with real-world entities, eventually providing insights
into the surrounding environment and useful information for the user. The implementation of such a vision may appear close,
but many subtle details separate us from its fulfillment. This kind of implementation, as the overlap between rendered virtual
annotations and the camera’s real-world view, requires different computer vision paradigms for object recognition and tracking
which often require high computing power and large-scale datasets of images. Nevertheless, these resources are not always
available, and in some specific domains, the lack of an appropriate reference dataset could be disruptive for a considered task.
In this particular scenario, we here consider the problem of wine recognition to support an augmented reading of their labels.
In fact, images of wine bottle labels may not be available as wineries periodically change their designs, product information
regulations may vary, and specific bottles may be rare, making the label recognition process hard or even impossible. In
this work, we present augmented wine recognition, an augmented reality system that exploits optical character recognition
paradigms to interpret and exploit the text within a wine label, without requiring any reference image. Our experiments show
that such a framework can overcome the limitations posed by image retrieval-based systems while exhibiting a comparable
performance.

Keywords Augmented reality - Augmented wine recognition - Ubiquitous computing - Artificial intelligence - Optical
character recognition

1 Introduction

Situated visualizations (SV) and reality-based information
retrieval systems aim at superimposing context-based digi-
tal information to real-world entities, such as food, people,
buildings, and photographs [1-7]. Such concepts root in
the seminal work of Fitzmaurice, who introduced the idea
of situated information spaces, i.e., spaces where digital
information associated with physical objects is collected,
associated, and collocated with those objects which act as
anchors [8]. Considering the advancements and affordabil-
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ity of augmented reality (AR), SV becomes viable in several
domains, providing information regarding physical objects,
and chaperoning a user through a specific process (e.g., learn-
ing, making a choice).

In the food and beverage sector, for example, many ini-
tiatives have worked on scanning packages to visualize aug-
mented information related to its contents (e.g., nutritional
information, reviews) [9-14]. Such applications are built on
top of marker or marker-less computer vision approaches for
object detection, recognition, and tracking [15], which often
require high computational power and the construction of
large-scale datasets of reference images. Such approaches,
however, may hardly scale with long-tailed products [16] as,
for example, wines [17, 18]. In fact, in many cases, it may
be difficult to acquire wine labels beforehand making them
impossible to be recognized. For example, a winery may have
changed its labels or stopped the production of specific wines
or there could be a shortage of pictures of old wines labels.
It is very challenging to create a complete database covering
the present and the past of wine labels.
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Considering this scenario, optical character recognition
(OCR)-based techniques [19, 20] may represent a solution.
In fact, given a wine bottle label, identifying and recognizing
it by exploiting the text within, could allow us to overcome
all the aforementioned limits. Nevertheless, this approach is
practically challenging because of the label visual features,
such as complex backgrounds, text of different fonts, and
distortions due to the curved surface of bottles, which could
mislead the OCR predictions. Even when perfectly recog-
nizing text, an automatic process should be able to focus on
only those words that can be used as cues to identify a wine.
This step, alone, could require an amount of time not com-
patible with the implementation of a situated visualization.
Therefore, such an approach requires careful integration of
methods, algorithms, and technologies to produce an effec-
tive system in terms of detection efficacy and efficiency. To
this aim, we designed and implemented augmented wine
recognition (AWR), an augmented reality (AR) system to
automatically recognize a wine type by recognizing and ana-
lyzing the text within its corresponding bottle back label.
In particular, we tailored AWR on the Italian wine domain
knowledge, considering that Italy is a wine top producer and
follows European regulations regarding label organization
and design [18, 21]. Leveraging on the information reported
on such labels due to the European regulations, we modeled
a custom tree data structure defining a hierarchy of textual
features that discriminates between different types of wine.
Moreover, we defined a custom hierarchical search algorithm
that explores such structure by matching and branching the
tree itself, using as criteria the distance between a sought
feature and the words found on a label. The process ends
when the best wine type candidates are found. The AWR
system [22]! has been assessed employing a textual database
of 2,426 wines belonging to the Italian Emilia—Romagna
region (provided by ImageLine S.r.1.). AWR exhibited a per-
formance of 91% in terms of recognition accuracy and an
average of 2.37 seconds in terms of inference time, showing
that this system may be acceptable from a user perspective.
We also compared our solution to a naive solution based on
data structures built ignoring wine domain knowledge, show-
ing that AWR is able to drop by two orders of magnitude the
wine type recognition time.

With respect to [22], this work expands the description of
the key factors that have led to achieving such performance:
the required wine domain knowledge and the use of an
approach integrating OCR and database search strategies.
We will hence show how our approach is able to scale in
domains characterized by long tails [16] without requiring
high computational power and large-scale datasets of refer-
ence images.

Summarizing, the contributions of this work amount to:

I An online demo visualization is accessible here.
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e An analysis of the state of the art and a comparison of
the AWR system to existing approaches;

e A detailed presentation of the domain knowledge relevant
for the design of AWR;

e An in-depth description of the label recognition pipeline;

e A thorough discussion opening possible future improve-
ments and directions of work.

The rest of the paper is organized as follows: Sects. 2
and 3 describe related works and wine theory background.
Subsequently, the proposed framework and its components
(i.e., textual database, OCR, search algorithm) are detailed
in Sect. 4. Section 5 reports experimental results obtained by
exploiting our approach with the considered dataset, from
both an efficacy and efficiency perspective. Finally, the limi-
tations and possible future directions are discussed in Sect. 6.

2 Related work

Food and beverage product identification is often performed
with bar codes or QR codes. Many AR applications exploit
image detection and recognition paradigms, which may also
be based on codes or on the recognition of a product as it
appears [11, 15, 23, 24]. In fact, identifying and exploit-
ing visual cues in food product pictures is an approach that
appeared in various research contributions [25-28]. In this
scenario, some works, from both industrial and academic
contexts, focused on wine label recognition and its applica-
tion in the AR realm [13, 29-38].

Regarding commercial solutions, WineEngine is an online
wine label recognition service [29] which exploits a combi-
nation of OCRs and image retrieval-based approaches using
the wine bottle front label. This approach requires adding
reference label images to the considered database and does
not provide an AR interface. Another interesting system to
recognize wine bottles is Living Wine Labels [30]. It also
uses image retrieval to recognize the front label of a par-
ticular wine bottle and subsequently present customized AR
animations. Mostly used for storytelling purposes, it supports
eleven brands and requires a database of images for each of
the different front-label bottles. Finally, Vivino is the most
downloaded app with a community comprising 20 million
users around the globe [13, 31] and provides features such as
wine exploration, evaluations, and a wine bottle front-label
recognizing service. Vivino does not provide an AR inter-
face and implements an image retrieval approach based on
the Vuforia Cloud Recognition service that compares incom-
ing front-label scans uploaded by a user to the ones stored
in a custom database, to discover the closest match [31].
Given the high number of downloads and its large commu-
nity, and considering that the approach it adopts is entirely
based on image retrieval, we performed a simple experiment


https://www.youtube.com/watch?v=udMGFWcWrOY&feature=youtu.be
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Not recognized.

Correctly recognized.

Fig.1 Examples of wine recognition with Vivino

with Vivino to assess its performance in an everyday life
scenario. We hence visited a local supermarket and tested
its performance with 60 bottles of wine: 47 were correctly
recognized (78% accuracy) taking an average time of 2.05
seconds (with a standard deviation of 0.65). Examples of
wine labels correctly/wrong detected are reported in Fig. 1.

Considering now academic contributions, they mostly
have followed image retrieval-based approaches [32-38].
In Gebru et al. [32], the authors implemented a front-label
recognition method computing SURF key points and label
descriptors and comparing such descriptors to precomputed
ones in a label database to search for a match. Similar
approaches can be found in Wu et al. [34] and Jung et
al. [36]. In Li et al. [38] the authors proposed a CNN-
SIFT framework for wine label retrieval, where a trained
CNN model recognizes the wine producer to narrow the
search range, while a SIFT descriptor empowered with
RANSAC and TF-IDF mechanisms matches the final sub-
brand. In Alvarez Marquez and Ziegler [37], the authors
presented an AR system running on a Microsoft HoloLens,
making use of the Vuforia SDK to recognize markers attached
to wine bottles and to display information concerning those
bottles [39]. It is also possible to find other approaches in lit-
erature that concentrate on recognition subproblems. In Na
etal. [33], for example, the authors concentrated on a prelim-
inary step, a region of interest extraction method (GrabCut
algorithm) for front labels, that may serve subsequent ones
such as image analysis, recognition, and retrieval. All of
the aforementioned academic contributions rely on image
retrieval-based approaches, and so present the main limit of
requiring an extensive image database, which may be very
difficult if not impossible considering old, out-of-production,
or new wine types (i.e, long-tailed samples).

Differently, [35] implemented an OCR-based solution to
read serial numbers from wine labels to provide counter-
feit prevention and brand protection. However, this would be
required to have access to all the correspondences between
serial numbers and related bottle wine types.

Differently from the presented related works, AWR entirely
relies on text, as it solely employs an OCR and a custom
database to recognize a wine type from the text reported on

Table 1 Comparison between the characteristics of the different wine
recognition systems and AWR

References IR AR AReT OCR TDO LoTE
[29] v X v v X X
[30] v v X X X X
[13] v X X X X X
[32-34, 36, 38] v X X X X X
[37] v v v X X X
[35] X X v v v X
AWR X v v v v v

the back label of a bottle. Table 1 compares the characteristics
of our solution against existing ones, where IR stands for
image retrieval, AR for augmented reality, AReT for almost
real time, OCR indicates the usage of an OCR, TDO for
textual database only, and LoTE for long-tailed extensible.

3 Wine background

A wine bottle usually includes two labels: a front and a back
one. The front one is often devoted to brand communication,
whereas the back one reports all the information character-
izing a given wine, displayed according to its home country
regulations [21]. It is also possible to find wines bearing a
single label: such a label will include all the required infor-
mation in a compressed form. From now on, we will use the
term “label” to indicate the ones which contain information to
discriminate a wine types, as required by Italian regulations.

Recent work has provided a valuable description of the
historical development of wine policies in Europe inside the
Common Market Organization (CMO) [18]. According to
Italian regulations, specific information (e.g., wine appella-
tion, winery) must appear on a wine bottle in the same field
of view (i.e., a consumer should not have to turn a bottle
to read them all). Italian labels report different information,
some mandatory and some not [40-43]. A list of the most
important ones is provided in the following.

e Name the wine name, typically found at the label top
center.

e Type wine, varietal wine, appellation wine. In the case of
appellation wine, this is related to the geographical area
of production.

e Appellation The appellation wines may fall into two
sub-categories: Protected Geographical Indication (PGI)
and Protected Designation of Origin (PDO). Italian PDO
wines can be DOC or DOCG, now both included in DOP.
PGI wines can be IGT, now included in IGP. DOP and
IGP appear after the 2008 CMO reform. DOP (Euro-
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pean category) indicates products whose characteristics
depend on a specific geographical environment where
all the production phases should occur. The IGP Euro-
pean category designates products whose characteristics
depend on specific geographical areas where, at least,
one of the production phases must take place. We report
below the meaning of the following Italian acronyms,
translated into English for more clarity: Designation of
Origin Controlled (DOC), Designation of Origin Con-
trolled and Guaranteed (DOCG), Protected Designation
of Origin (DOP), Typical Geographical Indication (IGT),
and Protected Geographical Indication (IGP). With the
appellation wines, this information is mandatory, but it
is possible to choose whether to indicate the appellation
(i.e., DOC, DOCG, IGT) or the corresponding European
category (i.e., DOP, IGP).

e Appellation value In addition, the appellation value is
the “proper name” of the class and it is unique for each
wine types (e.g., Pignoletto and Romagna are the con-
crete appellation Values of wines categorized as DOC).
The label should report the appellation field nearby the
appellation value.

e Winemaker/winery The name of the winery where a wine
is bottled should always appear on the label. A winery
may work for multiple labels/brands.

e Region of origin not required. With appellation wines,
this information can be inferred from the appellation
value. Otherwise, it can be found once the winery has
been identified.

e Origin trademark A wine does not necessarily have
a trademark of origin. If present, some examples are
Quality Sparkling Wine Produced in a specific region
(VSQPRD), Quality Aromatic Sparkling Wine Pro-
duced in a specific region (VSAQPRD), and Aromatic
Sparkling Wine (VSA).

e Effervescence still, sparkling, spumante. This informa-
tion could appear with synonyms also: stationary, moved,
etc. If nothing is specified the wine is assumed to be still.

e Sweetness The terms change according to the wine
effervescence. For still and sparkling wines, Secco,
Semisecco, Abboccato, Amabile, and Dolce are used. For
spumante, however, there are many more possible terms,
including Brut nature, Extra Brut, Brut, Extra dry, Sec,
Demi-sec, Doux. Such information is mandatory only for
spumante wines. In addition, if the sugar content of the
products justifies the use of two terms, the choice is up
to the manufacturer.

e Color red, white, rosé. It could also appear with syn-
onyms: red/black, etc.

e Mention if present, it indicates a particular wine char-
acteristic. Examples of these are: Riserva, Superiore,
Novello, Passito, Lambiccato. There may also be more
than one term on a bottle label.
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e Bottling year mandatory only for DOP wines.

e Production method If present, this information is often
accompanied by the relative logo. Some examples are
Organic, Vegan, No sulfites.

e Alcohol volume mandatory and expressed as a percent-
age value. In the possible value range, only .5 steps are
allowed.

e Bottle capacity mandatory. This information and the alco-
hol volume must be in the same field of view and easily
visible (e.g., high color contrast between font and back-
ground).

The information introduced to this point is valuable to
uniquely identify wine types. The main features are wine
name, appellation, appellation value, effervescence, sweet-
ness, and sweetness, which are also the wine descriptors
adopted in our system to discriminate among wine types.
It is worth noticing that those features are usually placed in
the label top area using a font that is larger than the rest of
the text [40-42].

4 AWR system

The proposed AWR system, visually depicted in Fig. 2,
includes two main components: (a) a client AR interface
running on a mobile device, used to take pictures of the wine
label and present AR content after wine type identification,
and (b) a server that executes an algorithmic pipeline. The
latter employs an OCR at two different stages to retrieve the
text within the image sent by the mobile device and filter the
relevant words retrieved by the OCR. These words are fed
to a custom hierarchical search algorithm that skims a hier-
archical textual database (textual DB) according to them,
providing the best wine type candidates.

Q Search Module

Pre-processing I ocC

Relevant words

Hierarchical Search Algorithm ]

() | Hierarchical
=
textual DB

Best Matches

6 AR Situated
== visualization

Fig.2 AWR system
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4.1 AR interface

The client side of AWR has been implemented adopting an
AR approach for Android-based smartphones. Once acti-
vated, the AR interface starts to continuously scan what
is framed by the device camera, collecting more and more
frames. When a certain number of frames are collected, the
system picks the less blurry one, by taking the frame which
presents the smallest variance of the Laplacian, as reported
in Bansal et al. [44]. This frame is then used by the system to
verify whether the camera is pointing at a known label. Dur-
ing this recognition process, a spinning loading icon appears
on the screen’s bottom left corner. Once a label is recognized,
the interface shows the wine name, appellation, region, and
region image (if available) related to the first query result.
The interface also lists other possible candidates on its right
panel. If the right answer is present in this list, a user can select
it. In this case, the interface opens a dialogue box asking the
user to save the selected result and, if confirmed, only the
label related to that result is shown until the “Close” button
is pressed. In case the back-end recognition service is not able
to match the targeted wine because the related entry is not
included in the textual DB, an alert is displayed. In addition,
at any moment, the user can stop the interface scan through
a toggle on the screen’s bottom right corner. The aforemen-
tioned processes and features are visually depicted in Fig. 3,
which shows four different views of the AWR interface.

4.2 Back-end components

The system back-end components include an algorithmic
pipeline employing an OCR to retrieve the text within the
image sent by the mobile device and a custom hierarchical
search algorithm that skims a hierarchical textual DB based
on the previously extracted words, providing the best candi-
date wine types.

In particular, the OCR is involved multiple times in the
text extraction step. At first, during the cropping stage, the
OCR is used to reduce the visual search area that encloses

the most relevant words, taking advantage of Italian wine
label regulations (Sect. 3). For instance, the most discrim-
inative information appears with larger font sizes than any
other text. Given this, it is possible to define a bounding box
that encloses all relevant text pieces. After this first stage,
the OCR predicts the words within the bounding box. The
retrieved text is then used to individuate within the hierarchi-
cal textual DB the path identifying the sought wine type. This
is simplified with the use of a tree characterized by mutually
exclusive paths. For example, if a wine is “dolce,” it can-
not be characterized by any other sweetness value; therefore,
the sub-trees not connected to “dolce” will be pruned. In
addition, the tree size depends on the presence of specific
values. For example, if “DOC” appears on a label, the same
label should also report other mandatory information (e.g.,
harvest year). Leveraging on such type of information, the
search space for a given wine type may shrink and its search
running time may dramatically drop when compared to a
naive approach (details in Sect. 5).

4.2.1 OCR module

An OCR algorithm is employed to find the possible area
where relevant words lie and recognize them. Afterward, a
search algorithm exploits the textual DB (Sect. 4.2.2) to find
such words to identify the wine.

To this date, many OCRs are available in literature [45].
We exploited an off-the-shelf deep learning-based OCR,
EasyOCR [46]. The EasyOCR detection component employs
the CRAFT algorithm [47], while the recognition model
amounts to a CRNN [48] and is trained with the pipeline
reported in Baek et al. [49]. Finally, the decoding step uti-
lizes CTC [50]. EasyOCR appeared particularly suited to
our use case as its model is trained on images belonging to
heterogeneous environments (not only scanned documents).
In addition, the results in Smelyakov et al. [51] identified
EasyOCR as the best OCR for images of true-to-life scenes.
EasyOCR retrieves as output the detected text and the relative
bounding boxes encapsulating it, within the original image.
It is worth noticing that, in all of our experiments, we exe-
cuted EasyOCR loading the weights obtained to recognize
Italian and English words from a vocabulary utilized by its
authors (release version 1.2.2). This means that we did not
perform an additional training process, using EasyOCR as it
is. Qualitative examples of executing EasyOCR on two Ital-
ian wine bottles from the Emilia—Romagna area are reported
in Fig. 4.

This first experiment showed the positive and negative
aspects of the adopted EasyOCR baseline: Many relevant
keywords were recognized, even with different kinds of fonts
and backgrounds. However, some text was not detected or
correctly transcribed. This can be due to several reasons: Text
does not lie on a planar surface, color contrast varies between
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Fig.4 Examples of EasyOCR retrieved words, without considering the
confidence factor

background and text, poor light conditions, and the words on
the label could be very distant from the ones used to train
the EasyOCR decoder (just some technical words like DOC
are included). In conclusion, EasyOCR may return values
that are mistaken and do not hence support a direct querying
mechanism. It may be possible to overcome such limits by
exploiting a fine-tuning approach to optimize the EasyOCR
model for the wine domain. However, a dataset should be
defined from scratch, labeling wine bottle label pictures with
the coordinates of the relevant text and its corresponding
characters, resulting in a costly procedure in terms of time
and workforce. So, a different path was taken: we designed an
algorithm that corrects wrong text predictions by leveraging
predefined wine domain dictionary terms. As a final note,
we named the process of predicting the words by the OCR
module as OCR words inference.

4.2.2 Wine database

The information (features) that could uniquely identify a type
of wine corresponds to the wine name, appellation, appella-
tion value, effervescence, sweetness, and sweetness (check
Sect. 3). These features are not independent: a certain value
of feature i € [1, n] defines a subset of all the other pos-
sible values for the other features j € [1,n], j # i where
n is the total number of features. For this reason, wines are
grouped firstly by one feature, like the appellation, and then
sub-grouped based on each of the other ones, like the effer-
vescence, and this process continues until one has grouped all
the possible features, defining a hierarchical tree data struc-
ture. For example, both the Lambrusco di Sorbara rosato and
the Reggiano Lambrusco rosato wine typologies have com-
mon appellation value (DOC), color (rosé), and effervescent
(sparkling wine). In Fig. 5, an example shows how to trans-
form features from a table-like format to a hierarchical tree
structure. This kind of transformation is used to convert our
table-like DB composed of 2,426 wine types into a hierar-
chical tree one.
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Fig.5 An example of features conversion from a table-like to a hierar-
chical tree structure

In particular, the hierarchical textual DB follows a clas-
sical non-binary tree structure: each layer of the tree is
composed of k nodes, one per each value of a particular fea-
ture (e.g., DOC, DOCG, DOP, IGT, IGP for the appellation).
Recognizing a wine type means visiting the last level of the
hierarchy, returning all the possible hits (i.e., more than one
leaf). The considered database follows a specific nested key—
value data model in which the key is the value of a feature,
and the respective value is the subset of all the wines sharing
that particular value. In this way, a single wine tree traversal
depends on the number of hierarchy levels (i.e., the features),
given a priori by the values of the visited features, and the
computational cost in a one-level key—value database is con-
stant. For this reason, efficient NoSQL-like databases appear
well suited for this scenario. The schema of the hierarchical
tree database follows hence the feature order.

The 2426 textual descriptions of different wines from the
Emilia—Romagna region are hence converted in a hierar-
chy based on the chosen and sorted characterizing features:
appellation, appellation value, sweetness, color, efferves-
cence, wine name. This order amounts to a trade-off between
(a) pruning as many leaves as possible at the higher node in
the tree hierarchy, depending on how many values a feature
may take, and (b) the complexity of searching for a given
feature, taking into account the average number of words
composing a feature by its possible values. In other words,
for (a) we considered the number of nodes that may be sev-
ered when the value of a feature is known: the more nodes, the
higher the position of the feature in the hierarchy. At the same
time, we considered the complexity of searching for a match
for a given feature with (b). For example, considering (a), in
our dataset, there are three possible values for the appella-
tion and thirty for the appellation value. The number of wine
types that would remain when choosing an appellation value
is, hence, lower than the number that would remain choos-
ing the appellation; therefore, this indicates that the former
should be assigned a higher place in the tree hierarchy. When
considering (b), instead, the average number of words used in
the appellation values by the number of values this may take
is higher than the corresponding number for the appellation,
thus indicating the appellation should be placed at a higher
level of the tree hierarchy. We, therefore, see that (a) and
(b) push the organization of the hierarchical tree in different
directions. This contrast has been solved using a single factor
to evaluate (a) and (b). In fact, we defined for a given feature
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fi acostfunctioncy; (cvf[_  Cs, ) that synthesizes the contribu-
tions of these two components. In particular, the cost function
is computed as follows, ¢y, = (wy, X C”f,-) + (wy X ch,-)’
where, Cyj, amounts to the average number of leaves (wine
types) remaining in the tree once given feature f; is cho-
sen, ¢y, to the average number of words used in f; by the
number of values f; can take, and, w, and wy to two con-
stants whose role is to balance the contribution of the two
cost components (in our work, these have been set to 0.4 and
0.6, respectively). With the use of ¢ 7, (¢, 5 Cspe ), features are
ordered within the hierarchical tree with the rationale that
a higher hierarchy value is assigned in correspondence of a
lower cost.

Summarizing, the algorithm that searches for the wine
type in the hierarchical textual DB (detailed in Sect. 4.2.3)
first individuates the possible relevant words using an OCR-
based cropping and decoding approach. The algorithm then
iterates starting at the first level of the hierarchical textual
DB, executing a linear search and computing the best match
according to a predefined textual distance (e.g., Levenshtein,
Hamming, cosine). The linear search compares the text with
the term(s) stored at every given level of the hierarchy. In
addition, each layer of the hierarchy is composed of a finite
set of possible terms, and the algorithm picks the most prob-
able one, which depends on the textual distance computed
between the retrieved words and the words contained at the
current tree level. Then, the algorithm proceeds to analyze
the successive level of the hierarchy only after individuating
the best match and after pruning the other branches.

4.2.3 Search module

We here describe the full algorithmic pipeline used in the
AWR system to recognize a wine type from a picture of the
back label of a wine bottle. In particular, we here describe
how the domain-specific wine hierarchical textual DB, Easy-
OCR, OCR, and the novel text preprocessing and hierarchical
search are orchestrated together to return the best possible
matches.

As mentioned before, relevant information is usually
placed in the top area of the label with a font larger than other
text [42]. For the words that compose that text retrieved by
EasyOCR, the area is usually larger than any other retrieved
one. Assuming this, a preprocess step composed by the OCR
words area detection, which automatically detects and crops
the areas that enclose the words of interest, is implemented
after having executed the first OCR words inference. Not
performing this preprocessing step, would require account-
ing for all of the words identified on a label. The aim is to
avoid such a case. More in detail, only the words enclosed
in the bounding boxes larger than the sample median are in
the end selected, and the bounding box that includes all of
such words become the one used to crop the label. With these

Original frame Area of interest Cropped area

Fig.6 Example of cropping the area of interest

conditions, it is possible to detach the word detection phase
from the textual inference phase and reduce the number of
processed words. At the same time, the words that could be
misinterpreted by the OCR due to their size and location
are discarded (e.g., small area words placed near the bound-
aries). An example of the execution of such preprocessing is
reported in Fig. 6.

The OCR words inference is then again executed, return-
ing all the words found in the cropped image. The pipeline
hence only considers a subset of the words appearing on the
label, reducing the computational cost. To further reduce the
set, duplicates and stopwords are also removed.

Algorithm 1 Hierarchical search algorithm

1: procedure HIERARCHICAL_SEARCH(
bottle_retrieved_words, h_db, bottle_features, threshold, distance_method)
2: for f in bottle_features do
dict_match < {}
forv in f.possible_values () do
matched_terms < Algorithm 2(
bottle_retrieved_words, v,
threshold, distance_method)
dict_match[v] <— matched_terms
end for
correct_value < highest_score(dict_match)
bottle_retrieved_words, h_db < branch_db(
h_db, bottle_retrieved_words, correct_value)
10:  end for
11: return h_db
12: end procedure

Dbk w

LXRD

The obtained set of words is then processed in the last
step of the entire pipeline: the hierarchical search algorithm
whose Python-like pseudo-code is detailed in Algorithm 1.
The algorithm searches for the best wine type by exploring
each level of the hierarchical tree database and searching for a
match within the set of words retrieved by the OCR stopping
atthe node exhibiting the text value with the minimum textual
distance (check Algorithm 1) [52-58].

In brief, this algorithm takes as parameters the words
returned by the OCR, a copy of the hierarchical textual DB,
the sorted list of features, and a distance threshold percentage,
which will be used in the Algorithm 2 (line 1). Subsequently,
it cycles on the relevant features to initialize the features dic-
tionary (lines 2 and 3). The second cycle (line 4), instead,
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iterates on the possible values of the considered feature (e.g.,
DOC, DOCG, DOP, IGT, IGP for the appellation).

Then, the linear search (post-OCR) correction algorithm
finds any existing matches for the given feature term (line 5),
and all matches are added to the dictionary (line 6). Now, the
algorithm selects the feature value that received the highest
number of matches. For example, between “Denominazione
origine controllata” and “Denominazione origine controllata
e garantita,” the latter would be chosen in the case that all
the terms are matched with some word in the OCR retrieved
words. In case of a tie between two features, both would be
selected. Then, the dictionary contains all the matches found
for the given feature values (line 8). Once a particular feature
value(s) is picked, the hierarchical DB is skimmed, branching
the specific sub-tree(s) involving that value or those values.
After applying the skimming step for all the wine features,
the remaining elements of the hierarchical DB contain only
one or more elements that possibly include the correct wine
(line 9), and the hierarchical DB is returned (line 11). Given
this, the hierarchical search algorithm computational cost
depends on the number of considered features f (i.e., the
height of the tree), and on the cost of the linear search cor-
rection algorithm, described below.

The linear search correction algorithm implements two
different sub-tasks: detection and correction. The detection
task identifies incorrect tokens, and the correction task tries
to correct the errors found by the previous one. The algo-
rithm adopts an isolated word approach, relying on specific
lexicons, or word unigram language models, and a distance
for selecting candidates of OCR errors. In this case, the
Levenshtein distance metric has been utilized [52]. The cor-
responding Python-like pseudo-code appears in Algorithm 2.

Algorithm 2 Linear search correction algorithm

1: procedure LINEAR_SEARCH_CORRECTION(
ocr_retrieved_words, feature_words, threshold, distance_method)

2: matched_words < []

3: forw in feature_words do

4: for w_ocr in ocr_retrieved_words do
5: distance < distance_method(w_ocr, w)
6: thr_word <« threshold x len(w)

7 if distance < thr_word then

8: matched_words.append(w)

9: break

10: end if

11: end for

12:  end for

13: return matched_words

14: end procedure

The algorithm works as a two-level nested loop that iter-
ates over the words retrieved by the OCR (first level, line
3) and the values of the word that define a feature (second
level, line 4). The algorithm computes the distance adopting
the distance_method per each couple (w, w_ocr) (line
5), and if the distance is less or equal than a certain thresh-
old, w_ocr is considered to be w (lines 6, 7 and 8). When
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this happens, the algorithm interrupts the inner loop (line 8)
and continues to search for the next relevant word inside the
label text (line 3). To note that, here, the threshold represents
a value of accepted distance: A lower distance indicates that
it is more likely that w_ocxr matches w.

More in detail, thr_word) is calculated based on the
length of the word to match (w) as a simple percentage of
the considered threshold (line 6). A threshold of 0
indicates that the two words must be the same (i.e., no dif-
ference), while, if set to 1, indicate that the w_ocr would
match w if their distance is less or equal than p, where p
is the number of character of w. Figure 7 visually reports
a sample the linear search algorithm applied to two words
of the appellation value feature with a threshold of 0.3
(i.e., 30%): On the left side, the OCR retrieved words are
compared with a non-matching value while on the right side,
a matching word was detected.

The computational cost of Algorithm 2 depends on the
two lists of size n and m, respectively (i.e., the number
of ocr_retrieved_words and feature_words),
which are constants as these may be both upper bounded
by some fixed value (named as «). Considering now the cost
of the full hierarchical search algorithm (Algorithm 1), the
height of the traversed hierarchical tree database corresponds
to f by construction, while an additional cost is provided to
the maximum number of children to match at each level,
named z (upper bound). Considering that the cost to search
for amatch on a single node corresponds to «, the Algorithm 1
total cost corresponds to f x z x «. It should be noted that the
values at stake are all constants that do not exceed a few tens
of units, simply meaning that an asymptotic analysis does
not apply.

Using this Search algorithm it is possible to recognize
terms belonging to the wine domain also when distorted by
the OCR. In addition, the Search algorithm exploits, in gen-
eral, the wine domain knowledge (Sect. 3): some features
(e.g., effervescence) possess a default value, implying that if
none of the non-default values are detected, the default one is
taken. Again, failures may be due to mistaken feature identi-
fication (i.e., no relevant word appears in the OCR list or the
words are in part wrongly predicted), and/or relevant infor-
mation is not reported on the label. Figure 8 visually depicts
an example of the hierarchical search algorithm matching all
the considered features.

5 Experiments and results

We here report the results obtained by applying the hierarchi-
cal search algorithm (Algorithm 1, Sect. 4) to 45 different
wine bottles coming from the Emilia—Romagna region in
Italy, and considering a hierarchical textual DB containing



Making paper labels smart for augmented wine recognition

Appellation Value Emilia

Pignoletto

thr_word =03 *10=3

LD 9 9 8

AL

7_*
WOl GALASSI mﬂgﬁﬁdﬁ ‘ ‘ [
L]
[EMILTA]|

%msm
INDICAZIONE GEOGRAFICA TIPICA
LAMBRUSCO
VINO FRIZZANTE AMABILE
SPARKLING

OCR

[... , Emilia,

Appellation Value

thr word =03 *6=2

LD 0 8 5

——

RATEDAL
o

Bl wse

JSABSHA.

&

GALASSI i ‘ ‘ ‘
EMILIA

INDICAZIONE 5] A TIPICA
LAMBRUSCO
VINO FRIZZANTE AMABILE
SPARKLING

B

OCR
[, Emilia, ! 5l

Wrong correspondence produces high Levesthein Dis- A perfect correspondence was found between the OCR-
detected words and the searched ones.

tances.
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2,426 entries. The evaluation has been performed in a multi-
frame setting, collecting and using multiple frames per wine.

More in detail, we collected 45 videos, one per each differ-
ent bottle, lasting an average of 8 seconds, rotating the camera
around the bottle label. Then, we selected from each video the
less blurred frame per second, adopting the variance of image
Laplacian, as reported in Bansal et al. [44]. The use of mul-
tiple frames is motivated principally by the expectation that
employing videos may be possible to reduce OCR detection
errors caused by environmental problems (e.g., light con-
ditions), and the fact that taking a video does not require
the user to take a picture of what s/he is seeing each time.
Intending to provide a complete picture of the AWR system
performance, we considered and reported the results both in
terms of efficacy and efficiency. Per each considered video
frame, the algorithmic pipeline has been applied to the words
retrieved by EasyOCR. The result is a set composed of all the
wines that expose an equal difference between the original
name length and the number of matched words. To compute
efficacy, wine bottles are considered to be correctly recog-
nized if their names are included in the set of retrieved ones.
Now, before presenting the final results, it is necessary to
highlight that by tuning the hyperparameters it was possible
to individuate the threshold values that best identify a word
as recognized (Algorithm 2).

Recalling that a word retrieved by EasyOCR is consid-
ered to match one value for each different feature if their
Levenshtein distance falls below a given threshold, the selec-
tion of the threshold value has been performed assessing the
pipeline for all the values between 0 and 1 with a step of 0.1.
In particular, two distinct thresholds have been set for words
and acronyms (e.g., Denominazione Origine Controllata vs
DOC), 0.3 and 0.1, respectively, capable of returning the
best results: with these values, 41/45 bottles were correctly
recognized (91% of accuracy). This accuracy was computed
considering that the algorithm could provide more than one
wine as output, retrieving on average 1.41 bottles per ana-
lyzed video (min 1, max 15). It is worth noticing that the
errors could depend on the EasyOCR performance. To ver-
ify this, we defined 45 different textual files (one per bottle)
which contain each word reported in the wine bottle label,
in order to simulate the performance of a perfect OCR, tran-
scribing all the words appearing on labels, respecting their
order. With such data and a threshold set to 0, as a perfect
OCR should match the exact words, the algorithm reached a
100% accuracy. Always considering that the algorithm could
provide more than one wine as an output, the linear search
algorithm applied to the perfect OCR setting retrieved on
average 1.01 bottles per examined video (min 1, max 8). All
such results are summarized and reported in Table 2.

We then measured the system efficiency, i.e., the time
taken to return results. The algorithm is composed of four
steps (Sect. 4): OCR words area detection, cropping by
detected areas (image cropping), OCR words inference,
and the hierarchical search algorithm. The captured times
regarding EasyOCR do not include the deep learning model
initialization times, as not relevant. Time measurements
come from executing a single trial of the complete algorith-
mic pipeline on the selected video frames for all the bottles.
Fig. 9 depicts the min, mean, and max times, provided in
seconds, for each algorithm component, averaged over ten
trials.
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Table 2 Results obtained with chosen confidence values

Performance metric AWR

(words = 0.3; acronyms=0.1)

AWR-POCR
(words = 0.0; acronyms=0.0)

41/45
1,1.41,15

Guessed bottles (correct/total)

Retrieved bottles (min, mean, max)

45/45
1,1.01, 8

AWR indicates the performance obtained by using our system with the selected OCR using as thresholds for words and acronyms of 0.3 and 0.1,
respectively. AWR-POCR, instead, regards the performance obtained by using our system with a simulated perfect OCR and so accepting only

perfect matches (words and acronyms thresholds correspond to 0.0)

Mode Hierarchical — Step [s]

Min Mean Max
OCR words area detection 0.44 0.55 0.69
Cropping by detected areas 0.025 0.029 0.036
® OCR words inference 0.45 0.83 1.24
m Hierarchical search algorithm 011 0.96 215

Fig.9 Total time in seconds over different hierarchical mode algorithm
steps

Total time [s]

Min Mean Max
| Hierarchical 1.02 237 4.11
W Full-Linear 22.63 153.66 404.53

Fig. 10 Hierarchical vs full-linear total time in seconds (plotted in log
scale)

We then compared the efficiency of the hierarchical tree
search and the classical linear one. We defined a flat database
containing all the relevant values of the different distinguish-
ing features, and we applied Algorithm 1 at each step of
the data structure. So, the final output includes the wine(s)
with the highest number of matching features. We report
in Fig. 10 the computed min, mean, and max time values
obtained over the same wine bottle set used for the previous
evaluations, again over ten trials. It is possible to note that a
naive approach, like the full-linear one, is roughly a hundred
times slower than the hierarchical proposed approach. This
fact is justified since in the full-linear mode the tree is never
pruned, so the algorithm compared all the retrieved words
with all the words describing the 2, 426 wine types.
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6 Discussion and conclusions

This work provides an overall description of the required
domain (e.g., wine background) and technical (e.g., OCR
approach) knowledge used to define the AWR wine recog-
nition app [22]. Nowadays (augmented) wine recognition
systems and services are typically based on pure computer
vision approaches, but not without limitations. In fact, a wine
could possess different visual features (in time), but many
wines could appear similarly. A sole visual analysis may
lead to wrong classifications, because of label changes, due to
marketing reasons. At the same time, long-tail samples (such
as novel wine types or old ones) may not be guessed, because
of the lack of images that capture their labels. Avoiding these
phenomena requires frequent database/fine-tuning updates.
Sometimes those updates cannot be done considering hard-
to-find wine labels. We here showed that by adopting a
textual-based approach, it is possible to overcome such lim-
itations and speed up the database update process. However,
additional work is needed to improve and generalize our sys-
tem in a more varied context.

Firstly, the presented system solely leverages text for the
search of wine types, such an approach could be extended
by integrating one based on image recognition. In fact,
it is possible to envision a hybrid approach to prune, as
much as possible, the hierarchical textual DB and execute
an image query on the remaining corresponding wine label
images. Secondly, we could exploit OCRs to detect additional
information within labels, like bottle capacity and alcohol
content. These could then be used to present additional
information in AR, such as caloric intake, and maximum
recommended dose. Thirdly, additional work could be imple-
mented to increase the performance of the underlying OCR.
For example, image preprocessing such as image warping,
unwrapping, rectification, and semantic segmentation could
be adopted [59-62]. In addition, the performance of deep
learning-based OCRs could be improved by implementing
a fine-tuning procedure leveraging a large dataset composed
of wine label pictures labeled with bounding boxes and cor-
responding textual annotations. This would ameliorate the
erroneous word prediction highlighted in the results reported
in Table 2. This will also pose the basis for a more general and
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applicable detection pipeline that exceeds the Italian wines
domain (e.g., fine-tuning also in other languages).

Hence, many possible future research directions could be
explored to improve AWR. Nevertheless, its promising per-
formance shows that an identification mechanism based not
only on visual features but also on textual data could be a
valid method in many application contexts.
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