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Abstract—Several use-cases of the Internet of Things (IoT)
rely on the development of large-scale Wireless Sensor Networks
(WSNs) in harsh environments characterized by limited Internet
connectivity and battery-powered operations. In such scenarios,
the failure of a single node due to energy depletion or hardware
issues may cause network partitions and disrupt partially or com-
pletely the system operations until the intervention of a human
operator. In this paper, we investigate the usage of Unmanned
Aerial Networks (UAVs) to enable sensory data collection and
support resilient communications in presence of faulty sensor
nodes. More specifically, we study the possibility of replacing the
ground devices with UAVs which are able to temporarily restore
the multi-hop communication towards the WSN sink. To this
aim, we extended the Uhura framework, a platform for robotic
networking, with novel features for automatic network partition
detection and UAV-sink coordination. Then, we created a small
test-bed composed of a Bluetooth Mesh WSN and one drone, and
characterized the performance of the UAV-assisted WSN system
in terms of packet delivery ratio of the end-to-end data flows.

Index Terms—Unmanned Aerial Vehicles (UAVs), Wireless
Sensor Networks (WSNs), Resilient communications, Test-bed

I. INTRODUCTION

Several use-cases of the Internet of Things (IoT) involve the
deployment of large-scale Wireless Sensor Networks (WSNs)
for scenario monitoring [1]. The sensory data are filtered
locally on the edge, and, in most cases, transferred towards a
remote cloud for storage and analytics tasks. The data transfer
process may be challenging in harsh environments such as
remote or post-disaster areas where the coverage of ground
communication systems is absent or temporarily disrupted. For
this reason, some recent works investigate the application of
Unmanned Aerial Vehicles (UAVs) as mobile sinks able to
collect data from ground devices. UAV-assisted WSNs have
been applied to delay-tolerant IoT applications related e.g. to
smart agriculture, structural health monitoring, or smart cities
[2]. Thanks to the flexible maneuverability of the UAVs, the
performance of WSNs can be optimized in several ways, both
in terms of energy efficiency and throughput on the air-to-
ground communication links [3]. Indeed, a significant number
of studies addressed the design of novel clustering protocols
to determine the optimal WSN topology [4] [5]; similarly,
path planning strategies have been proposed to maximize the
throughput of the data collection process while taking into
account the limited flight autonomy of the UAVs [6] [7].
In this paper, we investigate the deployment of robust UAV-

assisted WSNs where the aerial segment is not only in charge
of collecting sensory data but also providing backup connectiv-
ity in case of failures of one or multiple ground nodes. Indeed,
in multi-hop WSNs, events like energy depletion or hardware
failures of a node may cause network partitions and affect the
operations of the IoT system. Traditional recovery approaches
leverage extra relay nodes and multi-path routing strategies;
however, their effectiveness depends on the number of failures
to handle as well as on the topology of the WSN. As an
alternative, UAVs can be used as mobile relays to re-establish
the connectivity within the WSN until the intervention of a
network operator [8]. Thanks to their autonomous mobility, the
UAVs can place themselves in order to minimize the number of
relays needed and to cope with dynamic channel conditions.
Different node placement algorithms have been proposed in
the literature [9] [10]. However, few real experiments of UAV-
assisted WSNs have been reported so far.
In this paper, we attempt to fill such a gap by describing the
design, implementation, and validation of UAV-assisted WSNs
with faulty node replacement capabilities. Our setup is based
on the Uhura framework [11], which enables the creation of
overlay robotic networks composed of ground/aerial segments
by abstracting from the specific Machine to Machine (M2M)
communication technology in use on each link. We extended
the Uhura software with a novel module for the network
recovery strategy, in execution on the WSN sink node. In
case a network partition event is detected, the module is
in charge of notifying the UAV swarm by providing the
location where a mobile router is needed; the target UAV will
land at that position and re-broadcast each received Uhura
message on each adapter. We demonstrated the feasibility of
our approach through a small scale test-bed developed at the
drone arena of the TII; the experimental setup involved one
drone and a ground multi-hop WSN based on the Bluetooth
mesh technology [12]. We measured the Packet Delivery Ratio
(PDR) to show the effectiveness of the proposed system to
restore the end-to-end connectivity within the WSN, in a
completely autonomic way.
The rest of the paper is structured as follows. Section II
reviews the state of the art of UAV-assisted WSNs. Section III
introduces the Uhura Framework and its architecture. Section
IV describes the novel Uhura module. The test-bed and
experimental results are presented in Section V. Conclusions



and future works can be found in Section VI.

II. RELATED WORKS

UAV-aided WSNs have been progressively investigated for
different purposes: (i) saving energy on battery-powered WSN
nodes, or enabling power transfer on the ground-aerial link [6];
(ii) enhancing the system performance by reducing the length
of the last mile; (iii) enabling data collection in harsh/remote
environments characterized by the absence or the temporal
disruption of the ground infrastructures. At the same time,
the deployment of such systems requires addressing com-
plex optimization problems involving both the ground and
the aerial network segments. On the one side, novel MAC
protocols have been proposed to ensure that the ground sensor
nodes are able to offload their data during the transit of
the UAVs [5]. Cluster-based mechanisms [13] are effective
approaches to reduce channel contention and the number of
concurrent transmissions towards the mobile sink. On the
other side, several studies focused on the optimization of the
UAV trajectories in order to maximize the throughput of the
data collection while taking into account the limited flight
autonomy of the drones. Trajectory planning can be addressed
with non Machine Learning (ML) techniques, including both
constraint programming and heuristics, or ML technique. As
an example of the first category, in [7], the authors address
the join optimization on the trajectory, altitude, velocity, and
link scheduling so that the mission time in UAV-aided data
collection is minimized. Regarding the second category, the
work in [4] aims to minimize the energy consumption of a
WSN-UAV system by computing the visiting order of the
WSN cluster heads through a Deep Reinforcement Learning
(DRL) algorithm. In the studies described so far, the UAVs
are employed as mobile sinks hence they are supposed to fly
over the WSN and then return back to the ground station.
In other applications, the authors investigate the usage of
UAVs as mobile routers hovering over the scenario in order to
restore connectivity among isolated ground devices. In [9] we
proposed a distributed swarm management technique comput-
ing the position of the UAVs so that the maximum number
of ground devices are covered while the connectivity of the
aerial mesh is preserved. In [8], the authors propose a central-
ized algorithm to detect possible network partitions through
the usage of UAVs. Our paper addresses a similar problem
however it introduces the following novel contributions: (i)
it is agnostic from the M2M communication technology in
use on ground/aerial links thanks to the Uhura framework;
(ii) it executes partition detection directly on the WSN sink
node by exploiting the presence of the Uhura overlay; (iii)
it provides experimental evidence of the possibility of using
UAVs as mobile routers in emergency situations.

III. THE UHURA FRAMEWORK

Uhura is a novel software platform enabling the deployment
of integrated robotic systems composed of UAV, mobile and
static ground devices, in a communication agnostic way [11].
The main goals of the tool are to overcome the fragmentation

problem caused by the presence on the market of multiple
M2M communication standards and, at the same time, to
exploit the multi-radio capabilities of most IoT devices. To
this aim, Uhura works by creating an overlay network among
heterogeneous devices (called Uhura nodes), each provided
with a unique identifier: different links of the overlay network
can be mapped to different M2M stacks. The link-layer
communication operations using a specific M2M stack are
managed through Uhura adapters, which are designed to be
highly modular and interchangeable thanks to the usage of
a common API. In addition, the Uhura framework allows to
monitor the network performance of each active adapter; in
[11] we demonstrated the possibility of dynamically switching
from one adapter to another in order to meet the Quality of
Service (QoS) requirement of the upper-layer application.

Fig. 1. The architecture of the Uhura framework.

Figure 1 shows the architecture of the software stack de-
ployed in each node. The generic application module refers to
the IoT application which needs to exchange data from/to other
devices and is external to Uhura; however, it communicates
with it via a publish/subscribe interface. The Uhura Core
handles all the requests from the upper-layer application and
sends them as generic messages on the overlay. In addition,
it is in charge of creating the distributed network overlay
through periodic hello messages, which are re-broadcasted
in a multi-hop way; as a result, each Uhura node has full
knowledge of the overlay graph. The Uhura Core can send a
message using a specific Adapter or select the optimal one in a
dynamic way (such feature is not exploited in this paper). The
Uhura Adapter wraps the device API of a specific antenna
module. In this paper, we extended the Uhura Core with a
novel Network Recovery module which is in charge of de-
tecting possible network partitions and, in the case of a WSN
sink node, activating the node replacement procedure with the
UAV swarm. Details of the network recovery algorithm are
discussed in the Section below.



Fig. 2. The scenario of our test-bed included: a multi-hop Bluetooth mesh WSN composed of three nodes and a ground sink, one drone
serving as mobile relay, and one laptop collecting the network logs.

IV. NETWORK RECOVERY ALGORITHM

The main envisioned scenario for UAV-assisted WSNs is
where the sensors data is collected by an elected cluster
head (statically or dynamically selected among the network
nodes) and then offloaded to one or more UAVs physically
transporting them to a remote server not directly connected
to the WSN [3]. In this work, we assume that the Uhura
framework is installed on every device and that a sink node -
statically selected among the ground devices - is continuously
collecting the sensory data from the WSN. Periodically, a UAV
fleet, composed of one or more UAVs, visits the WSN to gather
the data from the sink node. During the WSN lifetime, some
sensors may run out of energy or just disconnect from the
other peers due to hardware failures. In such cases, multiple
regions of the WSN could be disconnected due to the multi-
hop topology. Our proposal envisages that the sink node is
in charge of detecting the occurrence of a network partition
and activating a recovery procedure; at the end of it, faulty
sensors are replaced with UAVs working as mobile routers.
In the following, we detail the recovery procedure running on
the Recovery Module within the Uhura Core (Figure 1).
Let G0 = {S0, E0} be the overlay graph at deployment
time, where S0 = {ssink, s1, s2, . . . , sN} is the set of N + 1
deployed sensors, with ssink defined as the sink node, and
E0 = {wi,j

0 |si, sj ∈ S0} is the set of weighted edges con-
necting the sensors. The edge weight wi,j

0 , with 0 < wi,j
0 ≤ 1,

defines the quality of the network connection based on the
Packet Delivery Ratio (PDR). Such metric is periodically
computed by the QoS Module of the Uhura Core. We assume
that the graph G0 is calculated, and then frozen, after the initial
deployment of the WSN.
We assume that at time t, a UAV fleet U = {u1, u2, . . . , uM}
of M UAVs, establishes a connection with the sink node
s1 to download the sensory data. After completing the data
transfer, the sink node activates the recovery procedure from
the Recovery Module in the Uhura Core. The procedure
includes the following steps (see Figure 3(a)):

1) Calculate Gt = {St, Et} as the actual overlay graph
at time t, with St ⊆ S0. Let GF = {SF , EF } be
the inactive graph where SF is the set of disconnected

sensors, with SF ∪ St = S0, SF ∩ St = ∅, and
EF ⊂ E0 are the arcs connecting only the inactive
nodes. If SF = ∅ then ends the recovery procedure.

2) Calculate SC ⊆ St as the set of candidate inactive
sensors to be replaced by a UAV: sj ∈ SC only if
∃si ∈ St such that wi,j

0 ∈ E0, i.e., if the active sensor si
at time t were directly connected to the inactive sensors
sj at deploy time. Here, let wj

0↔t be the maximum edge
weight from E0 connecting the inactive node sj ∈ SF

with any sensor in St.
3) For each sj ∈ SC calculate in GF the connected

components set CCj to which sj belongs to. We use
a Breadth-First Search (BFS) graph visit starting from
sj to determine the connected components.

4) Select ŝj ∈ SC as the chosen sensor to be replaced by
the UAV, where ŝj = argmaxsj∈SC

|CCj | + wj
0↔t. In

case multiple sensors have the same connected compo-
nents set size, we choose the sensor with the maximum
value of wj

0↔t.
5) Choose randomly one available UAV from the UAV fleet

and send it to the ŝj coordinates in order to replace
the operations of the inactive sensor. The target UAV
will land at that position and re-broadcast each received
Uhura message on each adapter.

6) If at least one UAV is left, then iterate the procedure
starting from point 1.

V. PERFORMANCE EVALUATION

We evaluated the proposed network recovery strategy in a
small scale test-bed deployed at the drone arena of the TII.
The test-bed includes one ground WSN and one drone. The
first consists of four Raspberry PI 4 devices, each provided
with a Nordic nRF52840 BLE interface with the Bluetooth
mesh stack. The ground nodes create a multi-hop Bluetooth
mesh WSN as depicted in Figure 2: nodes S1, S2 and S3
transmit periodic measurements towards the sink, with nodes
S1 and S2 working as mesh relay nodes. The drone is a DJI
f450 frame with 4 rotors, a Pixhawk4 autopilot, and an Intel
NUC companion board. The sink node is connected via cable
to a laptop device which is used to collect the network logs
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Fig. 3. Figure 3(a) shows the WSN scenario and the setup of the proposed network recovery strategy. Figure 3(b) shows the PDR for each data flow between
nodes S1, S2 and S3 and the ground sink before and after the recovery procedure. Similarly, Figure 3(c) shows the RSS between each node and the UAV.

and compute the performance metrics. Both the drone and
all the ground devices run a local instance of Uhura with a
BLE adapter1. Balena Cloud2 has been used to ease software
deployment. In our experiments, we forced the failure of node
S1, which at time t=70 seconds disconnects from the WSN
and stops sending its own and relayed messages towards the
sink. As a result, the recovery procedure is started, with the
sink detecting the network partition at time t=95 seconds and
issuing a command to the UAV; the latter lands close to node
S2 at time t=125 seconds (see Figure 3(b)). The landing
coordinates are hardcoded in the control software of the drone,
leaving the optimization of the mobile sink placement as future
work. Figure 3(b) shows the PDR computed at the sink node
for the three different data flows originated from nodes S1, S2
and S3. The PDR is affected by the source node position: for
this reason, S3 experiences the lowest PDR before node S1
failure due to the two hop distance from the sink. After node
S1 failure (t=70 seconds), the data collection is completely
disrupted for around 50 seconds; after t > 125 seconds, it is
easy to notice that the data flows of nodes S2 and S3 are fully
re-established and the PDR metric achieves similar results than
before the node failure. However, the message relay operations
are now operated by the UAV landed on the ground rather than
by node S1. Figure 3(c) shows the Received Signal Strenght
(RSS) of the wireless link between nodes S1, S2, S3 and the
UAV. It is easy to notice that the RSS values before and after
the recovery procedure are similar, but with higher fluctuations
when the UAV relay is active. This is due to the different UAV
antenna as well as the varied channel conditions.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, we addressed the design and evaluation of
UAV-assisted WSNs in which the aerial devices work both
as mobile data mules and as mobile relays able to replace
the operations of faulty ground relay nodes. To this aim, a
network recovery algorithm was proposed and implemented
in the Uhura framework. The effectiveness and robustness of
the UAV-aided network recovery solution were demonstrated
through a small scale test-bed. We believe in the potential of
such UAV-assisted WSNs for many different IoT applications

1https://github.com/patonz/uhura/tree/main/src/lib/adapters/blesh
2https://www.balena.io/

and for this reason we are considering possible extensions
related to: (i) optimization of the network recovery algorithm
and specifically of the placement of the relay UAVs; (ii)
replacement of sensing functionalities through the UAVs; (iii)
additional experiments and measurements, taking into account
also the lifetime of the UAV-WSN system.
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