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Abstract. The use of Dynamic Epistemic Logic (DEL) in multi-
agent planning has led to a widely adopted action formalism that can
handle nondeterminism, partial observability and arbitrary knowl-
edge nesting. As such expressive power comes at the cost of undecid-
ability, several decidable fragments have been isolated, mainly based
on syntactic restrictions of the action formalism. In this paper, we
pursue a novel semantic approach to achieve decidability. Namely,
rather than imposing syntactical constraints, the semantic approach
focuses on the axioms of the logic for epistemic planning. Specif-
ically, we augment the logic of knowledge S5n and with an inter-
action axiom called (knowledge) commutativity, which controls the
ability of agents to unboundedly reason on the knowledge of other
agents. We then provide a threefold contribution. First, we show that
the resulting epistemic planning problem is decidable. In doing so,
we prove that our framework admits a finitary non-fixpoint charac-
terization of common knowledge, which is of independent interest.
Second, we study different generalizations of the commutativity ax-
iom, with the goal of obtaining decidability for more expressive frag-
ments of DEL. Finally, we show that two well-known epistemic plan-
ning systems based on action templates, when interpreted under the
setting of knowledge, conform to the commutativity axiom, hence
proving their decidability.

1 Introduction

Multi-agent systems find applications in a wide range of settings
where the agents need to be able to reason about both the phys-
ical world and the knowledge that other agents possess—that is,
their epistemic state. Epistemic planning [5] employs the theoreti-
cal framework of Dynamic Epistemic Logic (DEL) [22] in the con-
text of automated planning. The resulting formalism is able to repre-
sent nondeterminism, partial observability and arbitrary knowledge
nesting. That is, agents have the power to reason about higher-order
knowledge of other agents with no limitations.

Due to the high expressive power of the DEL framework, the plan
existence problem (see Definition 9), that asks whether there exists a
plan to achieve a goal of interest, is undecidable in general [5]. As
a consequence, in the past decade, DEL has been widely studied to
obtain (un)decidability and complexity results for fragments of the
planning problem. A common approach (see Section 6) consists in
syntactically restricting the action theory, for instance by limiting the
modal depth of the preconditions and postconditions of actions to a
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certain bound d [8, 9, 6]. Nonetheless, the problem remains unde-
cidable even with d=2 when only purely epistemic actions are al-
lowed, and with d=1 when factual change is involved. This suggests
that such syntactic restrictions are too strong in many practical cases,
where reasoning about the knowledge of others is required.

For this reason, in this paper we pursue a different strategy that
we call semantic approach. Namely, rather than imposing syntactical
constraints, the semantic approach focuses on the axioms of the logic
for epistemic planning. Specifically, we consider the multi-agent
logic for knowledge S5n (where n denotes the number of agents)
and we augment it with an interaction axiom, called the (knowledge)
commutativity axiom (where, as customary, 2iϕ indicates that agent
i knows that ϕ holds):

C 2i2jϕ→ 2j2iϕ (Commutativity)

This axiom imposes a principle of commutativity in the higher-order
knowledge across agents. In the resulting logic, which we call C-S5n,
while agents have their own distinct individual knowledge, higher-
order levels of perspectives of agents commute. This assumption is
well suited in cooperative planning domains [21], where it is required
that agents act and communicate in an observable way, thus making
knowledge of agents accessible to others.

We provide a threefold contribution. First, we show that the epis-
temic plan existence problem in the resulting framework becomes
decidable. We do so by proving that the commutativity axiom en-
sures that the states in the logic C-S5n are bounded in size, which
entails that the search space of the plan existence problem is finite. In
doing so, we show that the logic C-S5n admits a finitary non-fixpoint
characterization of common knowledge, which is often regarded as
a possible solution to paradoxes involving common knowledge (see
[19] for an overview).

Second, we investigate the plan existence problem with different
generalized principles of commutativity. Indeed, although the com-
mutativity axiom is better fitting for tight-knit groups of agents, it
may be less suited for representing more loosely organized groups.
We define suitable generalizations parametrized by fixed integer con-
stants b>1 and 1<`≤n. The resulting axioms are the following
(where π is a permutation of the sequence 〈i1, . . . i`〉 of agents, as
explained in more detail in Section 4.1):

Cb (2i2j)
bϕ→ (2j2i)

bϕ (b-Comm.)
wC` 2i1 . . .2i`ϕ→ 2πi1 . . .2πi`ϕ (Weak comm.)

Concerning axiom wC`, we show that the plan existence problem
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remains decidable for any 1<`≤n. Relating axiom Cb, we show that
the plan existence problem remains decidable in the presence of two
agents (n=2), for any b>1. We also show that for any n>2 and any
b>1 the problem becomes undecidable.

Finally, we show that the knowledge (i.e., S5n) fragment of the
well known planning system mA∗ [3] and the system by Kominis
and Geffner [16] are captured by our formalism. Thus, we prove the
decidability of a fragment mA∗, which was still an open problem,
and of the action formalism in [16], confirming their previous results.

Since the axioms of the logic for epistemic planning lie at the core
of the semantic approach, we consider such axioms to define mean-
ingful states. In other words, when a certain principle is introduced to
be an axiom of the logic, an epistemic state is considered to be mean-
ingful if and only if such principle is satisfied. Thus, when planning
under a logic L, we consider a plan to be meaningful and, in turn,
valid only if all the states that it visits satisfy the axioms of L. At
the same time, the semantics of the product update of DEL (see Def-
inition 6) does not guarantee that the application of an action of a
generic logic L to an epistemic state of the same logic necessarily re-
sults in an epistemic state that satisfies all axioms ofL. A well-known
example of this phenomenon is found in the widely studied doxastic
logic KD45n [10], where the consistency axiom D is not guaranteed
to be preserved by the product update. Addressing the problem of
preservation of axioms after action updates is not trivial. Indeed, in
the literature, considerable effort has been spent in developing dif-
ferent techniques to handle the preservation of axiom D [14, 20].
Analogously to the case of D in KD45n, in our framework axioms
C, Cb and wC` are not guaranteed to be preserved by the product
update. As a result, as explained above, we consider a plan to be
valid if it only visits meaningful epistemic states, i.e., those satisfy-
ing the axioms of the considered logic. Importantly, our decidability
results continue to hold even when one adopts more sophisticated re-
vision techniques that handle the preservation problem by accepting
and suitably curating non-preserving states. The development of such
non-trivial techniques for our logics is independent of the analysis of
decidability of the plan existence problem under the same logics, and
is left as an important, follow-up work.

The paper is organised as follows. In Section 2, we recall some
preliminaries and define epistemic planning tasks. In Section 3, we
discuss in more detail the semantic approach, we introduce our new
logic for epistemic planning and we discuss the commutativity ax-
iom. In Section 4, we analyze decidability of epistemic planning un-
der commutativity and its generalizations. In Section 5, we apply our
decidability results to existing epistemic planning systems. Finally,
in Section 6, we discuss related work.

2 Dynamic Epistemic Logic
This section is organized as follows. The syntax and semantics of
DEL [22] are introduced in Section 2.1, event models and the product
update in Section 2.2. In Section 2.3, we recall the axioms of the logic
S5n. In Section 2.4 we define the plan existence problem.

2.1 Epistemic Models

Let P be a finite set of atomic propositions and AG = {1, . . . , n}
a finite set of agents. The language LCP,AG of multi-agent epistemic
logic on P and AG with common knowledge is defined by the fol-
lowing BNF:

ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | 2iϕ | CGϕ,

where p ∈ P , i ∈ AG, and ∅ 6= G ⊆ AG. Formulae 2iϕ and CGϕ
are respectively read as “agent i knows that ϕ” and “group G has
common knowledge that ϕ”. We define>,⊥, ∨,→ and 3i as usual.

Definition 1 (Epistemic Model and State). An epistemic model of
LCP,AG is a triple M = (W,R, V ) where:
• W 6= ∅ is a finite set of possible worlds;
• R : AG → 2W×W assigns to each agent i an accessibility rela-

tion R(i) (abbreviated as Ri);
• V : P → 2W assigns to each atom a set of worlds.
An epistemic state is a pair (M,Wd), where Wd ⊆ W is a non-
empty set of designated worlds.

Intuitively, a designated world in Wd is considered the current “real"
world from the perspective of an external observer (the planner)
rather than of agents in AG. Thus, |Wd| > 1 represents the uncer-
tainty of the observer about the real world.

The pair (W,R) is called the frame of M . We use the infix nota-
tion wRiv in place of (w, v) ∈ Ri. We also define RG

.
= ∪i∈GRi,

where G ⊆ AG. The reflexive and transitive closure of R is denoted
by R∗. Relations Ri capture what agents consider to be possible:
wRiv denotes the fact that, in w, agent i considers v to be possible.
Throughout the paper, to support our exposition, we consider the ex-
ample of the coordinated attack problem [12, 13]. It is a well-known
problem that is often analyzed in the distributed systems literature. In
what follows, we appeal to the DEL representation of this problem
provided in [6].

Example 1 (The Coordinated Attack Problem). Two generals, a and
b, are camped with their armies on two hilltops overlooking a com-
mon valley, where the enemy is stationed. The only way for them to
defeat the enemy is to attack simultaneously. They can only commu-
nicate by means of a messenger, who may be captured at any time
when crossing the valley. Neither general will attack until he is sure
that the other will attack as well.

General a and the messenger are initially together, and general a
decides to attack at dawn. We use the atomic propositions d to denote
that ‘general a will attack at dawn’ and mi, for i = a,b, to denote
that the messenger is currently at the camp of general i. In this way,
¬ma∧¬mb expresses the fact that the messenger has been captured.

The initial situation can be described by the epistemic state s0
shown below1. Each bullet represents a world and the designated
world is denoted by a circled bullet. There are two possible worlds,
denoting the possibility that general a will attack at dawn (w1), or
not (w2). Both generals know that the messenger is camped with gen-
eral a. The fact that general b does not know whether general a
has decided to attack is represented by the indistinguishability rela-
tions between worlds w1 and w2. In fact, initially, general b has not
enough information to know whether his ally has decided to attack.

s0 =
w1 : d,ma

w2 : ma

b

Definition 2 (Truth in epistemic states). Let M = (W,R, V ) be an
epistemic model, w ∈ W , i ∈ AG, ∅ 6= G ⊆ AG, p ∈ P and
ϕ,ψ ∈ LCP,AG be two formulae. Then,

(M,w) |= p iff w ∈ V (p)
(M,w) |= ¬ϕ iff (M,w) 6|= ϕ
(M,w) |= ϕ ∧ ψ iff (M,w) |= ϕ and (M,w) |= ψ
(M,w) |= 2iϕ iff ∀v if wRiv then (M, v) |= ϕ
(M,w) |= CGϕ iff ∀v if wR∗Gv then (M, v) |= ϕ

1 In all figures, the reflexive, symmetric and transitive closures of the relations
are left implicit.
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Let (M,Wd) be an epistemic state. Then,
(M,Wd) |= ϕ iff (M,w) |= ϕ for all w ∈Wd

For instance, (M,w) |= p means that p is true in w; (M,w) |= 3ip
means that in w the agent i admits the possibility of ϕ being true,
i.e., there exists a world v that i considers possible (i.e., with wRiv)
such that (M, v) |= ϕ; (M,w) |= 2iϕ means that in w the agent i
knows ϕ, as ϕ holds in all worlds that i considers possible.

We recall the notion of bisimulation for epistemic states [7].

Definition 3 (Bisimulation). Let s = ((W,R, V ),Wd) and s′ =
((W ′, R′, V ′),W ′d) be two epistemic states. We say that s and s′ are
bisimilar, denoted by s↔s′, if there exists non-empty binary relation
Z ⊆W ×W ′ satisfying:
• Atoms: if (w,w′) ∈ Z, then for all p ∈ P , w ∈ V (p) iff w′ ∈
V ′(p).

• Forth: if (w,w′) ∈ Z and wRiv, then there exists v′ ∈ W ′ such
that w′R′iv

′ and (v, v′) ∈ Z.
• Back: if (w,w′) ∈ Z and w′R′iv

′, then there exists v ∈ W such
that wRiv and (v, v′) ∈ Z.

• Designated: if w ∈ Wd, then there exists w′ ∈ W ′d such that
(w,w′) ∈ Z, and vice versa.

We say that Z is a bisimulation between s and s′.

Throughout the rest of the paper, we assume that each epistemic state
is minimal w.r.t. bisimulation. We denote the fact that (w,w′) ∈ Z
by w↔w′. Finally, we introduce a notion of k-bisimulation for epis-
temic states. The following definition follows the one in [4] and gen-
eralizes that of [23] by considering epistemic states with (possibly)
multiple designated worlds.

Definition 4 (k-bisimulation). Let k ≥ 0 and let s = ((W,R, V ),
Wd) and s′ = ((W ′, R′, V ′),W ′d) be two epistemic states. We say
that s and s′ are k-bisimilar, denoted by s↔ks

′, if there exists a
sequence of non-empty binary relations Zk ⊆ . . . ⊆ Z0 (with Z0 ⊆
W ×W ′) satisfying (for any i < k):
• Atoms: if (v, v′) ∈ Z0, then for all p ∈ P , v∈V (p) iff v′∈V ′(p).
• Forth: if (v, v′) ∈ Zi+1 and vRiu, then there exists u′ ∈W ′ such

that v′R′iu
′ and (u, u′) ∈ Zi.

• Back: if (v, v′) ∈ Zi+1 and v′R′iu
′, then there exists u ∈W such

that vRiu and (u, u′) ∈ Zi.
• Designated: if v ∈ Wd, then there exists v′ ∈ W ′d such that

(v, v′) ∈ Zk, and vice versa.
We say that Zk is a k-bisimulation between s and s′.

2.2 Event Models and Product Update

Information change is captured by product updates of the current
epistemic state with the event model of actions.

Definition 5 (Event Model and Action). An event model for LCP,AG
is a tuple E = (E,Q, pre, post) where:
• E 6= ∅ is a finite set of events;
• Q : AG → 2E×E assigns to each agent i an accessibility relation
Q(i) (abbreviated as Qi);

• pre : E → LCP,AG assigns to each event a precondition;
• post : E → (P → LCP,AG) assigns to each event and atom a

postcondition.
An action is a pair (E , Ed) where Ed ⊆ E is a non-empty set of
designated events.

Similarly to epistemic states, the designated events in Ed represent
the “real” events that are taking place from the perspective of an ex-
ternal observer.

The pair (E,Q) is called the frame of E . We use the infix notation
eQif in place of (e, f) ∈ Qi. These relations are analogous to the
accessibility relations of epistemic models: they are used to specify
how the knowledge of each agent is affected by an action, depend-
ing on which events each agent considers possible. Intuitively, the
precondition of an event e specify whether e could happen in a cer-
tain world w, whereas the postconditions of e describe how such
event might change the factual properties of w (see Definition 6).
Formally, we say that an event e is applicable in a world w of M if
(M,w) |= pre(e).

Example 2. Imagine that general a decides to send the messenger
to general b (action sendab). While doing so, the general considers
two possible outcomes: 1) the messenger safely arrives to the other
side of the valley, or 2) the messenger is captured by the enemy. In the
figure below, these eventualities are represented by events ea1 and ea2 ,
respectively. The precondition of ea1 is pre(ea1) = d ∧ ma, namely
the message can only arrive to general b if general a has indeed
decided to attack at dawn and if the messenger is at a’s camp. The
precondition of ea2 is simply pre(ea2) = >, since the messenger could
always be captured. We represent the fact that the messenger travels
from one hilltop to the other2 by having post(ea1)(ma) = ⊥ and
post(ea1)(mb) = >. Finally, we denote the fact that the messenger
is captured by having post(ea2)(ma) = ⊥ and post(ea2)(mb) = ⊥.

sendab =
ea1 ea2

a

Action sendba is defined similarly, by having pre(eb1) = d ∧
mb, pre(eb2) = >, post(eb1)(ma) = >, post(eb1)(mb) = ⊥,
post(eb2)(ma) = ⊥ and post(eb2)(mb) = ⊥.

sendba =

eb1 eb2

b

The product update formalizes the execution of an action (E , Ed)
on the current epistemic state (M,Wd). Intuitively, the resulting
epistemic state (M ′,W ′d) is computed by a cross product between
the worlds in M and the events in E . A pair (w, e) represents the
world of M ′ that results from applying the event e on the world
w. We say that (E , Ed) is applicable in (M,Wd) iff for each world
wd ∈Wd there exists an event ed ∈ Ed that is applicable in wd.

Definition 6 (Product Update). Let (E , Ed) be an action applica-
ble in an epistemic state (M,Wd), where M = (W,R, V ) and
E = (E,Q, pre, post). The product update of (M,Wd) with (E , Ed)
is the epistemic state (M,Wd) ⊗ (E , Ed) = ((W ′, R′, V ′),W ′d),
where:

W ′ = {(w, e) ∈W×E | (M,w) |= pre(e)}
R′i = {((w, e), (v, f)) ∈W ′×W ′ | wRiv and eQif}
V ′(p) = {(w, e) ∈W ′ | (M,w) |= post(e)(p)}
W ′d = {(w, e) ∈W ′ | w ∈Wd and e ∈ Ed}

Example 3. Suppose that general a sends the messenger to general
b (action sendab) and that the message is successfully delivered. The
situation is represented by epistemic state s1, where w′1 = (w1, e

a
1),

w′2 = (w1, e
a
2) and w′3 = (w2, e

a
2) (recall that the reflexive, sym-

metric and transitive closures of the relations are left implicit).

s1 =

w′1 : d,mb w′2 : d w′3

a b

2 For simplicity, we assume that the truth value of each atomic proposition
remains unchanged unless explicitly specified.
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Now general b knows about the intentions of his ally (2bd), but
general a does not know that general b knows. So, b decides to send
the messenger back to acknowledge that the message was received
(action sendba). Here, d assumes the meaning of “general b has re-
ceived the message”. Assume again that the messenger succeeds. We
obtain the epistemic state s2, where w′′1 = (w′1, e

b
1), w

′′
2 = (w′1, e

b
2),

w′′3 = (w′2, e
b
2) and w′′4 = (w′3, e

b
2).

s2 =

w′′1 : d,ma w′′2 : d w′′3 : d w′′4

b a b

Now it holds that 2a2bd, but it does not hold that 2b2a2bd. So,
general a would need to send the messenger once again to general
b. However, it can be intuitively seen that, regardless of how many
messages the generals exchange, they will never be sure that the other
will attack at dawn. This will be stated formally in Section 2.4.

2.3 The logic S5n
In the epistemic logic literature there exist many different axioma-
tizations of the concept of knowledge. In this paper, we adopt the
multimodal logic S5n. Its axioms are3:

K 2i(ϕ→ ψ)→ (2iϕ→ 2iψ) (Distribution)
T 2iϕ→ ϕ (Knowledge)
4 2iϕ→ 2i2iϕ (Positive introspection)
5 ¬2iϕ→ 2i¬2iϕ (Negative introspection)

Axioms T, 4 and 5 correspond, to the following frame proper-
ties: reflexivity (∀u(uRiu)), transitivity (∀u, v, w(uRiv ∧ vRiw →
uRiw)) and Euclidicity (∀u, v, w(uRiv∧uRiw → vRiw)). More-
over, axioms T and 5 together entail symmetry (∀u, v(uRiv →
vRiu)). Thus, accessibility relations in S5n are equivalence rela-
tions. We refer to epistemic states (resp., epistemic models, actions,
frames) satisfying the axioms of a logic L as L-states (resp., L-
models,L-actions,L-frames). In the rest of the paper, we assume that
the accessibility relations of epistemic states and actions are equiva-
lence relations.

2.4 Plan Existence Problem

We now define our problem, adapting the formulation in [1].

Definition 7 (Planning Task). An (epistemic) planning task is a triple
T = (s0,A, ϕg), where s0 is an initial epistemic state; A is a finite
set of actions; ϕg ∈ LCP,AG is a goal formula.

Given a logic L, an L-planning task (s0,A, ϕg) is a planning task
where s0 is an L-state and each action in A is an L-action. We de-
note the class of L-planning tasks with TL. We remark that, given a
generic logic L, the product update of an L-state with an L-action, in
general, is not necessarily an L-state. This is not a desired outcome
in general, since axioms model some principles of knowledge/belief
that always need to be satisfied. For instance, this is the case of the
logic KD45n, that captures the concept of belief. In the literature,
there exist different approaches to guarantee the preservation of the
KD45n frame properties after the product update. For instance, some
techniques involve belief revision techniques [14], whereas others fo-
cus on defining some additional conditions to impose to both states
and actions [20].

The case of our logic C-S5n is similar to that of KD45n. In fact,
the frame property corresponding to axiom C (see Equation 1 in Sec-
tion 3) is not guaranteed to hold after the application of an action.

3 Even though K, T and 5 are sufficient to characterize S5n, we include axiom
4 as it constitutes an important epistemic principle.

In this paper, rather than devising some technique to guarantee the
preservation of frame property 1, we instead opt for a rollback-style
approach: an action is not to be applied in a state if it would lead to
violate the axioms of C-S5n. This leads to the following definition.

Definition 8 (Solution). A solution to an L-planning task (s0,A,
ϕg) is a finite sequence α1, . . . , αm of actions of A such that:
1. s0 ⊗ α1 ⊗ · · · ⊗ αm |= ϕg , and
2. For each 1 ≤ k ≤ m, αk is applicable in s0 ⊗ α1 ⊗ · · · ⊗ αk−1

and s0 ⊗ α1 ⊗ · · · ⊗ αk is an L-state.

Definition 9 (Plan Existence Problem). Let n ≥ 1 and TL be a
class of epistemic planning tasks for a logic L. PLANEX(TL, n) is
the following decision problem: “Given an L-planning task T =
(s0,A, ϕg) ∈ TL, where |AG| = n, does T have a solution?”

Example 4. In Example 3 we have seen that, intuitively speaking, the
two generals can not coordinate a winning attack. We now state this
formally. Let Tcoord = (s0,A, ϕg) be an S5n-planning task, where
A = {sendab, sendba} and ϕ = C{a,b}d. Then, Tcoord has no solu-
tion. In fact, for any number k ≥ 0 of delivered messages, one can
show by induction the following (where h ≥ 0):
• k=2h: (2a2b)h2ad holds in sk, but not (2b2a)h+1d;
• k=2h+1: (2b2a)h+1d holds in sk, but not (2a2b)h+12ad.
Thus, common knowledge can not be achieved between the two gen-
erals in a finite number of steps. However, any search algorithm
would never terminate, since at each step there is exactly one ap-
plicable action that, when applied, results in a new S5n-state.

3 Semantic Approach and Commutativity
In this section, we discuss in more detail the semantic approach and
we show how it can be used to obtain decidability results. Then,
we introduce and analyze the commutativity axiom in the context
of epistemic planning.

With the semantic approach, we aim at devising a new way to ap-
proach decidability in epistemic planning, which deviates from the
common line of research in the literature focused on limiting the
action theory syntactically (e.g., by imposing a limit on the maxi-
mum modal depth of formulae). Our approach is motivated by the
fact that to obtain decidable fragments of the general problem, one
must appeal to strong syntactical constraints. To substantiate this
claim, recall that the problem is still undecidable when the maxi-
mum modal depth allowed is set to d=2 (see Table 1 for more de-
tails, where T (`,m) denotes the class of epistemic planning tasks
where preconditions and postconditions have modal depth at most `
and m, respectively). This is clearly a strong limitation of syntactic
approaches, as the isolated classes are too strong in many practical
cases, where reasoning about the knowledge of others is required. In-
stead, the semantic approach does not limit the structure of formulae
of the action theory, but rather relies on devising a suitable set of ax-
ioms that guarantee desirable properties on the structure of epistemic
states (e.g., bounded number of possible worlds). Since, in princi-
ple, there are many ways one can obtain such desirable properties by
means of modal axioms, we argue that the semantic approach con-
stitutes a fruitful avenue of research that can be further explored in
many different ways.

Towards this goal, we analyze in detail the commutativity axiom.
The key insight behind the definition of such axiom is that, in the
logic S5n, there is no rule or principle that describes how the knowl-
edge of one agent should interact with the knowledge of another
agent. Hence there is no restriction on the ability of agents to reason
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about the higher-order knowledge they possess about the knowledge
of others. This is clear in Example 3, where at each step k we ob-
tain an epistemic state sk that contains a chain of worlds of the form
w1Riw2Rjw3Ri . . . wk (for i, j ∈ {a, b}, i 6= j), that intuitively
represents i’s perspective about j’s perspective about i’s perspective,
and so forth. This idea has been exploited for building undecidability
proofs of the plan existence problem in the logic S5n, by showing a
reduction from the halting problem of Turing machines [5] and Min-
sky two-counter machines [1].

To weaken this reasoning power, we introduce a principle that gov-
erns the capability of agents to reason about the knowledge of others,
which is captured by the following interaction axiom (where i6=j):

C 2i2jϕ→ 2j2iϕ (Commutativity)

The commutativity axiom is well-known in many-dimensional modal
logics where it is part of the axiomatisation of the product of two
modal logics [11]. Here, we adopt it with a novel epistemic connota-
tion. Namely, we can read C as follows: whenever an agent i knows
that another agent j knows that ϕ, then j knows that i knows too that
ϕ. Thus, intuitively, axiom C defines a principle of commutativity in
the knowledge that agents have about the knowledge of others. This
intuition is formalized and proved in the next section (see Lemma 2
and Theorem 2).

This axiom is instrumental in proving decidability of the plan exis-
tence problem. Moreover, it provides a useful principle for two main
reasons. First, as we mentioned above, this axiom allows to govern
the reasoning power of agents. As it turns out, in this way we obtain
a finitary non-fixpoint characterization of common knowledge (see
Theorem 2), which concretely shows the power of knowledge com-
mutativity. Second, this principle constitutes a reasonable assump-
tion in several cooperative multi-agent planning tasks [21] where
agents are able to communicate or monitor each other. In fact, when
autonomous agents cooperate to reach a shared goal, then they are
expected to behave in such a way that the effects of their actions are
observable by others. In other words, acting in a cooperative context
results into a transparent behaviour of agents, which in turn well fits
with the concept of knowledge commutativity.

We call C-S5n the logic S5n augmented with axiom C. As a final
remark, notice that axiom C is a Sahlqvist formula and it corresponds
to the following frame property:

∀u, v, w(uRjv ∧ vRiw → ∃x(uRix ∧ xRjw)) (1)

Proposition 1. The logic C-S5n is sound and complete with the class
of reflexive, symmetric and transitive epistemic models that enjoy
property (1).

4 Epistemic Planning with Commutativity
This section is organized as follows. First, we prove the decidability
of the plan existence problem under the logic C-S5n. Then, in Sec-
tion 4.1, we consider two generalizations of the commutativity axiom
and we analyze their impact in the decidability of the plan existence
problem. We first recall the following result:

Theorem 1 ([1]). For any n > 1, PLANEX(TS5, n) is undecidable.

We now focus on the logic C-S5n, assuming that n > 1. We begin
by giving some preliminary results.

Lemma 1. Let G = {i1, . . . , im} ⊆ AG, with m ≥ 2 and let
~v ∈ G∗ (|~v| = λ ≥ 2). Let π and ρ be two permutations of elements
of ~v. Then, for any ϕ, in the logic C-S5n the following is a theorem:

2π1 . . .2πλϕ↔ 2ρ1 . . .2ρλϕ

For a group G of agents, the knowledge of agent i1 about what
agent i2 knows about what agent i3 knows, and so forth up to agent
im, coincides exactly with the knowledge of any of the agents of G
about what some other agent knows about some third agent, and so
forth up to them-th agent. That is, higher-order knowledge involving
a group of agents is independent from the order in which we consider
said agents (i.e., it commutes). In other words, Lemma 1 shows us
that we can rearrange the order of any sequence of boxes in a formula
and obtain an equivalent one.

Lemma 2. Let G = {i1, . . . , im} ⊆ AG, with m ≥ 2. In the
logic C-S5n, for any ϕ and ~v ∈ G∗ we have that 2i1 . . .2imϕ →
2v1 · · ·2v|~v|ϕ is a theorem.

Lemma 2 provides the basis to show a first important result related
to common knowledge in C-S5n. Namely, we obtain a finitary non-
fixpoint characterization of common knowledge.

Theorem 2. LetG = {i1, . . . , im} ⊆ AG, withm ≥ 2. In the logic
C-S5n, for any ϕ, the formula 2i1 . . .2imϕ↔ CGϕ is a theorem.

Proof. (⇐) This follows by definition of common knowledge; (⇒)
this immediately follows by Lemma 2.

Corollary 1. Let G = {i1, . . . , im} ⊆ AG, with m ≥ 2. In an
C-S5n-model, for any ~v ∈ G∗, we have that if wRv1 ◦ . . . ◦Rv|~v|w

′,
then wRi1 ◦ · · · ◦Rimw′.

The statement above directly follows from the contrapositive of
the implication in Lemma 2, under the assumption of minimality of
states (w.r.t. bisimulation). Intuitively, this states that in a C-S5n-
model, given any subset of m ≥ 2 agents, if a world is reachable
in an arbitrary number of steps, then it is also reachable in exactly
m steps. Thus, in general, any pair of worlds of a C-S5n-model that
are reachable from one another are connected by a path of length at
most n. This property suggests the existence of some boundedness
property on the size of C-S5n-states. Indeed, we exploit Corollary 1
to prove the following lemma.

Lemma 3. Let (M,Wd) be an C-S5n-state, with M = (W,R, V ).
For any w, v ∈W , we have that w↔n+1v ⇔ w↔v.

Lemma 3 shows that, in the logic C-S5n, to verify whether two
worlds are bisimilar, we only need to check their neighborhoods up
to distance n+ 1. We exploit this intuition, under the assumption of
bisimulation minimality, to prove the following lemma.

Lemma 4. Let (M,Wd) be a bisimulation-contracted C-S5n-state,
with M = (W,R, V ). Then, |W | is bounded in n and |P|.

Having a bound in the number of worlds of a C-S5n-state immedi-
ately provides us with the following decidability result.

Theorem 3. For any n>1, PLANEX(TC-S5, n) is decidable.

Proof. Let T ∈ TC-S5n be an epistemic planning task. By Lemma
4, it follows that we can perform a breadth-first search on the search
space that would only visit a finite number of epistemic states (up to
bisimulation contraction) to find a solution for T . Thus, we obtain
the claim.

The following example shows that in C-S5n we can effectively
obtain an answer to the Coordinated Attack Problem, hence showing
that common knowledge can not be achieved by the two generals.
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Example 5. As shown in Example 4, the S5n-planning task Tcoord

has no solution, but any search algorithm would never terminate. We
now consider the C-S5n-planning task TAcoord = (s0,A, ϕg), with s0,
A and ϕg defined as in Example 4 (notice that s0 is an C-S5n-state
and that sendab and sendba are both C-S5n-actions). We immediately
note that the epistemic state s1 of Example 3 is not an C-S5n-state.
Thus, by Definition 8 and since sendab is the only applicable action
in s0, any search algorithm would immediately stop returning the
answer “no”. Hence, in the logic C-S5n, one can conclude that it
is impossible for the two generals to coordinate an attack in a finite
number of steps.

4.1 Generalizing the Principle of Commutativity

Although the commutativity axiom is better fitting for tight-knit
groups of agents, it may be less suited for representing more loosely
organized groups. Thus, having established that adding axiom C
to S5n leads to decidability of the plan existence problem, we in-
vestigate two generalized principles of commutativity, namely b-
commutativity and weak commutativity. In what follows, we consider
such generalizations and we provide (un)decidability results of their
corresponding plan existence problems.

b-Commutativity Let b>1 be a fixed constant. Then, we define
the following axiom:

Cb (2i2j)
bϕ→ (2j2i)

bϕ (b-Commutativity)

We call Cb-S5n the logic S5n augmented with axiom Cb. Axiom Cb

generalizes commutativity by considering an arbitrary fixed amount
of repetitions of box operators. Indeed, notice that C1 = C. More-
over, since every 2i is a monotone modality (i.e., from ϕ → ψ we
can infer 2iϕ→ 2iψ), it is easy to see that each axiom Cb+1 leads
to a weaker logic than axiom Cb, and that every logic Cb-S5n is
weaker than C-S5n. One could hope that the plan existence prob-
lem remains decidable when replacing axiom C with Cb. But this is
not true in general. In fact, we prove that it remains decidable for
n=2 and any b>1 (Theorem 4) and that it becomes undecidable for
any n>2 and b>1 (Theorem 5). Due to space constraints, we only
provide the proof sketches (full proofs are available in the arXiv Ap-
pendix [24]).

Theorem 4. For any b>1, PLANEX(TCb-S5, 2) is decidable.

Proof. (Sketch) Analogous to the case of the logic C-S5n. Namely,
we can prove the correspondent versions of Lemma 2, Theorem 2,
Corollary 1 and Lemmata 3 and 4. The claim follows by combining
these results as in Theorem 3.

Example 6. As the Coordinated Attack Problem involves exactly two
agents, for any b>1, we can define the Cb-S52-planning task T Cb

coord =
(s0,A, ϕg), with s0, A and ϕg defined as in Example 5. Then, as
above, we note that the epistemic state s1+2(b−1) of Example 4 is
not a Cb-S52-state. Thus, by Definition 8 and since sendab is the only
applicable action in s2(b−1), a search algorithm would return the
answer “no” in exactly 2(b−1) steps.

Theorem 5. For any n>2, b>1, PLANEX(TCb-S5, n) is undecidable.

Proof. (Sketch) We adapt the proof in [1, Section 6], of the unde-
cidability of epistemic planning in the logic S5n (n > 1). It is an
elegant reduction from the halting problem of Minsky two-counter
machines [18] to the plan existence problem.

We prove our result for the logic C2-S53 (i.e., having b = 2 and
n = 3). Since C2-S53-models are also Cb-S5n-models for any n > 3
and b > 2, our results hold for any combination of the values of
n ≥ 3 and b ≥ 2. Given a two-counter machine M , the procedure
follows three steps:
1. We define an encoding for integers and configurations;
2. We build a finite set of actions for encoding the computation func-

tion fM ; and
3. We combine the previous steps and we encode the halting prob-

lem as an C2-S53-planning task.
Finally, the claim follows by showing that the resulting planning task
has a solution iff M halts.

These results show that it is not straightforward to generalize
knowledge commutativity and to maintain the decidability of the
plan existence problem. However, Theorem 4 suggests that the logic
Cb-S5n could result into interesting developments in contexts where
only two agents are involved (e.g., epistemic games).

Weak commutativity Let 1<`≤n be a fixed constant. Let
〈i1, . . . , i`〉 be a sequence of agents with no repetitions, and let π
be any permutation of this sequence. Then, we define the following
axiom (for any such π):

wC` 2i1 . . .2i`ϕ→ 2πi1 . . .2πi`ϕ (Weak comm.)

We call wC`-S5n the logic S5n augmented with axiom wC`. Ax-
iom wC` generalizes commutativity by extending it to more than
two agents, whereas C corresponds to taking ` = 2. Indeed, notice
that wC2 = C. Moreover, since every 2i is a monotone modality, it
is easy to see that each axiom wC`+1 leads to a weaker logic than
axiom wC`, and that every logic wC`-S5n is weaker than wC-S5n.

By considering this form of generalization of axiom C, we are able
to provide a decidability result that holds for any 1 < ` ≤ n. The
arguments adopted by the proof are similar to those of Theorem 3.

Theorem 6. For any n>1 and 1<`≤n, PLANEX(TwC`-S5, n) is de-
cidable.

Proof. (Sketch) As in the proof of Theorem 3, we can prove the cor-
respondent versions of Lemmata 1, 2, Theorem 2 and Corollary 1.
From these results, we obtain that any pair of worlds of a wC`-S5n-
model that are reachable from one another are connected by a path
of length at most n. Hence, we show that Lemmata 3 and 4 hold also
in the logic wC`-S5n (for any ` > 1). Thus, to obtain the claim, we
use Lemmata 3 and 4 by combining them as in Theorem 3.

To summarize, b-commutativity and weak commutativity consti-
tute two generalizations of axiom C. All of the above decidability
results are outlined in Table 2.

5 Epistemic Planning Systems
In this section, we look at two well-known epistemic planning sys-
tems that adopt the DEL semantics and we show their decidability by
applying our previous results. These aremA∗ [3] and the framework
by Kominis and Geffner [16]. While decidability is already known
for the latter, the decidability of the former is still an open problem.
In what follows, we show that both these systems are captured by our
setting when knowledge is considered, namely under S5n axioms.
We begin by briefly introducing the two systems.
1. The epistemic planning framework mA∗ [3] features three ac-
tion types: ontic, sensing and announcement actions. InmA∗, agents
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Figure 1: Frames of mA∗ event models for ontic actions (left) and
sensing/announcement actions (right).
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Figure 2: Frames of event models in [16] for do and update actions
(left) and sense (right).

are partitioned in three sets: fully observant agents (F ), that are able
to observe the action corresponding to an event, partially observant
agents (P ) that only know about the execution of an action, but not
the effects, and oblivious agents (O), that are ignorant about the fact
that the action is taking place. When oblivious agents are consid-
ered, however, event models fall beyond C-S5n (they have KD45n-
frames), as they are not symmetric (see Figure 1). Consequently, we
restrict ourselves to a fragment of mA∗ that includes public ontic
actions and semi-private sensing and announcement actions. This is
achieved by removing from the event models of Figure 1 all events
considered possible by oblivious agents. It is easy to see that the
frames of the resulting event models are indeed S5n-frames. We call
the resulting system the S5n-fragment of mA∗, and we denote with
TS5n-mA∗ the class of planning tasks of such system.
2. Kominis and Geffner [16] describe a system for handling beliefs
in multi-agent scenarios. They describe three types of actions: do,
update, and sense. Although their formulation is not given in terms
of DEL semantics, the authors briefly describe the event models cor-
responding to each action type (Figure 2). We denote with TKG the
class of planning tasks of such system. Differently frommA∗, all the
described event models already have S5n-frames.

We show that the two described systems fall within our logic, thus
proving their decidability (see arXiv Appendix [24] for full proofs):

Lemma 5. TS5n-mA∗ ⊆ TC-S5 and TKG ⊆ TC-S5.

Corollary 2. For any n > 1, PLANEX(TS5n-mA∗ , n) and
PLANEX(TKG, n) are decidable.

6 Related Works

The DEL semantics has been widely exploited to obtain complex-
ity and decidability results for the plan existence problem [1, 2, 5,
6, 8, 9, 17, 23]. We identify three main lines of research. The first
one restricts the class of actions that are allowed in planning tasks by
means of syntactical conditions. In particular, some approaches con-
strain actions to be purely epistemic (i.e., without postconditions),
while others introduce limitations to the modal depth preconditions
and/or postconditions. Following the notation of [6], we denote with
T (`,m) the class of epistemic planning tasks in which the modal
depth of the preconditions are ≤ `, and that of the postconditions
are ≤ m. Similarly, planning tasks with purely epistemic actions are
denoted with T (`,−1). We report the main results in Table 1.

The second line of research pivots both on syntactical limitations
to formulae and on constraining the frames of event models (e.g.,
singletons, chains, trees). In particular, PLANEX(T (0,−1), n) is NP-
complete on singletons and chains and it is PSPACE-complete on trees

PLANEX(T (0,−1), m) PSPACE-complete [9]
PLANEX(T (1,−1), n) UNKNOWN [9]
PLANEX(T (2,−1), n) UNDECIDABLE [9]
PLANEX(T (0, 0), n) DECIDABLE [23, 2]
PLANEX(T (1, 0), n) DECIDABLE [6]

Table 1: Decidability and complexity results of plan existence prob-
lem based on the syntactical approach.

Logic Decidability
Kn, Kn, KTn, K4n, K45n, S4n, S5n UNDECIDABLE [1]

Cb-S5n (n>2) UNDECIDABLE

Cb-S52
wC`-S5n

C-S5n
DECIDABLE

Table 2: Decidability results of plan existence problem based on the
semantic approach, compared to our results (in gray).

[8], whereas PLANEX(T (`,m), n) (for any `,m ≥ 0) on singletons
is PSPACE-hard [15].

Finally, the third line of research revolves around the choice of the
logic for epistemic models and actions [1]. This approach is more
similar to the one we adopted in this paper, with the difference that
the logics considered in previous works are a combination of stan-
dard and well-known axioms of epistemic logic (see Section 3). We
report the main results in Table 2. For a more detailed analysis of
complexity and decidability results in epistemic planning we refer
the interested reader to [6].

7 Conclusions

The paper presents novel decidability results in epistemic planning.
The approach adopted in this work deviates from previous ones,
where syntactical conditions are imposed to actions. In particular,
we pursue a novel semantic approach by introducing a principle of
knowledge commutativity that is well suited for cooperative multi-
agent planning contexts. In this way, we govern the extent to which
agents can reason about the knowledge of their peers. This results
in a boundedness property of the size of epistemic states, which in
turn guarantees that the search space is finite. Starting from this key
result, we studied decidability of the plan existence problem under
different generalizations of the commutativity axiom, showing both
positive and negative results.

Notably, our decidability results are orthogonal to the problem
of preservation of commutativity during planning. In this paper we
adopt the baseline strategy of rejecting action sequences that visit in-
valid states. A natural follow up is then to incorporate more sophis-
ticated techniques to revise/repair such invalid states, in the style of
belief revision for KD45n [14] and to single out fragments of C-S5n
where preservation is guaranteed by design [20].

In the future, we plan on further investigating our semantic ap-
proach by formulating other properties to add to the logic of knowl-
edge. In particular, we are interested into defining new generaliza-
tions of the commutativity axiom to obtain broader fragments that
maintain decidability of the plan existence problem. Moreover, we
are interested into verifying if and how this approach can be suitably
recast in a doxastic setting, where knowledge is replaced by belief.
This is not a trivial task, as the results of this paper do not readily
apply to the logic KD45n. We also intend to delve into a fine-grained
analysis of the computational complexity of TC-S5n and to compare it
with the current results in the literature.
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