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Abstract

Quantum optimal control includes a family of pulse-shaping algorithms that aim to unlock the full potential of a variety
of quantum technologies. The Quantum Optimal Control Suite (QuOCS) unites experimental focus and model-based
approaches in a unified framework. Easy usage and installation presented here and the availability of various combin-
able optimization strategies is designed to improve the performance of many quantum technology platforms, such as
color defects in diamond, superconducting qubits, atom- or ion-based quantum computers. It can also be applied to the
study of more general phenomena in physics. In this paper, we describe the software and the toolbox of gradient-free
and gradient-based algorithms. We then show how the user can connect it to their experiment. In addition, we provide
illustrative examples where our optimization suite solves typical quantum optimal control problems, in both open- and
closed-loop settings. Integration into existing experimental control software is already provided for the experiment
control software Qudi [J. M. Binder et al., SoftwareX, 6, 85-90, (2017)], and further extensions are investigated and
highly encouraged.
QuOCS is available from GitHub, under Apache License 2.0, and can be found on the PyPI repository.
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Program summary
Program Title: QuOCS - Quantum Optimal Control Suite
CPC Library link to program files: (to be added by Technical
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Developer’s repository link:
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Nature of problem:
Quantum systems are typically controlled by time-dependent
electromagnetic fields to perform a certain set of quantum
operations. Those operations may in turn provide building
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blocks for various quantum information processing tasks
such as quantum computation, communication, simulation,
sensing, and metrology. Numerous control strategies exist to
design and improve such operations [3]. While some strategies
are constructed to target a rather specific problem with high
efficiency, others are more general to solve a wide range of
applications [4]. To access the different algorithms, one has
to download different optimization suites with different input
and output parameters which makes them hard to compare and
harder to combine. To benefit from the variety of algorithms,
we have devised a customizable and intuitive optimization suite
that simultaneously provides access to some of the most popular
quantum optimal control algorithms.
Solution method:
We combine, in a unified framework, some of the frequently
used optimal control algorithms which are the dressed Chopped
Random Basis method (dCRAB) [5], and Gradient Ascent
Pulse Engineering (GRAPE) [6], with an extension to make
use of Automatic Differentiation (AD) [7]. The software
is able to connect to both models of quantum dynamics in
simulations and real-time quantum experiments to perform
open- and closed-loop optimization, respectively. With minimal
knowledge of optimal control theory, the user can manage to
run optimizations of quantum processes using a variety of addi-
tional features such as stopping criteria and drift compensation.
Logging and data management of the optimization progress
and results are also handled by the suite. Its modular structure
allows for extensions that accommodate customized algorithms
and can be implemented by the user straightforwardly.
Additional comments including unusual features:
The connection to the experiments is performed by an extension
that enables a direct integration to a laboratory control software
Qudi [8].
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1. Introduction

Quantum optimal control (QOC) is a technique for shap-
ing pulses that can enable and improve the performance
of quantum technology and contribute to studying phe-
nomena in quantum physics in general [1–6]. Besides a
clever way of combining search algorithms with modeled
or measured information about a quantum system, it in-
cludes analytical methods such as Pontryagin’s maximum
principle [7, 8], geometric approaches [9, 10], shortcuts to
adiabaticity [11–16] and dynamical decoupling [17–24].
QOC can be used to develop control sequences for quan-
tum systems [25]. This can include guiding the system
from an initial state to some desired target state [26], pro-
ducing robust quantum gates, or entanglement [27]. To do
so, the algorithm either makes use of a simulated model or
adaptive learning from the experiment. If optimal control
is used in combination with a simulation and theoretical
model, we refer to it as open-loop quantum optimal con-
trol. If, however, the optimization is performed using in-
formation obtained from experimental measurements of
the controls provided by QuOCS, we speak of a closed-
loop optimization. Closed-loop QOC is primarily applica-
ble to experiments that use variable electromagnetic con-
trol fields and are capable of performing fast state prepara-
tion and read-out compared to the lifetime and coherence
time of the system. When using QOC for closed-loop op-
timization, regardless of the origin of the feedback, the al-
gorithm iteratively advances the controls until the system
reaches the desired target in a reasonable computational
and experimental time.
QOC has its roots in the nuclear magnetic resonance
community of the 1970s, where, for example, shaped
radio frequency pulses were designed to display certain
spectral properties [28]. Since then, many methods
have been developed specifically catering to quantum
problems: The Krotov method [29–31] is a gradient-
based approach that can under certain assumptions
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guarantee monotonic convergence. The field has steadily
grown, and with the introduction of the gradient ascent
pulse engineering (GRAPE) method in 2005, optimal
control became more accessible [32, 33]. In 2011, the
chopped random basis (CRAB) algorithm [34, 35] was
introduced and refined in 2015 with the introduction
of dressed CRAB (dCRAB) [36]. In the open-source
domain, many libraries have implemented algorithms
similar to the ones we present here, e.g., the quantum
toolkit in Python (QuTiP) [37] includes both CRAB and
GRAPE, the Krotov.py package [30] contains a Python
implementation of the Krotov method. QOpt offers an
experiment-oriented qubit simulation and optimization
control package [38], DYNAMO [33] and Spinach [39]
are MATLAB-based programs running GRAPE, and
C3 is an integrated open-source tool-set for Control,
Calibration, and Characterization [40]. In particular, the
main focus of C3 is on superconducting qubit systems and
relies on the description of the system via Hamiltonians.
What sets the Quantum Optimal Control Suite (QuOCS)
apart is that it unites model-based approaches and an
(also model-free) experimental focus to provide a unified
framework. The common interface and large selection
of customizable options make it an ideal platform for
application-focused yet efficient optimization. At its
core, QuOCS already includes a standard set of gradient-
based and gradient-free methods. However, it is the
whole environment QuOCS offers to make this software
noteworthy: it allows the user to create and benchmark
their own tailored QOC algorithms. Furthermore, it is
designed to be easily connected to lab control setups
(leveraging existing experimental control software such
as Qudi [41]) and thus be used as a closed-loop optimizer.
QOC algorithms have already demonstrated their capa-
bilities in many different physical platforms, including
NV centers in diamond [25, 42–49], nuclear magnetic
resonance (NMR) [32, 50–54], trapped ions [55–63],
cold atoms [64–71], and superconducting qubits [72–76].
The optimization tasks range from high-performance
sensing and state preparation to the creation of controlled
unitary operations for quantum computing and quantum
simulation. QuOCS inherits ideas from RedCRAB
(Remote dressed Chopped RAndom Basis) [35, 36]
on optimizing theoretical problems and experimental
challenges [77–79] concentrating on a user-friendly and
customizable interface. In contrast to RedCRAB, QuOCS

is an open-source software with a modular structure
and object-oriented nature providing a wider range of
customizability to the user. QuOCS has already found its
application in the optimization of a two-qubit gate with
Rydberg atoms [80] and in this work we demonstrate a
closed-loop application with NV centers in diamond.

The paper is structured as follows. In Sec. 2 we describe
the software, the main toolbox and show how to connect
to an experiment. Illustrative examples where our op-
timization suite solves typical quantum optimal control
problems, both open- and closed-loop, are given in Sec. 3.
Finally, in Sec. 4 we give an outlook and a summary of
this work.

2. Software Description

Python has gathered a lot of attention in the last decade,
especially within the scientific community. As an intu-
itive, easy-to-read, and flexible programming language, it
has become the de facto standard for writing user-friendly
code. Whenever its efficiency is not sufficient, a number
of application programming interface (API) libraries can
be used to connect it to other high-performance program-
ming languages for computationally heavy calculations.
To leverage this existing community, QuOCS is written in
Python 3 using an object-oriented style and has a robust
suite of tests to ensure the code is reliable. This chap-
ter leads the reader through a QOC process, starting from
the problem description, through the configuration of the
optimizer and ending with the modules that make up the
software and available algorithms.
To get started with QuOCS the user should identify the
available time-dependent and static controls and their lim-
its. Additionally, a rigorous definition of the specified tar-
get is required. The next step is to set up the connec-
tion between the system (experiment or simulation) and
QuOCS. At this point, the user has to choose the opti-
mal control algorithm and hyperparameters before start-
ing the iterative optimization. Ultimately, the algorithm
converges to produce the improved final control sequence.

2.1. Problem Description

A QOC problem is generally described through the dy-
namics of a quantum system and an optimization target.
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The Hamiltonian of a quantum system,

H(t) = H0(t) +
∑

j

u j(t) · Hc, j(t) , (1)

is typically defined by a system term H0, also called
the drift Hamiltonian, and the control Hamiltonian Hc,i,
which represents the effect the control fields ui(t) have
on the system. The system starts in an initial state |Ψ0〉

or ρ0 = |Ψ0〉〈Ψ0| and evolves according to the time-
dependent Schrödinger equation

∂

∂t
|Ψ(t)〉 = −

i
~

H(t) |Ψ(t)〉 (2)

or more generally the Liouville-von Neumann equation.

∂

∂t
ρ(t) = −

i
~

[
H(t), ρ(t)

]
. (3)

The latter can be extended to include Lindblad terms to
describe decoherence and dissipation [81]. In the case of
a closed quantum system, the solution to equations (2) and
(3) is given by

|Ψ(t)〉 = U(t) |Ψ0〉 (4)

with the unitary propagator,

U(t) = T exp
(
−

∫ t

0
H(τ)dτ

)
(5)

where T is the Dyson time-ordering operator [33]. The
preparation of a quantum state can typically be done by
intrinsic properties of the given quantum system, but can
also be the objective of a QOC problem. A comparison
to the target is done via the Figure of Merit (FoM) which
quantifies the distance to the target after the evolution or
its preparation fidelity. Such a FoM can be the state over-

lap fidelity, Fstate =

(
tr

√
√
ρT ρaim

√
ρT

)2
, or gate overlap

fidelity, Fgate = 1
N2 tr

(
U†aim UT

)2
. It can also be extended

to contain further information such as penalty terms. Such
term can, for example, help to reduce the population of
forbidden or undesired (usually lossy) states. Alterna-
tively, any term can be included that represents a param-
eter that should be maximized or minimized during the
development of the control sequence. Other examples in-
clude the control power or high-frequency pulse compo-
nents. In order to limit the power transmitted to the system

by the control, a factor k can be introduced such that the
FoM takes the formF = k·(1−F)+(1−k)

∫
|u(t)|2dt where

F is e.g. the gate fidelity. In that way it becomes clear
that the FoM is not necessarily the same as the (in)fidelity,
and the optimization can be adjusted to be in favor of in-
creasing the fidelity or reducing the power. During the
optimization, a FoM is calculated in each iteration of the
search and associated with the tested control pulse. The
pulses u j(t) (or control fields) are expanded in an arbitrary
type of basis, such as, e.g., the Fourier basis or Chebyshev
polynomials, and updated by variation of the basis coef-
ficients (i.e., the optimization-parameters). Additionally,
the gradient of the FoM can be calculated with respect to
the basis elements of the pulse.
As an example for the user, we have implemented a
gradient-based optimization for a state-to-state transfer,
where the user sets the initial and target state as well as the
model of the quantum system by providing the drift and
control Hamiltonian. In that case, QuOCS also works as a
simulator. When performing gradient-free optimizations,
the user only has to provide the custom FoM class, which
is a child of the AbstractFoM class, that feeds back
the fidelity or cost of a given set of pulses and parame-
ters. The system dynamics are provided by a user-specific
coded model. Future extensions to the software might in-
clude a set of efficient propagators, sophisticated solvers
of the Schrödinger equation, or approximations for en-
semble systems if the problem is described in the template
structure provided by QuOCS. Regardless of the specific
way the FoM is calculated, the aim of the AbstractFoM

class is to establish a connection to any kind of simula-
tion code or experiment. In the simplest case, this can be
done by calling another Python code script from within
the FoM class. In principle, any arbitrary structure that
takes the pulses, their associated times, and constant but
variable parameters as an input, can work for a gradient-
free black-box optimization with QuOCS. The only re-
quirement is that a real number to be maximized or mini-
mized is given as an output. As a result, the user can ex-
ecute code written in other programming languages such
as Julia, C, C++, Matlab, or Mathematica. For connec-
tions to an experiment, methods of file communication,
where the pulses, parameters, and FoM are written into
text files and a watcher for timestamp changes is imple-
mented, have been proven very useful in the development
and experiences with RedCRAB. Furthermore, TCP/IP
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socket communication, where the information is sent be-
tween local ports on the same computer or remotely ac-
cessible ports between different machines, has been in-
vestigated and might become available in future updates
to the software.
Once the FoM has been calculated for a given set of
parameters describing the pulse, QuOCS uses an updat-
ing algorithm (such as the Nelder-Mead simplex algo-
rithm [82, 83], Powell’s method [84], the covariance ma-
trix adaption evolution strategy (CMA-ES) [85], or L-
BFGS-B [86]) to find a new pulse. This cycle is repeated
until the optimization converges.

2.2. Configuration of the Optimizer

After defining the problem to be solved via the
AbstractFoM class, the settings for the solution
method of the problem by QuOCS have to be specified by
the user. This is done in a configuration file with JSON
format. JSON provides a structured and human-readable
way of defining data as a dictionary in a Pythonic
style. We have split the information into sections to
ease the navigation between different settings and the
parameters provide intuitive configuration. Examples can
be found in Sec. 3 and in the form of a set of Jupyter
notebooks on GitHub [87]. The configuration file is saved
automatically together with the optimization results to
allow the user to take note of the used parameters and
reproduce the results. We will go through the settings
in the order as shown in the examples. Each key is an
entry in the optimization configuration dictionary and
contains the information of a specific setting. A name
for the optimization runs, that is then also contained in
the folder name for the results, can be specified by the
key optimization client name . The main sections

for the optimization are algorithm settings ,

pulses , parameters and times . The

algorithm settings define the information about
the type of QOC algorithm and its properties. Among
them are, for example, the name of the algorithm (e.g.
dCRAB, GRAPE, or AD (for automatic differentiation)
(see Sec. Appendix A)) via the key algorithm name ,
the number of super-iterations in the case of dCRAB (see
Appendix A.2) by super iteration number , and
if a minimization or maximization of the FoM should

be performed ( optimization direction ). Under

dsm settings the name of the direct search method

(dsm) is given by dsm algorithm name (e.g. “Nelder-

Mead”) in the general settings and stopping criteria

are specified in stopping criteria (see Sec. 2.2.2).

Via random number generator a seed can be de-
fined to perform reproducible searches during testing,
debugging, or determination of suitable hyperparameters.
In this context, the hyperparameters are the settings
in the configuration that have a direct influence on the
optimization, such as the number of (super-) iterations,
the specific basis used for pulse expansion, or the number
of basis functions per search during a super-iteration. The
stopping criteria and convergence tolerances can also be
considered as hyperparameters because they determine
the behavior of the optimization.

In experiments, specific issues may arise, such as the need
to deal with measurement uncertainty and noise or drift
of the detection signal. For simple drift compensation,
a regular time interval on which to re-calibrate the cur-
rent best set of pulses and parameters to the experiment
can be specified in compensate drift either as a time-
periodic check or after each super-iteration. Noisy mea-
surements might require the re-evaluation of data points
to ensure an accurate interpretation of the parameter land-
scape if the FoM evaluated for two data points are within
the measurement error. The re evaluation option
uses a list of threshold probabilities and the standard de-
viation of the FoM as input. A potential improvement
of the pulses is verified by repeating the evaluation to
lower the measurement uncertainty according to the crite-
ria specified by the threshold probabilities. If this option
is activated, a standard deviation of the measured FoM, or
at least a reasonable estimate, has to be provided in the
AbstractFoM class.

Custom designs of search algorithms can be written ac-
cording to the available templates or by adapting exist-
ing scripts coming with QuOCS. The Python files con-
taining the algorithm class (see Sec. 2.5) can be placed
in any folder of the user’s file structure and linked via
the keys dsm algorithm module for the filename and

dsm algorithm class for the name of the class so that
QuOCS can find and use them.
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2.2.1. Configuration of Pulses and Parameters

Time-dependent control functions can be defined under
pulses . pulse name allows the user to provide a cus-

tom name, e.g. ”amplitude” or ”voltage”, and the asso-
ciated duration is connected by time name . This fea-
ture enables the optimization of several pulses on differ-
ent time scales and to specify the same duration for sev-
eral pulses. Other parameters for pulses are the amplitude
limits ( upper limit and lower limit ), the number
of bins into which to discretize the pulse (typically the
sampling rate of the electronics in the experiment or the
model resolution) by bins number and an initial am-
plitude variation scale via amplitude variation . The
amplitude variation is specified in the units of the ampli-
tude limits and guess pulse (if provided) and describes
the variation of the points in the start simplex in case
of Nelder-Mead or the initial width of the Gaussian in
case of CMA-ES. Initial guesses can be defined by pro-
viding a Python lambda function or a list of values un-
der initial guess that can, e.g., stem from previous
optimization runs. This list can also be added program-
matically to the settings dictionary before executing the
optimization by reading in the results from a previous run
or sampling from a function defined elsewhere. The same
holds for a scaling function, which can be used to set the
pulse amplitudes to zero at the beginning and the end or
to include post-processing of the obtained pulse-shape. In
the basis section, the desired basis in which to expand
a pulse can be set and further parameters that are specific
to the chosen basis can be defined. These include the
distribution ( distribution name ) from which to se-
lect the random variables for the dCRAB algorithm (see
Appendix A.2), the number of basis vectors per super-
iteration ( basis vector number ), etc.. QuOCS comes
equipped with a set of bases: Fourier, Chebyshev, piece-
wise constant, Walsh, and Sigmoid. However, the user
can easily extend this list by writing their own basis ac-
cording to the available template and link their file to
QuOCS in the basis part of the pulse settings. As for the
custom algorithm, the Python files containing the new ba-
sis class can be placed in any folder of the user’s file struc-
ture and referenced via the keys basis module for the
filename and basis class for the name of the class so
that QuOCS can find and use them.
Under times the settings so far contain a name to con-

nect it to a pulse, an initial value for the duration and
ranges in which the duration might be varied with a rea-
sonable variation size to start with. Currently, the varia-
tion and optimization of pulse durations is not supported
yet.
The same as for the times holds for parameters ,
except that they should be seen as constant but variable
values that are optimized besides the pulse amplitudes
and are not connected to the pulses (at least not inside
QuOCS), e.g. the constant detuning of a control field or a
bias voltage. Here, the variation is considered in the op-
timization and the final values are saved with the optimal
pulses (see Sec. 2.3).

2.2.2. Stopping Criteria
Numerous stopping criteria are available to either end
the optimization upon convergence or continue with a
new super-iteration if a local search is stuck. Globally,
one can set the total number of function evaluations by
max eval total , the total time after which to stop by
total time lim given in minutes, and a goal FoM that

is to be reached by FoM goal given in the same units
as the FoM provided by the AbstractFoM class. These
options are defined directly in the algorithm settings.
For stopping criteria of individual super-iterations (SI) a
stopping criteria entry in the direct search method

settings is used. Among them are convergence criteria
for the search method defined analogous to numpy like
xatol and, frtol which describe the simplex size and

relative variation of the FoM over the simplex points, re-
spectively, in the case if Nelder-Mead. Additionally, a
time limit for the SI, a maximum number of evaluations,
and a change-based stop can be specified. The change-
based stop takes the slope of the FoM trend over a given
number of evaluations, below which the optimization pro-
ceeds with the next SI. This is a very intuitive way to save
time in an already sufficiently converged local search.

2.3. The Optimizer Class

After the configuration of the optimization problem, the
iterative optimization process can start.
The Optimizer class is the main class of the optimizer.
As shown in Fig. 1, it contains all the general modules ev-
ery optimization algorithm requires, such as an object for
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DumpingFoM

Communication

Logging

Optimizer Algorithm

Handle Exit

User Customizable Native

Figure 1: General structure of QuOCS. The FoM class, which is speci-
fied by the user, is fed into a communication object together with further
utilities for data dumping, logging and exit handling. The optimizer then
connects this object to the defined optimization algorithm and initiates
the run.

the communication, which takes care of the data manage-
ment (dumping), logging, and the current state of the op-
timization. Exit handling is also performed in here. One
important job of the communication is to take care of the
connection to a graphical interface which is currently un-
der development. Also, the visualization and initiation of
a run in the lab-software Qudi is enabled by this class.
Each execution of the optimizer will create a folder
named “QuOCS Results” in the current directory of the
Python shell with which the script is called. The results
of an optimization run are put in a sub-folder therein
named with a date- and time-stamp plus the custom
optimization name defined by the user. In that folder, all
the results are saved. This contains a log file that can be
used for investigations of errors during an optimization
and to gain more insight in the optimization history. The
software generates a .npz file containing the best control
pulses and parameters, the best achieved FoM and more
information like the SI and iteration number required
to converge. Lastly, a copy of the settings dictionary in
JSON format and a text file with the used QuOCS version
number is saved. The files that are saved can be extended
manually by extracting desired information from the
optimizer object or by adding functions to the FoM class.

2.4. Optimization Algorithms
The optimization code is at the core of the Quantum Op-
timal Control Suite. The chosen optimization algorithm

itself is a child class of OptimizationAlgorithm and
invokes all independent module classes which it needs to
perform the optimization as well as information about the
communication object. A visualization of the structureis
shown in Fig. 2.

Controls

Algorithm

Stopping Criteria

Pulses

Parameters

Time

Inner method

Figure 2: The algorithm structure of QuOCS. The inner method con-
tains the main part of the algorithm and can be adapted by the user or
replaced by a custom code. It is connected to a stopping criteria object
to check for, e.g., convergence or timeout. The controls object handles
the composition of pulses, constant but variable parameters and times
and can be accessed by the optimization algorithm.

A routine defined in the OptimizationAlgorithm class
is called every time a set of controls is evaluated. At every
call of the routine, the global stopping criteria are checked
and the communication with the linked FoM class is es-
tablished. The child class for a specific algorithm has
an inner routine call that is linked to its parent class and
function. In the child, the specific stopping criteria are
checked, and the re-evaluation steps are performed.
The algorithm itself contains an object for the controls
(pulses, parameters and times), so that the used basis and
settings can be handled separately, and the optimization
algorithms are kept general. Also, the stopping criteria
are taken care of in their own class, so that for each search
strategy unique convergence indicators can be considered.
During the routine call, only a query if one of the criteria
has been reached is done and acted upon accordingly.

2.5. Direct search methods
During each dCRAB super-iteration, a direct search
for the set of randomized controls is performed. The
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DirectSearchMethod class implements different direct
search algorithms, such as Nelder-Mead and CMA-ES.
Further strategies, that each have different advantages
depending on the control problem, can easily be added
personalized by the user. Direct search methods that
are written or adapted by a user can be linked in the
JSON configuration file, as already explained for the user
OptimizationAlgorithm and basis. In this way, the
new code can be integrated in the local file structure of
the user, without the need to update the QuOCS installa-
tion (see Sec. 2.2).

2.6. Bases and Pulses

Since the time-dependent pulses are expanded in some ba-
sis, a separate class for the pulses has been implemented.
Each basis type is a child of this class and combines the
to be optimized optimization-parameters to describe a cer-
tain pulse shape depending on the specified basis and the
initial guess provided by the user. Here, also the scaling
function is used to post-shape the pulse if needed. Fi-
nally, amplitude constraints are enforced. The structure
can be visualized in Fig. 3. Several ways are possible
here: simply cutting off the parts of a pulse that exceed
the limits can introduce sharp edges, which can be use-
ful to achieve shapes similar to bang-bang controls [74].
If bandwidth restrictions are important for the setup or
system at hand, the shrink option can be useful, where
the pulse is squeezed until it obeys all limitations. Ad-
ditionally, post-processing steps to enforce bandwidth-
limitations by cutting off high or low frequencies after a
Fourier transformation could be implemented.

Basis SuperParameters

Initial guess

Scaling function

Amplitude constraints

Figure 3: Structure of pulses in QuOCS. The basis class obtains the
information about each pulse, such as the function space in which to
expand it and the optimization-parameters used for optimization. An
initial guess, a scaling function and possible amplitude constraints are
also defined here.

3. Example Applications

In the following subsections, we are going to show three
optimization examples to illustrate how QuOCS can be
used to improve processes using models and experimen-
tal feedback. One of the model-based optimizations
is demonstrated with a gradient-based and one with a
gradient-free algorithm. Lastly, we show the results of
a simple closed-loop optimization on an experiment in a
laboratory.

3.1. Model-based Optimization with GRAPE

We show the performance of GRAPE on an Ising problem
with a Hamiltonian similar to the one used in Ref. [88].
The optimization problem is given by

H(t) = −J
∑

j

σz
jσ

z
j+1 − g

∑
j

σz
jσ

z
j+2 + u(t)

∑
j

σx
j (6)

where J and g describe the nearest and next-nearest neigh-
bor interaction, respectively. A global control field in the
x-direction u(t) is used for the control of the system. We
use a spin-chain of 5 qubits and take J = 1 and g = 2. A
pulse of length 1 (a.u.) is discretized into 100 piece-wise
constant elements. In QuOCS, we exploit the GRAPE
algorithm to optimize the control field u(t) from an ini-
tial guess of u(t) = 0 to find an operation that transfers
all spins from the ground to the excited state. The fig-
ure of merit (FoM) is defined as the fidelity of the over-
lap of the target state with the state after time evolution
under the control pulse according to the Hilbert-Schmidt
inner product F = tr[ρ(T )†ρaim]. The time propagation
is performed by a piece-wise evolution method using the
matrix-exponential provided by QuOCS.
Initially, the modules needed for setting up the QOC prob-
lem are imported.

1 from quocslib.utils.inputoutput import

readjson

2 from quocslib.utils.AbstractFoM import

AbstractFoM

3 from quocslib.Optimizer import Optimizer

To define the control problem, the user provides a class
which handles the dynamics of the system. At this point
the drift- and control-Hamiltonian might be provided or
the figure of merit (FoM) is handed back directly estab-
lishing the connection to the experiment or simulation.
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1 class OneQubit(AbstractFoM):

2

3 def __init__(self , args_dict:dict = None

):

4 """ Initialize the dynamics

variables """

5 if args_dict is None:

6 args_dict = {}

7 ...

8

9 def get_FoM(self , pulses: list = [],

10 parameters: list = [],

11 timegrids: list = []

12 ) -> dict:

13 # Compute the dynamics and FoM

14 ...

15

16 return {"FoM": fidelity}

17

18 # Create Figure of Merit object

19 FoM_object = OneQubit ()

The optimization algorithm is customized via a JSON
file that contains information about the number of pulses,
stopping criteria, etc..

1 optimization_dictionary = readjson("

opt_dictionary.json"))

The JSON dictionary used for the GRAPE optimization is
as follows:

1 {

2 "algorithm_settings": {

3 "algorithm_name": "GRAPE",

4 "stopping_criteria": {

5 "max_eval_total": 100,

6 "ftol": 1e-6,

7 "gtol": 1e-6

8 }

9 },

10 "pulses": [{

11 "pulse_name": "Pulse_1",

12 "upper_limit": 100.0,

13 "lower_limit": -100.0,

14 "bins_number": 100,

15 "amplitude_variation": 20.0,

16 "time_name": "time_1",

17 "basis": {

18 "basis_name": "PiecewiseBasis",

19 "bins_number": 100

20 },

21 "scaling_function": {

22 "function_type": "

lambda_function",

23 "lambda_function": "lambda t:

1.0 + 0.0*t"

24 },

25 "initial_guess": {

26 "function_type": "

lambda_function",

27 "lambda_function": "lambda t:

0.0 + 0.0*t"

28 }

29 }],

30 "parameters": [],

31 "times": [{

32 "time_name": "time_1",

33 "initial_value": 1.0

34 }]

35 }

In the last step, the optimizer object is built from the pro-
vided class and dictionary. After that the QuOCS opti-
mization can be started:

1 # Define Optimizer

2 optimization_obj = Optimizer(

optimization_dictionary , FoM_object)

3

4 # Execute the optimization

5 optimization_obj.execute ()

The final optimized amplitude and evolution of the
FoM during the run is shown in Fig. 4 and the fidelity
reached a value of 99.95% in 79 steps of the GRAPE
algorithm. This can be pushed further by decreasing
the convergence tolerances ( ftol and gtol ) of the
L-BFGS-B minimizer used during the optimization [89].

3.2. Model-based Optimization with dCRAB

Now, we define the same model of the previous section
but the optimization is performed via the dCRAB algo-
rithm to give an example of a gradient-free optimization.
However, to slightly modify the problem and to emulate
fluctuations of the output of the system, a variation of
the next-nearest neighbor coupling is added to the sim-
ulation as an example. For this purpose, we sample a
random number from a Gaussian distribution around 0
with a variance of 0.1 and add it to the value of g in
each evaluation of the FoM. In such a ”noisy” scenario the
dCRAB algorithm, in combination with Nelder-Mead and
a Fourier basis under usage of the re-evaluation steps op-
tion of QuOCS, is a good approach to solve the problem.
One reason for this is the natural robustness of Nelder-
Mead since its simplex size can be chosen larger than the
variations in the parameter landscape. The Fourier basis

9
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Figure 4: Optimization results with GRAPE: Top: Evolution of the
figure of merit during the iterations of the GRAPE algorithm for the sys-
tem described by the Hamiltonian in eq. (6). Bottom: Final optimized
amplitude u(t) after the application of GRAPE on the problem.

can produce arbitrary pulse shapes limited by the band-
width provided in the optimization settings and the re-
evaluations option is designed to consider uncertainty in
the evaluated FoM. The settings for the optimization were
defined as follows:

1 {

2 "optimization_client_name": "

Optimization_dCRAB_IsingModel",

3 "algorithm_settings": {

4 "algorithm_name": "dCRAB",

5 "super_iteration_number": 3,

6 "max_eval_total": 2000,

7 "dsm_settings": {

8 "general_settings": {

9 "dsm_algorithm_name": "

NelderMead",

10 "is_adaptive": true

11 },

12 "stopping_criteria": {

13 "xatol": 1e-14,

14 "frtol": 1e-3,

15 "change_based_stop": {

16 "cbs_funct_evals": 200,

17 "cbs_change": 0.01

18 }

19 }

20 },

21 "re_evaluation": {}

22 },

23 "pulses": [

24 {

25 "pulse_name": "Pulse1",

26 "upper_limit": 1000.0 ,

27 "lower_limit": -1000.0,

28 "time_name": "time1",

29 "amplitude_variation": 10.0,

30 "basis": {

31 "basis_name": "Fourier",

32 "basis_vector_number": 5,

33 "

random_super_parameter_distribution": {

34 "distribution_name": "

Uniform",

35 "lower_limit": 0.01,

36 "upper_limit": 5.0

37 }

38 },

39 "scaling_function": {

40 "function_type": "

lambda_function",

41 "lambda_function": "lambda t

: 1.0 + 0.0*t"

42 },

43 "initial_guess": {

44 "function_type": "

lambda_function",

45 "lambda_function": "lambda t

: 0.0 + 0.0*t"

46 }

47 }

48 ],

49 "times": [

50 {

51 "time_name": "time1"

52 }

53 ],

54 "parameters": [],

55 "communication": {

56 "communication_type": "

AllInOneCommunication",

57 "results_folder": "/home/thomas/

sciebo/PhD/RedCRAB/QuOCS/QuOCS_Results"

58 }

59 }

In Fig. 5 the evolution of the FoM during an optimiza-
tion with the dCRAB algorithm and the resulting con-

10



0 200 400 600 800 1000 1200

Iteration

0.0

0.2

0.4

0.6

0.8

1.0

Fo
M

0.0 0.2 0.4 0.6 0.8 1.0
Time

−10

−5

0

5

10

15

20

25

A
m

pl
itu

de

Figure 5: Optimization results with dCRAB: Top: Evolution of the
figure of merit during the iterations of the dCRAB algorithm for the
system described by the Hamiltonian in eq. (6) with additional noise
on the g parameter. Bottom: Final optimized amplitude u(t) after the
application of dCRAB on the problem.

trol is shown. At step 730 and 1015 a new dCRAB
super-iteration is started and the new parameter land-
scape is searched by the NM method with an (initially)
larger simplex (see [6, 36, 69]). The final FoM results in
99.229±0.008% for an average of the FoM evaluated 50
times with the best pulse provided after the run.

The resulting pulse is much smoother than the GRAPE
result. This feature is inherently provided by the dCRAB
method and can be added to GRAPE as well by extend-
ing this basic implementation example. For instance, this
can be done by parameterization of the pulse similar as in
dCRAB and subsequent optimization of the coefficients
by looking at their gradient as it is done with gradient op-
timization using parameterization (GROUP) [90] or gra-
dient optimization of analytic controls (GOAT) [91]. An-
other method is the usage of filter functions or interpo-

lation [92]. These features are candidates for potential
future additions to the codebase of QuOCS.

3.3. Closed-loop Implementation in an Experiment
To improve the usability of QuOCS in an experimental
environment, the control suite contains an interface with
Qudi [41], a well-established multi-modular software
to tune technologies often used for color-centers in
diamond, as well as on other setups for experiments on
quantum systems. The communication between the two
platforms is established by using the signal slot feature
of the Qt library and a Jupyter notebook kernel provided
by Qudi. The optimization is started via a Jupyter note-
book, controlling the status of QuOCS and Qudi at each
iteration. A schematic of the process is provided in Fig. 6.

To test and verify the applicability of QuOCS in a real
experiment, we perform a state-to-state transfer for an en-
semble of nitrogen vacancy (NV) centers in diamond. The
NV center is a defect in the diamond lattice consisting of
a vacancy and a nitrogen atom on the neighboring lattice
site [93–95]. Because of its large zero-field splitting of
D ≈ 2.87 GHz, its ms = −1 and ms = 0 ground states
can be treated as an effective two-level system when a
magnetic magnetic field is applied (here B = 458 G).
The applied magnetic field also leads to polarization of
the nuclear spin associated with the nitrogen of the NV
center [94]. The diamond sample is grown by chemi-
cal vapor deposition and has a natural abundance of 13C
and an NV layer thickness of ≈ 10 µm ([N] = 14 ppm).
Due to the large NV layer thickness and readout area of
� ≈ 14.5 µm, the NV centers suffer from strong ampli-
tude variation across the sample during the application of
microwave pulses for spin state manipulation. To over-
come this problem, we task QuOCS to optimize the am-
plitude and phase of a 200 ns long pulse to perform a π
rotation of the NV spins from ms = 0 to ms = −1. As the
ms = −1 state shows a lower fluorescence signal than the
ms = 0 state [96], the FoM is given by the fluorescence
contrast between those two states. We read out the NV
centers spin state by applying a 532 nm laser pulse, which
can also be used to re-initialize it back to the ms = 0 state
[97]. Generated pulses are sent in form of a microwave
signal through a straight microwave antenna on top of the
diamond. Further details of the setup can be found in Ap-
pendix B.
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Figure 6: QuOCS implementation in Qudi. The optimization logic class sends the controls to the Controls logic via a signal. The Jupyter notebook
is then notified by the class variables are controls updated when the controls are ready to be used in the measurement. Indeed the Qudi module
inside the notebook performs the experiment and returns the feedback to the fom variables in the fom logic class. Finally, the feedback result is
given back to the optimization logic class via a signal and stored for the optimization algorithm. The red boxes delimit the class functions (orange
boxes), and variables (blue boxes). The dashed arrows show the signals action among the logic classes, meanwhile the violet continuous lines
presents the declaration and the return interactions between modules.

The optimization is performed for 3 hours where a new
SI is started if the FoM does not change more than 0.001
over 50 evaluations. One evaluation step takes ∼8.5 s and
is mainly limited by the time needed to generate the pulse
and process the obtained fluorescence signal. This choice
is mainly made to illustrate the behavior of the optimiza-
tion over a longer timescale and several super-iterations.
The improvement of the photoluminescence contrast is
only minor after around 250 iterations and the optimiza-
tion could already have been stopped there for a faster
runtime of about 35 minutes. As can be seen in the up-
per part of Fig. 7, the FoM signal is subject to some drift
over time, i.e. iterations. This drift is well mitigated by
the compensation methods via a re-calibration of the cur-
rent best pulse after every 15 minutes that is provided in
QuOCS and taken into account for the final optimal pulse
components. To investigate the robustness against am-
plitude errors, we compare the final optimized pulse to a

rectangular one with equal length. As shown in the lower
part of Fig. 7, the optimized pulse shows a much higher
contrast in any case of artificially lowering the applied
amplitude as compared to its rectangular counterpart and
is therefore able to transfer more population from ms = 0
to ms = −1. Such optimized pulses can enhance the per-
formance of experiments substantially [44, 98–101] and
due to its simple experimental implementation and fast
optimization times QuOCS provides the perfect frame-
work for these kinds of experiment.

4. Conclusions and Outlook

The family of QOC methods contains a variety of power-
ful algorithms to boost quantum technologies. To date,
these methods have been implemented in several libraries,
but a unified framework is missing. Finding the algorithm
that is most suited to solve a problem, or having an

12



0 200 400 600 800 1000 1200

Iteration

0.02

0.03

0.04

0.05

0.06

0.07

0.08

PL
C

on
tr

as
t

020406080100

Amplitude fraction [%]

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

PL
C

on
tr

as
t

200 ns pulse
optimized 200 ns pulse

Figure 7: Closed-loop optimization of a π-pulse on an NV center:
Top: Evolution of the figure of merit during the iterations of the dCRAB
algorithm for the maximization of the photo-luminescence (PL) contrast
between the initial ms = 0 and excited ms = −1 state. The PL contrast
corresponds to the amount of population flipped from ground to excited
state. Bottom: Comparison of the achieved PL contrast between the
optimized pulse and a simple rectangular pulse (constant amplitude and
phase) under reduction of the amplitude from 100% to 0.

heterogeneous approach, could be time demanding for a
user in terms of the large amount of interfaces to develop
for connecting the optimization algorithms to a given
problem. Thus, to exploit the full potential of QOC and
make these methods more accessible, even for researchers
not in the QOC field, we provide QuOCS: a control suite
that allows a problem to be solved by different algorithms
in the same framework. Moreover, the modular structure
of QuOCS allows an easier customization of the features
to satisfy even specific needs of the user. For instance,
new algorithms can be intuitively integrated with the
many features already available and optimizer-related
classes simplify the definition and implementation of new
constraints, stopping criteria, etc.

We have shown with some examples that QuOCS sim-
plifies also the process of transitioning from open-loop
to closed-loop optimization. The open-loop optimization
examples show the strength and weaknesses of two
of the implemented algorithms, GRAPE and dCRAB.
Instead, the closed-loop optimization is connected to the
experiment via Qudi [41], a modular experiment control
software often used for experiments with color centers in
diamond. While the experiment could also be connected
using, e.g., a simple bash script we provide a module that
allows the integration of QuOCS with the Qudi graphical
user interface.

The field of quantum technology is in the transition phase
between publicly funded research efforts and commer-
cial exploitation, and QOC is starting to play a major
role in this transition. Color centers in diamond, super-
conducting qubits, Rydberg atoms and ions in traps are
vivid branches of quantum technology. Breakthroughs in
these areas increasingly involve the need of tailored con-
trol over quantum devices and feedback loops between
the device and the control algorithm. By providing and
integration of QOC into the lab software Qudi, QuOCS
will be a major step towards quantum technology based
on color centers in diamond, especially with regard to au-
tomatic control of quantum computers and quantum sen-
sors, and the modular structure allows for straightforward
extension to many other platforms. However, any kind of
setup being able to run in a closed-loop mode can take
advantage by QuOCS. Additionally - as demonstrated by
similar open access control suites like QUTIP - QuOCS
has the potential of widespread use across different quan-
tum technology platforms. In particular, the underlying
control algorithm dCRAB was used successfully on many
different systems such as trapped ions, cold atoms, super-
conducting qubits or Bose Einstein Condensates [5]. But
also other fields of physics can profit from the application
of QuOCS and OC in general [78].
Generally, QuOCS is available directly from a GitHub
or PyPI repository. Installation and updating is hence
straight-forward. Tutorials are available, as well as a list
of QuOCS’ features. Currently, we are working on the im-
plementation of more updating algorithms, stopping cri-
teria, and tutorials. To simplify the configuration of the
optimization, which is submitted in the form of a JSON
file, we are working on an adaptable GUI. Future updates
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might also include settings in the JSON file to automate
often-used scenarios, such as automated visualization of
pulses and FoM evolution.
As quantum technology is on the rise, so is the demand
for QOC, applied to fully exploit the hardware’s poten-
tial. QuOCS is designed to unify state-of-the-art QOC
methods and provide a user-friendly open-source frame-
work for quantum scientists and engineers.

5. Conflict of Interest

S.M. and T.C. are co-founders of Qruise GmbH. M.R. and
A.M are employees of Qruise GmbH. All other authors
declare no competing interests.

Acknowledgments

This work was supported by the Helmholtz Valida-
tion Fund project “Qruise” (HVF-00096), the Euro-
pean Union’s Horizon 2020 research and innovation pro-
gram under the Marie Skłodowska-Curie QuSCo (Grant
No. 765267) and the EU Quantum Flagship project
ASTERIQS (Grant No. 820394). We acknowledge sup-
port from the Italian PRIN 2017, the EU project EU-
RyQA, the EU-QuantERA projects QuantHEP and T-
NISQ, and the WCRI-Quantum Computing and Simu-
lation Center of Padova University. Furthermore, this
project has received funding from the German Fed-
eral Ministry of Education and Research (BMBF) un-
der the funding program quantum technologies − from
basic research to market − with the QRydDemo grant.
We also acknowledge funding by the BMBF via the
projects SPINNING (No. 13N16210), VERTICONS
(No. 13N14872) and QSolid. RSS and FJ acknowledge
support from the DFG (CRC1279, EXC 2154 POLiS -
Post Lithium Storage Cluster of Excellence, 445243414,
499424854), BMBF, BW Stiftung, Center for Integrated
Quantum Science and Technology (IQst) and the Euro-
pean Research Council Synergy Grant HyperQ (Grant No.
319130). Finally, the research was supported by IQST and
QuCoLiMa centers.

Appendix A. Optimal Control Algorithms

Appendix A.1. Gradient-free algorithms

QuOCS includes a set of direct search algorithms serving
as a base for the dCRAB algorithm. The user has com-
plete control over which algorithm to use and can tweak
the hyper-parameters of the algorithm to enhance conver-
gence. Gradient-free optimization algorithms provide a
recipe to find local minima in the absence of gradients.
Gradients might not be available when the optimal control
problem is especially complex or the access to data is lim-
ited. The latter is especially true for closed-loop optimiza-
tions where each FoM is obtained directly from the ex-
periment. While finite-difference methods aim to approx-
imate the gradient nevertheless, gradient-free optimizers
are truly independent from them and commonly more effi-
cient in the lower-dimensional searches we consider. The
software comes with a simplex-based algorithm (adap-
tive Nelder-Mead) as well as the Covariance Matrix
Adaption Evolution Strategy (CMA-ES). However, the
user can add their own gradient-free algorithms via the
DirectSearchMethod class. An example implementa-
tion can be found under GradientFreeTemplate.py.
To reduce the number of parameters per optimization,
gradient-free algorithms are commonly applied in com-
bination with dCRAB.

Appendix A.2. dCRAB

The dressed Chopped RAndom Basis algorithm [6, 34–
36] is designed to optimize time-dependent pulses by ex-
panding the control field in a truncated basis of func-
tions. Typical used bases are elements of the Fourier se-
ries, Chebyshev polynomials, Gaussian functions, or sig-
moid functions with certain randomized parameters. The
advantage of doing this is two-fold: experimental con-
straints such as, e.g., bandwidth limitations can be consid-
ered directly by limiting the parameters during basis vec-
tor selection. Secondly, the search space to find optimal
update pulses is drastically lowered in comparison to op-
timizing the amplitudes of a piece-wise constant pulse be-
cause only the so-called optimization-parameters are var-
ied and optimized. These optimization-parameters are the
coefficients of the basis elements such as the amplitude
and phase of a sine wave or the width of a Gaussian plus
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any constant but variable coefficients that need to be op-
timized as well. The basis vectors are randomized by se-
lecting e.g. the frequency of the sine wave randomly from
within a certain range. After finding the best-performing
optimization-parameters for a set of basis functions, a new
set of basis vectors is selected and the resulting pulse vari-
ations are added on top of the previous best solution. This
scheme, split into several super-iterations, ensures that the
improvement does not get stuck in a local optimum but
can converge to the optimal solution given by the superor-
dinate constraints (e.g. maximum amplitude, bandwidth,
boundary conditions) [102, 103].

Appendix A.3. Gradient-based algorithms
Gradient-based optimizations are implemented via
GRAPE or automatic differentiation. As a basis
QuOCS provides the gradient-based updating algorithms
BFGS [104] and LFBGS-B [105–107] from Scipy [108]
as well as a connection to the automatic differentiation
library JAX [109]. Gradient-based optimization offers an
efficient method of exploring high dimensional parameter
spaces to find local optima. Gradient-based methods
typically require prior knowledge of the task at hand
so that an analytical gradient can be derived for use in
the optimizer. If an expression cannot be found, then
a finite difference approximation can be used. This is
a numerical approach that approximates the gradient
by evaluating it at x and a small perturbation x + δx.
Finite difference-based gradients are not included in this
toolbox as their accuracy suffers from round-off error,
and they are typically slow. Instead, for the supported
problems, exact gradient methods are implemented.
For gradient-based optimal control, we implement the
Gradient Ascent Pulse Engineering algorithm (GRAPE)
[32, 33]. Time is discretized it into N piecewise constant
slices. During each slice, the system Hamiltonian,
governing the dynamics, is assumed to be constant,
which is generally a good approximation. The GRAPE
algorithm included in this toolbox uses the “auxiliary
matrix method” [110–113] to compute the exact gradients
of the system. State optimization and unitary gate syn-
thesis are implemented by vectorizing the density matrix
and performing the evolution in the Liouvillian space.
GRAPE performs well in high dimensional parameter
spaces because it can exploit the gradient and make rapid
progress. However, it offers no guards against becoming

stuck in a local optimum within the parameter space.
Also, included is our implementation of “AD-GRAPE” a
reverse-mode automatic differentiation-based version of
GRAPE similar to the version implemented in [114]. By
making use of the JAX [109] framework, we are able to
compile both the fidelity and gradient calculations func-
tions and execute them rapidly, dramatically reducing the
time it takes to optimize. We are also able to implement
novel figures of merit where the analytical gradient is
difficult or impossible to derive.

Appendix B. Experimental Setup

Once QuOCS forwards the optimized pulse shapes to
Qudi, Qudi constructs the full measurement sequence.
The measurement sequence is then uploaded to a Keysight
M8195A arbitrary waveform generator (AWG) which of-
fers a sample rate up to 65 GSa/s and generates the mi-
crowave signals. To decrease the upload speed and the
overall optimization time, we lower the sample rate to
16.25 GSa/s. The microwave pulses are then send to an
AR 30S1G6 amplifier (0.7-6 GHz, 30 W) and afterwards
through the microwave antenna on the diamond surface
(straight gold line on glass, produced by lithography).
The fluorescence counts are collected via a SiPM (Ketek
PE3315-WB-TIA-SP) and the obtained voltage signal is
recorded with a PCI Express Digitizer (Spectrum Instru-
mentation, M4i.4420-x8) and analyzed by Qudi.

References

[1] C. Brif, R. Chakrabarti, H. Rabitz, Control of quan-
tum phenomena: past, present and future, New
Journal of Physics 12 (7) (2010) 075008. doi:

10.1088/1367-2630/12/7/075008.
URL https://doi.org/10.1088/1367-2630/

12/7/075008

[2] S. J. Glaser, U. Boscain, T. Calarco, C. P. Koch,
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Schulte-Herbrüggen, Thomas, Sugny, Dominique,
Wilhelm, Frank K., Quantum optimal control
in quantum technologies. strategic report on
current status, visions and goals for research in
europe, EPJ Quantum Technol. 9 (1) (2022) 19.
doi:10.1140/epjqt/s40507-022-00138-x.
URL https://doi.org/10.1140/epjqt/

s40507-022-00138-x

[5] M. M. Müller, R. S. Said, F. Jelezko, T. Calarco,
S. Montangero, One decade of quantum optimal
control in the chopped random basis, Reports on
Progress in Physics 85 (7) (2022) 076001. doi:

10.1088/1361-6633/ac723c.
URL https://doi.org/10.1088/1361-6633/

ac723c

[6] P. Rembold, N. Oshnik, M. M. Müller, S. Mon-
tangero, T. Calarco, E. Neu, Introduction to quan-
tum optimal control for quantum sensing with
nitrogen-vacancy centers in diamond, AVS Quan-
tum Science 2 (2) (2020) 024701. arXiv:

https://doi.org/10.1116/5.0006785, doi:

10.1116/5.0006785.

[7] R. V. Gamkrelidze, Discovery of the max-
imum principle, Journal of Dynamical and
Control Systems 5 (4) (1999) 437–451.
doi:10.1023/A:1021783020548.
URL https://doi.org/10.1023/A:

1021783020548

[8] H. J. Pesch, M. Plail, The cold war and the max-
imum principle of optimal control, Documenta
Mathematica (01 2012).

[9] A. Agrachev, Y. Sachkov, Control Theory from
the Geometric Viewpoint, 2002. doi:10.1007/

978-3-662-06404-7.

[10] W. Clark, M. Oprea, A. J. Graven, A geometric ap-
proach to optimal control of hybrid and impulsive
systems (2021). doi:10.48550/ARXIV.2111.

11645.
URL https://arxiv.org/abs/2111.11645

[11] R. Unanyan, L. Yatsenko, K. Bergmann, B. Shore,
Laser-induced adiabatic atomic reorientation with
control of diabatic losses, Optics Communications
139 (1) (1997) 48–54. doi:https://doi.org/

10.1016/S0030-4018(97)00099-0.
URL https://www.sciencedirect.com/

science/article/pii/S0030401897000990

[12] M. Demirplak, S. A. Rice, Adiabatic population
transfer with control fields, The Journal of Physical
Chemistry A 107 (46) (2003) 9937–9945. arXiv:
https://doi.org/10.1021/jp030708a, doi:

10.1021/jp030708a.
URL https://doi.org/10.1021/jp030708a

[13] X. Chen, A. Ruschhaupt, S. Schmidt, A. del
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A. Ruschhaupt, X. Chen, J. G. Muga, Chapter
2 - shortcuts to adiabaticity, in: E. Arimondo,
P. R. Berman, C. C. Lin (Eds.), Advances
in Atomic, Molecular, and Optical Physics,
Vol. 62 of Advances In Atomic, Molecular, and
Optical Physics, Academic Press, 2013, pp.
117–169. doi:https://doi.org/10.1016/

B978-0-12-408090-4.00002-5.
URL https://www.sciencedirect.

com/science/article/pii/

B9780124080904000025
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