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Abstract
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In mobile and pervasive computing applications, opportunistic connections
allow co-located devices to exchange data directly. Keeping data sharing
local enables large-scale cooperative applications and empowers individual
users to control what and how information is shared. Supporting such ap-
plications requires runtime frameworks that allow them to manage the who,
what, when, and how of access to resources. Existing frameworks have
limited expressiveness and do not allow data owners to modulate the granu-
larity of information released.In addition, these frameworks focus exclusively
on security and privacy concerns of data providers and do not consider the
privacy of data consumers. We present PADEC, a context-sensitive, privacy-
aware framework that allows users to define rich access control rules over
their resources and to attach levels of granularity to each rule. We provide a
formal definition of PADEC and an implementation based on private func-
tion evaluation. Our evaluation shows that PADEC is more expressive than
other mechanisms, protecting privacy of both consumers and providers.

Keywords: privacy, device-to-device, mobile computing, access control

1. Introduction

During the last several years, there has been a massive increase in the
deployment of mobile devices [1]. Similar trends exist for Internet of Things
(IoT) and wearable devices [2]. These devices carry a large number of
on-board sensors that provide a rich view of the surrounding context and
support a wide array of applications. In addition, these devices commonly
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accompany the user, providing an interface between their owner and a wider
networked community [3].

This astounding increase in companion devices enable new systems and
applications that leverage the myriad devices to execute large-scale sensing
tasks. Mobile crowd sensing recognizes that a user’s sensing needs can often
be fulfilled by others nearby [4]. Opportunistic data sharing [5], which can
be combined with mobile crowd sensing, relies on transient wireless connec-
tions [6] to distribute and fulfill a data sharing task using information from
local networked devices. Both domains rely on communities formed based
on the contact nature of human behavior [7]. As interactions are pushed
into the opportunistic space, users need mechanisms to control the release
of data according to their privacy needs. In decentralized and opportunistic
scenarios, trust among peers and the security of the information shared are
crucial [8]. Nevertheless, it is also of paramount importance to implement
privacy management mechanisms so that users can manage who, when, and
how their personal information is consumed [9].

As a running example to use throughout the paper, we describe an oppor-
tunistic data sharing application for the city of New York. This application
leverages users’ sensors to provide functionalities to both tourists and res-
idents. Concretely, one functionality of the application is to store points
of interest (POIs) identified by residents and then offer this information to
tourists or other residents via a microservice. Obviously, information about
an individual’s visits to particular POIs may be sensitive, and residents
should be able to decide with whom their POI information (e.g., date, pur-
pose, people they visited with, review, etc.) can be shared and under which
conditions. For instance, some residents may share this information only
with other users that belong to similar social groups, or with tourists that
have a specific context (e.g., are physically nearby).

Context-aware access controls constrain access to data based on contex-
tual conditions [10]. In contrast, basic access control, such as Role-Based
Access Control (RBAC) [11] or Dynamic Sharing and Privacy-aware Role-
Based Access Control (DySP-RBAC) [12], allow providers to control access
to information based on the identity of a potential consumer. These mecha-
nisms are not sufficiently expressive to support opportunistic applications in
which the identities of most peers are not known a priori. In addition, these
existing techniques do not allow providers to define dynamic and contex-
tual conditions. For instance, residents in our example would not be able to
limit access to POI information to tourists who are nearby. Attribute-Based
Access Control (ABAC) [13] and the access control mechanism from [14] do
allow users to define rules based on contextual conditions beyond identity.
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However, these mechanisms cannot modulate the precision of information
released to each peer as a function of the shared context, which prevents
providers from exerting fine-grained control over the access. For example,
these techniques would allow tourists to access to the complete list of POIs
if the stated contextual conditions are met, but they do not allow residents
to release only a partial set of the POIs depending on the contextual situa-
tion of each tourist. Furthermore, these systems are designed for centralized
(cloud-based) data sharing in which a coordinator mediates access. This is
not the case in our scenarios, which are often completely decentralized and
rely on the provider and consumer coordinating directly.

Finally, attribute-based or context aware techniques usually require con-
sumers to share their whole context to evaluate if they can access the offered
services. In a cloud-supported system, a trusted third-party has an omni-
scient view of this information. However, in opportunistic environments, the
exchange of context to support access control is peer-to-peer. This could lead
to an increase in the exposure of consumersIn our running example, tourists
would have to release their social groups, noise level, location, etc. to get
access to POI information of a provider, regardless of the granularity of the
information they desire.

We present a context-aware, privacy-preserving access control mecha-
nism designed for completely decentralized data sharing (PADEC, Privacy-
Aware DEvice Communication). PADEC empowers users by increasing the
expressiveness of access rules and protecting the privacy of both providers
and consumers. PADEC allows data and resource owners to define rich ac-
cess rules based on widely varying contextual information. Providers attach
filters to rules to provide access at different levels of granularity based on
a consumer’s provided context. At the same time, PADEC protects con-
sumers’ privacy by minimizing the amount of contextual information they
need to share in their access requests. This paper’s novel contributions are:

• We provide a formal specification of PADEC to allow for exact replica-
tion, implementation, and verification of PADEC.

• We use this formalization to show how to employ PADEC.

• We provide details about PADEC’s implementation using private func-
tion evaluation [15, 16] to increase privacy and security.

• We apply PADEC in a large case study.

• We evaluate PADEC using a threat model and assess how PADEC miti-
gates each threat while also reducing consumers’ and providers’ exposure.

• We evaluate the probability of type I and type II errors that exist in
PADEC’s access control evaluation.
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• We compare PADEC with state-of-the-art approaches for access control.

• We perform an user survey to evaluate the usefulness of PADEC’s ex-
pressiveness for users, and the effects of using such user-created content
in the proposed case study.

Section 2 introduces related context-sensitive and privacy-aware access
control mechanisms. Section 3 describes the threat model for PADEC. Each
of the threats is dealt with in the PADEC model, as detailed in Section 4.
Additional implementation details are offered in Section 5, and a case study
and user survey are presented and evaluated in Section 6. Finally, Section 7
concludes the paper with some final remarks.

2. Related Work

During the last few years, different context-sensitive, decentralized or
privacy-aware access control mechanisms have been developed.

Context-sensitive access control. A variety of recent efforts use per-
sonal context information to authenticate users. In [17], context information
such as nearby familiar devices or locations is used to apply an access control
policy and adapt the authentication method of mobile phones. In [18], users’
movements, like gait, are leveraged to validate identities. While identifying
users using context attributes has proven useful for unlocking and adapting
the behavior of personal devices, it requires an a priori model of each user,
which is not feasible for large-scale applications, especially those that need
to grant access to unknown users depending on their context.

Decentralized access control. Other existing frameworks allow ac-
cess to shared data under different contexts. For instance, Penumbra [19]
proposes a decentralized system that empowers users and that can be used
in opportunistic scenarios without a central mediator. However, Penumbra
only considers identity and omits other more expressive context informa-
tion. In [20], the authors use a distributed ledger, called Tangle [21], to store
policies and access rights for resource-constrained IoT devices. This ensures
distributed auditability. Although this mechanism is also privacy-aware, pri-
vacy is only preserved if access decisions are made by honest participants,
which is difficult to ensure in opportunistic scenarios.

Privacy-aware access control. Opportunistic and pervasive comput-
ing require decentralized and context-sensitive access control in which indi-
vidual users can modulate the specificity of information to release depending
on a consumer’s context. Existing mechanisms have been defined for collab-
orative environments. The NIST standard RBAC [11] authenticates users
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based on identity by grouping them with roles. However, RBAC is not
context-sensitive nor privacy-aware. DySP-RBAC [12] extends RBAC into
a context-sensitive and privacy-aware mechanism. However, DySP-RBAC is
implemented by applying a cloud-based architectural style, in which all users
are known in advance and do not retain ownership of their data. Moreover,
context is based on users’ relationships and is therefore fully identity-based.

ABAC [13] is potentially applicable for context-sensitive access control.
However, it is not privacy-aware, as it does not allow data providers to set
different levels of detail for information shared with different consumers. The
work in [14] proposes an alternative for pervasive computing. Making use of
adaptive technologies, users can define access control policies by providing
conditions over context. However, this mechanism also requires a centralized
knowledge base with context information from all users, which takes data
ownership away from users and is unsuitable for opportunistic scenarios.
Furthermore, it does not allow users to control access at different levels of
granularity.

From these comparisons, while privacy-aware and context-sensitive ac-
cess control exists, none of these mechanisms are designed for opportunistic
scenarios making them unsuitable for pervasive computing environments.
Efforts in privacy-aware access control are not often coupled with context-
sensitivity and vice versa, and those that address both do not consider the
needs of opportunistic data sharing.

3. Threat Model

We next define a threat model that we use to present the remainder
of our contribution. In our system model, a user, known as the provider,
voluntarily shares data or resources with consumers, as long as both provider
and consumer meet certain conditions set by the provider. These conditions
may constrain the provider’s own context, the consumer’s context, or a
combination of the two. The provider can also filter or obfuscate information
it provides based on the context. We assume an attacker whose objective
is to obtain unauthorized information by exploiting any weakness of the
system. Attackers can have up to three roles: they can masquerade as
legitimate consumer and try to obtain information from providers; they
can masquerade as legitimate providers, trying to obtain information from
consumers; or they can be third-party attackers, trying to obtain information
from messages exchanged by providers and consumers.

We build our threat model for decentralized access control for oppor-
tunistic data sharing incrementally, first considering common general threats

5



D
RA
FT

General Threats

UA
Unauthorized

Access
attacker poses as a consumer to try to obtain some
data that the provider desires to deny access to.

CC
Circumventing

context
constraints

attacker poses as a consumer and attempts to
use identity to access data when that access would be
denied based on other context.
Individuals’ Privacy Threats

CE
Consumer

over-exposure

an attacker using a modified PADEC poses as a provider
to obtain information from a consumer using context
in a way that is incongruent with the consumer’s intent.

PE
Provider

over-exposure

an attacker posing as a consumer obtains information
with a finer granularity or higher precision than a
provider desires to grant access to

IA
Insider
attack

an attacker posing as a consumer obtains finer-grained
information than a provider allows by correlating
and aggregating results of repeated allowed requests.

Threats from Third Party Attackers

EA
Eavesdrop
attack

a third-party attacker obtains private messages shared
between providers and consumers.

RA
Replay
attack

a third party attacker obtains a legitimate message and
replays it to incorrectly obtain access.

Table 1: Threats identified and addressed in PADEC.

and then moving to threats specific to a context-aware and opportunistic ap-
proach. We assign each threat a label to use throughout the paper (Table 1).
We start with two general threats: Unauthorized access (UA) and Circum-
venting context constraints. Because we aim to create a privacy-aware access
control model, we also identify three threats to individuals’ privacy: Con-
sumer over-exposure (CE), Provider over-exposure (PE), and Insider attack
(IA). Finally, we also identify two third-party threats: Eavesdrop attack
(EA) and Replay attack (RA).

We assume that an anti-tampering mechanism such as remote attesta-
tion [22] exists, and thus, contextual information cannot be forged. All of
the remaining threats are directly addressed in our approach, as described
in the following section.

4. The PADEC Model

In this section, we present the model of our context-aware, privacy-
sensitive access control mechanism, PADEC. Section 4.1 presents the general
architecture of PADEC and its key concepts, while Section 4.2 presents the
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Figure 1: A PADEC interaction is initiated when a service provider (on the left) advertises
a service (1). The advertised service is shared with nearby devices via an underlying
discovery mechanism (2-3) and becomes available to nearby consumers (4). The provider’s
advertisement contains the keyholes for the service, which a consumer can use to construct
a key (5) that is places in an application request (6) and sent to the provider. The
provider checks the key against the service’s keyholes (7) and invokes the service (8). A
filtered or obfuscated response (10) is returned to the consumer device (11) and delivered
to the application (12). As the horizontal arrows indicate, abstractly, the provider and
consumer applications communicate with one another without considering the underlying
mechanics. The semantics of the application and the context required for access control
are shared at the application level. In contrast, PADEC (the blue box in the figure) holds
the semantics of keys and keyholes and the nature of requests and filtering, while the D2D
communication is concerned with networking details.

formal model. Finally, Section 4.3 presents how PADEC can be applied in
a mobile computing case study.

4.1. Architecture and key concepts

From an architectural point of view, PADEC is designed to be a layer
that can be placed on top of the endpoints exposed by an application to
control their access. As such, one of the keys is the separation of concerns:
the application endpoints should not concern about how access is controlled,
and, in turn, PADEC should not concern about the specifics of the appli-
cation such as the data semantics. Therefore, the concerns of PADEC are
to offer users an expressive manner to decide which information should be
shared with who, under which conditions to do so, as well as to enhance
privacy. The architecture of PADEC is depicted in Figure 1, and the key
concepts of PADEC are as follows:

1. Lock: locks are the elements of PADEC that protect endpoints. Each
lock protects a single endpoint, and each endpoint can only have one
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lock. A lock is a collection of access levels, sorted in non-decreasing
order of information degradation.

2. Access level: access levels encapsulate a given granularity for the in-
formation provided by an endpoint, as well as the circumstances under
which it can be accessed. Each access level contains a filter and a rule.

3. Filter: a filter is an abstraction of a mechanism to degrade or alter the
granularity or the level of detail of the information returned from an
endpoint. Built-in filters exist in PADEC, and they can be tailored by
users by setting parameters. New filters can be added by injecting small
pieces of code. Each filter comprises the filtering technique, the user-
tailored parameters and the expected degradation of the information.
Filters effectively address PE threats, and filtering techniques must be
idempotent in order to avoid IA threats.

4. Rule: a rule in PADEC represents the conditions under which access is
granted to a given access level. Rules can be defined over one or more of
the contextual attributes of the provider, the consumer, or combinations
of attributes (e.g., relative distance from the consumer to the provider),
and define values for each attribute where access is granted. Rules tackle
UA threats by controlling access to information, and allow attributes
other than identity to be used to control access, effectively thwarting
CC threats.

5. Attribute: an attribute is a type of contextual information, such as
location, interests or social groups. The context of a user at a given
point in time comprises the values of all of their attributes at that point
in time.

6. Keyhole: a keyhole is the set of contextual attributes that a rule requires
from the consumer in order to be evaluated. Keyholes are the elements
through which consumers perceive the rules associated to access levels.
Producers advertise locks as collections of keyholes, each associated with
the expected information degradation. Keyholes enhance the efficiency of
PADEC and decrease CE threats by minimizing the amount of exposed
information.

7. Key: a key is the set of values for the attributes defined in one or more
keyholes. When consumers discover a lock, they select the access levels
they want to try accessing, and build a key that fits their keyholes. On
the provider side, keys are used to evaluate the rules of the lock’s access
levels. Keys are never transmitted to the application, and stay solely
within PADEC to ensure their privacy.

There is an additional feature that can be optionally enabled in PADEC,
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but has no effects over the architecture: private function evaluation. Pri-
vate function evaluation (PFE) [15] allows PADEC’s key evaluation to be
performed in a completely private manner: consumers provide an encrypted
version of their key that can only be used a single time, while providers can
evaluate whether their rule holds without decrypting the key or revealing
their rule logic. The use of PFE enables PADEC to completely mitigate the
CE threat. Keys do not change conceptually, although their communication
is performed in a different manner due to PFE’s characteristic of single-use
inputs. The details of these communications are detailed in Section 5.2.

Finally, with regards to the device-to-device communication, PADEC en-
sumers that all device-to-device communications are encrypted, so that only
the provider and consumer are able to interact, avoiding both third-party
attacks in Table 1. To encrypt communications, before starting a PADEC
interaction, the provider and consumer follow an ephemeral Diffie-Hellman
key-agreement protocol [23], in a manner similar to SSL/TLS. The consumer
generates an ad-hoc public key and shares it with the provider, including
some of the parameters used to generate the public key. This key is public
because it is shared with the other party. A new key is generated for each
PADEC exchange, used exclusively for key agreement within the communi-
cation, and does not serve an identification purpose [23]. The provider, using
the settings received from the consumer, generates its own public key, which
is shared with the consumer. Finally, based on the shared public keys, both
consumer and provider generate a secret. This secret is guaranteed to be the
same for both parties and is used as a symmetric encryption key to protect
the rest of the communications. Since messages are encrypted, eavesdrop-
ping is not a concern, since the attacker cannot examine message content.
RA threats are also thwarted, since any answer the attacker might get by
replaying messages will be as unreadable as any message they overhear.

Each data exchange is supported by a continuously executing endpoint
discovery process [24]. The workflow that is used to communicate back
and forth in a PADEC interaction is depicted by Figure 2. The ephemeral
Diffie-Hellman protocol can be piggybacked onto this discovery process: the
consumer can send its public key with its discovery query (step 1 in Figure 2),
and, as part of returning the endpoint, the provider can share their public
key. The agreed-upon symmetric key can be used to encrypt subsequent
communications.

4.2. The PADEC Formal Model

The formal model of PADEC provides a formal description of how access
is controlled and concrete details on how each of the architectural elements
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application 
request

perform 
request

4

2

7
8

11

 
CONTEXT 

INFO

select access level  
and construct key 

5

try 
key

filter or 
obfuscate 
9

discovery query

send request and key 

return results 

1

6

10

return endpoint + keyholes3

Figure 2: PADEC Sequence Diagram: A consumer (on the left side) discovers an endpoint
and its access levels in the surroundings (1-3). The application selects an access level via
a keyhole (4) and makes an application request (5). The request is sent to the provider
(on the right side).The provider checks the consumer’s key against the set of available
keyholes (7) and, if access is granted, the provider performs the request (8) and returns
the results (10-11), after applying a filter (9).

intertwine, making it easier to re-implement or replicate.
Users and endpoints. In this formal model, the base components are

users (U), who participate in a PADEC interaction. Users can be humans,
devices, or applications and each user can act as a provider, a consumer, or
both. A provider exposes a set of endpoints (E) belonging to application
programming interfaces (APIs) that consumers can discover and access to
leverage some data or service. Formally, an endpoint e ∈ E is a function that
maps an input to an output: e : I → O, and a given provider’s endpoints can
be referenced as Eu = {e} for provider u ∈ U . An endpoint is identified by
its interface, and therefore the same endpoint may be provided by multiple
providers.

Attributes. In PADEC, attributes (A) describe the contextual state of
users. Each user is associated with a set of attributes that describes their
situation; a particular user’s attributes are defined by:

attributes : U → P(A) (1)

where P(A) is the power set of A. For a given user u, attributes(u) ⊆ A.
Each attribute has a primitive type, which constrains what a legal value

is (e.g., locations are pairs of longitude and latitude). A particular ap-
plication may provide additional constraints on the value. For instance,
locations of points of interest may be constrained to be within a particular
city’s boundaries, and ratings, while integers, must be between 0 and 5. For
the formal model, we refer generically to the universe of possible values as
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V, with the understanding that, for a given attribute a, the set of possible
values is a subset of V.

Context state. The context is defined as a function that maps each
user u ∈ U to a set of values for each attribute:

context : U 7→ A× V (2)

The context function is a partial function; the attributes that are relevant
for a particular user may be only a subset of the full attribute set A. It
can be more convenient to reference the context state of a user u ∈ U as a
mapping of the user’s contextual attributes to concrete values:

context(u) : attributes(u) → P(V) (3)

Rules. PADEC defines rules (r ∈ R) that allow providers to restrict
access to resources based on a consumer’s context. A rule comprises one or
more clauses that constrain the values of context attributes. PADEC defines
set operators for discrete attributes and comparison operators for attributes
whose values are ordered or partially ordered. In total, PADEC provides
six operators(OP): ∈, =, ̸=, >, <, and <> (which tests whether a value
is within a specified range). To combine clauses over multiple attributes,
PADEC supports combinations using ∧, ∨, and ¬.

To fully specify rules and clauses, we use a context-free grammar [25],
G = (N,Σ, P, S). The sentence symbol of G is a rule, i.e., S = r. Because
a PADEC rule is composed of clauses that combine attributes, operators,
and values; the clause is the only nonterminal symbol, i.e., N = {c}. The
terminal symbols are Σ = {a, op, v,∨,∧,¬}. These symbols connect directly
to the PADEC formal model: a ∈ A, op ∈ OP, v ∈ V and r ∈ R. The
grammar captures the creation of rules through clauses, attributes, values,
and operators via its production rules:

r →r ∨ c, r →r ∧ c, r →¬r,
r →c, c →a op v, c →v op a

Although the final two production rules are similar, they allow for asym-
metric operators (e.g., ∈). Moreover, the first two production rules allow
one to combine multiple clauses, thus also allowing for combined rules.

At a higher level, a PADEC rule can be viewed as a function, defined
by its clauses, that maps a context state or a subset of a context state to a
Boolean value:

rule : R× C → {0, 1} (4)
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Generically, we refer to the universe of rules as R.
Keyhole. Consumers need to know what context information they need

to provide to access an endpoint. The keyhole captures the set of contextual
attributes required by the rule, limiting the state the consumer needs to
provide. Given a rule (r) that combines clauses, each of which references
an attribute of A, the keyhole for rule r is simply the union of the set of
attributes referenced by all of the clauses:

keyhole(r) = {a : a ∈ r} (5)

Given that R is the set of rules in a PADEC system, we define H to be the
complete set of possible keyholes:

H = {keyhole(r)∀r ∈ R} (6)

Key. A key is a set of pairs of attributes and values, K ⊆ A×V, obtained
from the context state of the consumer and used to evaluate a rule. Given
the set of required attributes for a keyhole, h, a consumer can define a key
that contains only attributes listed in h. This key is a restriction of the
user’s complete context state function:

keyFromKeyhole(u, h) = context(u) |h (7)

It is important to note that each key is a subset of the complete context
state of the user. Thus, with a slight abuse of notation, the rule function
can operate over a key, given that it is a subset of a complete context state.

Filter. A PADEC filter is any technique used to degrade the information
returned by an endpoint. Formally, a filter is a function whose input is the
result returned by an endpoint (i.e., an output, O) and whose output is
a degraded (or filtered) version of the endpoint’s output. Filters must be
idempotent: for a given input to the filter, its output should always be the
same. Moreover, the information degradation can be expressed as a real
number:

f : O → O × R (8)

Each filter comprises a method used to degrade the information, as well
as a set of parameters tailored by the provider, that specify how much
information is degraded or which information should be obfuscated. Fur-
thermore, each filter also reports the expected degradation of the filtered
output:

degradation(f) = R, f ∈ F (9)
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where F is the set of all filters. This degradation value provides a means for
the provider and consumer to communicate about the quality of the result
in a datatype- and application-specific way, as the degradation metric is tied
to the datatype the filter is able to be used on (e.g., the euclidean distance
may be a degradation metric for a filter that works on coordinates, but not
for one that works on strings).

Access level. Formally, an access level combines a rule and a filter:

AL ⊆ R×F (10)

Each access level also has a public interface. That is, for al ∈ AL, if ral
is the access level’s rule and fal is the access level’s filter, then the public
interface for al is:

alpub = (keyhole(ral ), degradation(fal )) (11)

Through this public interface, consumers can select a desired access level
based on the combination of the context information they are required to
provide (i.e., the keyhole) and the quality of information they can achieve
in return (i.e., the level of information degradation).

Lock. A lock in PADEC is the set of all access levels that a provider
defines over an endpoint. Conceptually, locks are the access control entities
in PADEC: endpoints are directly protected by user-defined locks, which
can contain as many access levels as the provider desires. Formally, the
existence of locks is represented as the definition of PADEC’s access control
function, relating each endpoint to a lock (i.e., multiple access levels):

AC : E × U 7→ AL (12)

Finally, we consider that consumers can construct keys for multiple end-
points. To do so, we define ALeut as the subset of AC(eu) a given consumer
t is interested in. The consumer can use multiple criteria, based on both
degradation and keyhole information, to select some access levels: those
with low enough degradation to enable their use case, those that do not
contain attributes they are unwilling to share, or even all of them. Based
on this, they can build a single key designed to fit all the keyholes in the
public interfaces of the access levels in ALeut they are interested in at once:

key(t,ALeut) =
⋃

al∈ALeut

keyFromKeyhole(t, keyhole(ral)) (13)

To evaluate a key, the provider must test the key in their access levels in
their non-decreasing order by their filter’s degradation. Formally, to test a
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key in a given access level, the provider evaluates the rule function associated
with the access level. If the function evaluates to 1, access is granted, the
provider evaluates the filter function f associated to the access level, and
returns the filtered output to the consumer, which finishes the evaluation.
However, if the rule evaluates to 0, access at that level is denied, and the
next access level should be tested. If no further access levels remain to be
tested, access is effectively denied.

4.3. Case study: Mobile Crowd Sensing

To better understand the concepts of PADEC, we present a case study
based on a mobile crowd sensing (MCS) application for a smart city. The
MCS application leverages users’ sensors and computing power to, first, pro-
mote social running among locals, and, second, help tourists identify Points
of Interest (POIs) in the city. Such a scenario is not just a thought exper-
iment; similar applications have already been envisioned [26]. Concretely,
residents can share some of their contextual information, such as the routes
they use for running in the city, the time they take to run through it or their
presence in one of them, with fellow residents. This information is exposed
from the users’ smartphone by three endpoints: getRoutes, getBestTimes,
and getPresence. On the other hand, to promote tourism, it exposes from
residents the POIs they frequent, along with their rating with two end-
points: (nearByPOIs), and (getRatings) respectively. Moreover, PADEC
also manages other kinds of contextual information for the consumers of
these endpoints, such as their social groups, location or interests.

When users share personal or sensitive information such as their presence
in a given route , privacy is crucial due to the personal nature of the data
being handled. A malicious party could potentially use the history of a user
to track their habits, learn their routine, etc., so this information must be
carefully protected. The privacy exposure of the above detailed endpoints
can be modulated with PADEC by each user. In this sense, residents can
be willing to share their presence with their friends or family, but not with
unknown users. Therefore, as Figure 3 shows, a resident can define two
access levels: one providing the exact location in the route and another one
where it is only shared during the daytime (i.e., it has a degradation of
0.5). These two access levels have a lock associated detailing two rules: the
first one indicates that the exact location can only be consumed by family
members, and the second one defines that the degraded one can be consumed
by runners in nearby routes. Likewise, users can set up a lock for each of
their endpoints, not detailed in the the figure to improve its legibility.
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Figure 3: Diagram detailing how PADEC is used in the case study.

5. Implementing PADEC

Based on the PADEC model from Section 4, we next present PADEC’s
implementation details. So far, we distinguished between two PADEC im-
plementations: PADEC, which directly implements the formal model with
no additional details, and PFE PADEC, which makes use of Private Func-
tion Evaluation (PFE) techniques to evaluate the rules.1

5.1. PADEC implementation

The PADEC implementation uses Java to implement the detailed formal
model. Java is used for two main reasons: first, Java is a highly portable
language that can be used as a native language in billions of devices. Thus,
Java allows PADEC to run in companion devices natively. Second, Java’s
reflection capabilities, and its concept of interfaces and its ease of integration
with other languages fit PADEC’s separation of concerns requirements.

Starting from the building blocks, PADEC defines endpoints through
the Endpoint interface: a generic interface with a single method that takes
generic parameters and returns a specific data type. While PADEC will
call this method, there are no limitations to its implementation (e.g., as a
wrapper to an already existing application endpoint). Attributes are imple-
mented as holders for a certain data type that inherit from the Attribute
class. Therefore, each attribute is free to have its own validity checks, data
type, and implementation. As stated above, attributes can be combined

1This implementation is available at https://bitbucket.org/spilab/padec_theone
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using operators (which are elements of OP and the logical connectors). All
of the operators are implemented using interfaces. These operators generate
booleans from two given objects (i.e., comparing attributes to values), or
from other booleans (i.e., joining together the results of different clauses).

Rules with single clause are implemented by storing the attribute, values
and operator. Rules with multiple clauses are created by storing two existing
rules and the connecting operator that joins them. Both single and multi-
clause rules inherit from the Rule class, this implementation allows us to
joining any number of clauses, allowing more expressive and concrete rules.
In addition, Rule provides a utility method that returns all the attributes
required by the rule. This method is specially important for getting the
keyhole for the rule. This keyhole with the names of the attributes is used
by PADEC for creating the key that may open the keyhole.

Finally, an AccessLevel instance combines an endpoint, the rule that
must hold in order to grant access, and a filter. Filters can define the
data type or types they can operate with, as well as their degradation as a
real numbers.Each filter can be parameterized through a map of strings to
objects, which affect the degradation value it returns.

PADEC has been implemented to be easily integrated with other tools,
such as wizards that allow for the creation of locks in a user-friendly manner.

5.2. PFE PADEC

PFE allows entities to share information that are unable to understand,
but still able to perform operations over it. PFE PADEC uses this technique
for sharing and validating the keys, instead of encrypting them with a key.
The PFE PADEC implementation is designed so three constraints hold: the
consumer cannot know the logic behind the provider’s access control rules,
the provider cannot know the value of the consumer’s attributes, and the
validation results must be identical to those of PADEC.

To perform PFE, this implementation makes use of ABY [16], which, de-
spite being intended as a secure two-party computation framework, serves
the purpose of a PFE framework. ABY was chosen because of its relatively
low overhead, and its availability as open source software.ABY is fully im-
plemented in C++, and was integrated in PFE PADEC using the Java Na-
tive Interface (JNI). ABY’s functions are built as circuits. By using ABY,
consumer and provider are able to compute a common circuit, each with
private inputs to it, though the circuit is public to both parties. To main-
tain the logic secret, PFE PADEC uses circuits that perform every available
operation over the data, and have their output connected to a multiplexer.
The multiplexer is the output of the circuit, and its output is chosen by a
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provider’s private input. Thus, the consumer cannot know which operations
will be outputted, and hence, cannot know the logic behind the rule.

The main difference between PFE and non-PFE PADEC are keys. In
non-PFE PADEC, keys contain the values of the required consumer’s at-
tributes, exactly mimicking the formal model. While PFE PADEC still
maintains the key concept and design from the formal model, the transmis-
sion and evaluation of keys is performed differently. In non-PFE PADEC,
the key is transmitted by the consumer as a single message, containing the
name of each attribute and the value for said attribute. A key is received
by the provider, who knows all of its content and can reuse it on multiple
access levels. In PFE PADEC, however, the key is transmitted as a series of
messages. First, the consumer sends a synchronization message telling the
provider which access levels they want to test, in which order, with which
attributes, and in which order each of the attributes will be provided. Af-
ter this message is sent, a set of JNI calls are performed. Consumer and
provider create the circuit on their side, provide their private inputs (in the
case of the consumer, they are sent encrypted to the provider), and execute
the circuit. The resulting output is also constrained so only the provider
can obtain its value.

6. Evaluation

In this section, we present an evaluation of PADEC over the case study
presented in Section 4.3, including both a simulation of the case study and
the results of a conducted survey. The evaluation’s objective is twofold:
on the one hand, it is aimed at comparing PADEC with other access con-
trol mechanisms: RBAC, ABAC and DySP-RBAC, along with comparing
PADEC and PFE PADEC. Furthermore, it is also aimed at evaluating the
usefulness of PADEC’s expressiveness for users, as well as effects of leverag-
ing user-made locks over some of the metrics.

The results of the evaluation are divided into two kinds of results: ex-
perimental evaluation (presented in Section 6.2), which comprises results
obtained from the simulations using a baseline to compare multiple access
control mechanisms, and survey evaluation (presented in Section 6.3), which
includes results obtained from the conducted survey and the simulations that
use it as a baseline. Before presenting the results, Section 6.1 contains the
setup of simulator and the case study used to evaluate PADEC.
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6.1. Scenario setup
PADEC allows device-to-device interactions within opportunistic net-

works. Therefore, PADEC is evaluated within a simulated opportunistic
network in order to validate its applicability to opportunistic scenarios. Keep
in mind that PADEC is a security and privacy framework at the application
level of the communication, and is evaluated as such. Thus, the objective
of the evaluation is not to evaluate or test the performance of the oppor-
tunistic network, or the opportunistic routing algorithms. The simulated
opportunistic scenario has been implemented using the tools from TheONE
simulator [27]. Within the simulator, the map of New York City is im-
plemented, as obtained from OpenStreetMap [28], for users (i.e., nodes) to
roam. Users are separated into two kinds: tourists and residents. Both
kinds of users roam around the NYC map using shortest path map-based
movement: they select a point in the map at random, find the shortest path
to said point through the streets of NYC and move there. Once the point
is reached, another point is selected randomly. Tourists roam around points
from the touristic zones of the city, whereas residents roam around both
touristic and residential zones. For each of the scenarios, 100 tourists and
50 residents are simulated. Furthermore, to ensure comparability among
the results, the same RNG seeds are used in all the evaluation scenarios.
Each of the considered nodes communicates with others using TheONE’s
SimpleBroadcastInterface, able to transmit data in a 50 meters range, and
routes information using the default EpidemicRouter included in TheONE.
The simulation lasts for 86000 seconds, which is approximately 24 hours,
and each consumer attempts to make a new PADEC service discovery re-
quest every 50 seconds, unless the consumer is waiting for the response of
a previous request. This opportunistic network environment is used to per-
form the comparative analyses included in the evaluation, ensuring a fair
scenario for all four access control mechanisms. The contact times of the
nodes last for an average of 73 seconds, with a standard deviation of 116.32
seconds. Moreover, 90% of the contacts last less than 100 seconds. Focus-
ing on this 90% of the contacts, they follow a normal distribution, with a
mean contact time of 44.4 seconds and a standard deviation of 12.8 seconds.
Intercontact times do not follow a known distribution, and last on average
12029.56 seconds with a standard deviation of 12519.39 seconds.

At the application level, the case study described in Section 4.3 has been
implemented in the TheONE simulator. The evaluation is performed by
measuring statistics of the nearByPOIs endpoint, which yield POIs obtained
from the New York City POI dataset from [29]. Each of the simulated users
is linked with an anonymized user ID in the dataset, and only releases POIs

18



D
RA
FT

belonging to said user ID. Despite the fact that the case study presents a
higher number of endpoints, we decide to measure nearByPOIs only. This
decision is motivated by a key tenet of PADEC: separation of concerns.
Endpoints belong to the application logic side, and hence, PADEC is not
dependant on the endpoints or vice-versa.

In these simulations, each type of context has a different category of
sensitivity from the consumer’s perspective. Higher categories are consid-
ered to be more sensitive. The context types we use are: (1) identity, which
each consumer perceives as the most sensitive attribute, which we refer to
as category 3; (2) location (category 2); and (3) sound level (category 1).
We define consumer privacy as the average sum of the categories of the at-
tributes shared, so that 0% means all attributes are shared and 100% means
no attributes are shared. Higher values for this metric therefore indicate a
higher degree of consumer privacy.

6.2. Experimental evaluation

The first objective of this evaluation is to evaluate the trade-off between
the privacy PADEC offers to providers and the data quality being released,
so that providers are not overly exposed when they release data, while con-
sumers are able to get enough data quality to work with the released in-
formation. Moreover, this trade-off is also evaluated on the consumer side
by comparing consumer privacy with the amount of consumers that could
get their requests fulfilled within a time frame, minimizing consumers’ ex-
posure surface while making sure they are still able to get the information
they need. The next objectives of the evaluation are to compare how well
users are able to hide in the crowd using PADEC w.r.t. other mechanisms.
We also intend to evaluate the number of false positives and negatives in
PADEC generated due to the computation and communication overhead
compared to alternative mechanisms.

Our first result is related to the number of successfully executed PADEC
protocols. Due to the nature of the opportunistic network, any given two
nodes may not be permanently connected to each other, as the range of their
wireless interfaces is limited, and a path from the sender to the receiver may
not exist. Therefore, two nodes may start a PADEC interaction, but dis-
connect from each other before said interaction has finished. In those cases,
the PADEC protocol would not finish successfully, and some of the messages
would never be sent or received. As a result, in the simulations, a total of
216318 PADEC service discovery requests are initiated, and 216268 of those
requests were successfully executed. Thus, PADEC presents a 99.976% of
success rate within the simulation, and consequently, we consider the packet
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Figure 4: Data quality provided and
provider privacy in PADEC
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Figure 5: Consumer satisfaction and
consumer privacy in PADEC.

loss rate from the application’s perspective low enough to provide meaning-
ful results in application evaluation.

Figure 4 compares the data quality offered by providers with the privacy
PADEC offers to them in terms of overexposure. To be able to better
understand the implications of data quality, Figure 4 depicts the data quality
required by consumers to retrieve a good enough list of POIs (red dashed
line), which is approximately 50%. In RBAC and ABAC, filters are not
implemented, which implies that data is never degraded and, thus, the data
quality is always 100%. On the other hand, this means that providers always
share 100% of their data, hence being overexposed with no privacy. The
implementation of filters in PADEC, as well as DySP-RBAC’s restrictions on
granularity, allow providers to customize the data quality they reveal, thus
eliminating overexposure. This comes at the cost of reducing the average
data quality of consumers. In the case of DySP-RBAC, this quality is under
the required threshold, which implies that the average consumer obtains a
very low-quality list of POIs. This problem is addressed by PADEC, thanks
to the fact that consumers are automatically granted access at the highest
access level they are allowed to. The raise in data quality does not mean that
the data quality improves per-se in PADEC w.r.t. DySP-RBAC, it is a sign
that more users are allowed access to higher access levels with higher data
quality. Since the PFE integration does not affect data quality or provider
privacy, its results are the same as PADEC.

Figure 5 shows the results comparing consumer privacy with consumer
satisfaction. Consumer satisfaction is measured as the amount of consumers
that got at least a satisfied request within a timeframe, in this case, 3 hours.
It is important to note that the timeframe for satisfaction is completely
application-dependent. Furthermore, if a consumer never meets the condi-
tions set on the rules, they will never have their requests satisfied. Thus, our
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Figure 6: Consumer indistinguishability
in PADEC.

�#������
���

��
����

�����������
��	

�
�

��


�

��

��

���

�
��

�!
��

�!
��

��
��

��
�

��  ��"�����!���! �#������  � ! �#�������  � !

Figure 7: Type I and type II errors in PADEC.

baseline is not to have 100% consumer satisfaction, but rather to maximize
consumer satisfaction along with consumer privacy, balancing the trade-off
between them. With DySP-RBAC and RBAC, while consumers retain a
high privacy due to only sharing their identity, a very low number of con-
sumers, namely, those that are explicitly allowed access, can be satisfied.
Satisfaction highly rises with ABAC due to a complete context check, with
the cost of consumers having their context completely exposed, leading to no
consumer privacy. With PADEC, consumers reveal more information than
with DySP-RBAC or RBAC, decreasing their privacy, although releasing
less information than ABAC. On the other hand, their satisfaction increases
to ABAC levels, as their access attempts are always automatically adjusted
to the according access levels. Finally, the introduction of PFE maintains
satisfaction while guaranteeing 100% consumer privacy, as consumers do not
have to reveal any of their contextual attributes any longer.

Along with the previous analysis, the consumer’s privacy can also be
seen as a metric of how easy they are to tell apart from other users. This
definition of privacy, inspired by the concept behind differential privacy [30],
is reflected as the indistinguishability of a key: given a certain key, its in-
distinguishability is the number of users who would be able to provide the
same key. For instance, if a consumer provided exclusively their sound level,
all the users with a similar sound level would also be able to provide an
indistinguishable key. Thus, if there are multiple users with a similar sound
level, the key would be highly indistinguishable. It is not possible to use
techniques for differential privacy within PADEC, as differential privacy re-
quires for all individuals to be contained in a dataset, while PADEC reveals
a single individual’s info (i.e., a single data point) at a time. However, an
analysis of indistinguishability can be performed in a simulation in which it
is possible to obtain the context of all the users. The results of the indistin-
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guishability analysis are provided in Figure 6. In it, we can see DySP-RBAC,
RBAC and ABAC have completely distinguishable keys, mainly due to the
fact that they carry identity information. Only the consumer with a given
identity is able to provide it in the key, and thus, the indistinguishability of
keys with identity is very low. Nonetheless, PADEC provides more indis-
tinguishable keys. In average, PADEC keys have an indistinguishability of
1.65 (1.10%), with an interquartile range of 1 (0.67%) to 2 (1.33%). This
means that, normally, in our simulation, there is at least another user that is
indistinguishable from the consumer. Moreover, we find some cases in which
3 (2%), 4 (2.67%) and even 6 (4%) users have been indistinguishable based
on their key information. Thus, we conclude PADEC allows consumers to
hide in the crowd better than DySP-RBAC, RBAC or ABAC.

An interesting analysis of the implications of the overhead is shown in
Figure 7, which depicts the type I (false positive) and type II (false negative)
errors for the each access control mechanism. It is important to note that
these errors are not due to mistakes in rule evaluation, they are exclusively
due to contextual changes over time. In some cases, by the time the rule is
evaluated, the consumer’s context has changed and, with it, the evaluation
of the rule may change. For instance, it is possible that a consumer sends a
key with a location that is close enough to the provider to get access, but,
by the time the key is received and evaluated, the consumer’s location has
changed, and may not be close enough to get access. These are the kinds
of errors reported in this analysis. We can see DySP-RBAC, RBAC and
ABAC have no errors of this kind. Nonetheless, this phenomenon appears
on PADEC in 12% of the interactions. In a 9%, the errors are of the false
negative kind, i.e., if the consumer had sent their key by the time it was
evaluated, access would have been granted rather than denied. In only 3%
of the cases, an initially granted access could have been denied if the key
was sent afterwards. These errors appear in PADEC due to its temporal
and size overhead, as the PADEC handshake takes extra time to be sent
and processed.

6.3. User survey

To evaluate PADEC from the user perspective, we have conducted a
survey using the Qualtrics service, in which users were asked about their
interest in the MCS case study applications, as well as to select and define
their own, custom PADEC locks. The source of the survey is publicly avail-
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able2. This survey is aimed at four main objectives: first, to determine if
users are interested in context-aware applications. Second, to find out, for
one of these applications, which kinds of information users would be will-
ing to share with different groups of people (family, friends, or strangers)
based in different contextual conditions. Third, out of different pre-made
rules defined by users, how many of them could be expressed using different
access control mechanisms. Finally, we allow users to define their own rules
to protect their information, and evaluate which access control mechanisms
would be required to implement said rules. Concretely, we define five types
of contextual information: the POIs visited by the user, the ratings for said
POIs, the running routes frequented by the user, their best times when they
run through the routes, and their presence in a given running route.

On the other hand, we have also performed additional analyses based
on the survey: as the surveyees were able to select some pre-made locks or
define their own custom locks, they have been implemented in PADEC and
used in an additional simulation.Furthermore, both residents and tourists
in the survey-based simulations use the state-of-the-art SWIM movement
model [31]. In these simulations, contacts last for 2.59 seconds on average,
while the standard deviation is of 48.96 seconds. In the case of SWIM,
99.5% of the contacts are below 10 seconds, with an average of 1.44 seconds
and a standard deviation 0.84 seconds. Intercontact times do not follow a
known distribution, and last an average of 14533.24 seconds with a standard
deviation of 14122.40 seconds. In these survey-based simulations, different
users apply different rules over each concrete endpoint. Thus, to ensure the
fidelity of the results in this scenario, the survey results are measured among
all five endpoints, rather than a single one. It is important to note that the
survey-based simulations should not be compared to the other access control
mechanisms, as they use different baselines for their configuration.

Therefore, there are six evaluation objectives for the survey: using the
results from the survey-based simulations, we analyze the indistinguishabil-
ity of PADEC users, as well as the type I and II errors. On the other hand,
using the survey results themselves, we analyze the interest of users in the
proposed applications, the groups of people they would share the informa-
tion with, and the access control mechanisms that need to be used to express
both user-selected and user-made locks.

First, we analyze the indistinguishability of PADEC using the locks from
the survey, as depicted in the rightmost box plot in Figure 6. In this case,

2http://tiny.cc/padec_survey_source
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Figure 8: Interest of users on consuming the data of context-aware applications.
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Figure 9: Groups that users would share different types of personal information with.

the rules are very diverse, as the interquartile range from 1 to 200 shows.
On average, the keys provided have an indistinguishability of 62.42, which
exhibits how PADEC consumers can hide in the crowd in such a situation.
Continuing with the errors, as shown in Figure 7. Using the baseline for
other simulations, in 12% of the interactions, the decision taken by PADEC
would have changed due to the overhead. If the user-provided locks are used,
however, PADEC exhibits no false positives and a 4% of false negatives, and
thus, it can be expected to take a correct decision in 96% of the interactions.
In general, the survey-based simulations show that PADEC provides good
results when users are given freedom to create their own locks, rather than
sticking to a given baseline.

The third analysis, as depicted in Figure 8, is aimed at assessing whether
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Figure 10: Percentage of pre-made rules
selected by users that could be ex-
pressed with each access control mech-
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Figure 11: Simplest access control
mechanism that can express the custom
rules made by users.

the users are interested, as consumers, in knowing this information. In gen-
eral, the vast majority of users are interested in obtaining this information:
in the case of POI rating, all users answered this information is useful.
Between 95 and 73% of the users also wish to obtain running route infor-
mation unconditionally, while in the case of POIs other conditions, such as
the socioeconomic status, interest or preferences of the producer, are also
considered. The main highlight of this analysis, nonetheless, is that all users
are interested in the first four types of information, and 89.5% of them are
also interested on knowing the presence information.

Continuing with the analysis, Figure 9 shows with whom the users want
to share their route-related information with. In the case of running routes,
users would often share them with their friends (79%), runners in the same
zone (63%), their family (58%), or runners with the same skill level (42%),
while some would also share them with their neighbours (32%). While closed
social groups, such as family, friends or neighbours, can be expressed easily
through classic access control mechanisms such as RBAC, some popular
choices include strangers which meet given criteria. Thus, users have a need
for more expressive access control mechanisms, such as PADEC. A similar
trend can be seen in the rest of information types: most users find acceptable
to share their personal information with their closest circles, such as family
(68%, 79%) or friends (79%, 73%), but sharing it with strangers that are in
the same zone (63%, 21%) or physically close in the moment they consume
the information (52%, 37%) are also popular choices.

The next analysis assesses the ability of the analyzed access control mech-
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anisms to express different pre-made rules selected by users. Concretely, for
POIs and their rating, users were presented with a variety of pre-made
PADEC rules to protect their information, and they had to rate how likely
they would be to use each of the rules between 0 and 5. The results shown
in Figure 10 depict the access control models needed to express the rules
that were rated as 3 or more by users. We find that no rule was unable to
be expressed using our analyzed mechanisms, and moreover, PADEC is able
to express every proposed rule. Furthermore, users were often interested on
filtering the information offered to different types of consumers, and hence,
DySP-RBAC is able to express 62% of the POI-protecting rules and 77% of
the rating-protecting rules. In the case of POIs, users highly rated rules that
allowed strangers to access their information under certain circumstances,
and thus, ABAC can express 68% of the proposed rules, in contrast with
RBAC, which can only express a 30% of them. In the case of ratings, these
rules were often tied to filters, and therefore unable to be expressed with
ABAC, which is only able to express the same rules as RBAC (55%).

Finally, the analysis depicted in Figure 11 shows the simplest access con-
trol mechanism to express the custom rules that users created and provided
in the survey. Out of the four analyzed mechanisms, we consider RBAC
to be the simplest, followed by ABAC, DySP-RBAC, and finally PADEC.
Moreover, to ensure the fairness of this comparison, we also add two ac-
cess control models that are even simpler than RBAC: manual, in which
the user interactively controls access by manually allowing or denying each
request, and none, in which no access control is required because the access
to the information is always granted. Starting with the rules that require
no access control, in the cases where users find the information more sen-
sitive, such as POIs or presence, only 12.5% of them chose to share the
information freely. On the other hand, users find reasonable to share less
sensitive information with everyone, such as POI ratings or running routes,
with approximately 30% of the rules allowing for free information sharing.
The case of manual choice, however, only exists in best times and route
presence, where 5.8% and 6.25% of the rules, respectively, require for such
access control mechanism. RBAC and ABAC have similar shares, between
6.25 and 30%. Both mechanisms are the least popular for protecting rat-
ings, while RBAC is the most popular for protecting presence and ABAC
for protecting running routes and best times. Rules that require DySP-
RBAC are slightly more popular in general, oscillating between 12 and 25%
and being a more common choice than RBAC and ABAC for protecting
POIs and ratings. Finally, PADEC is the most popular for protecting POIs
(38%) and ratings (31%). On average, PADEC is the most popular access

26



D
RA
FT

control mechanism required to express user-made rules (25%), followed by
none (21%), DySP-RBAC (18%), RBAC and ABAC (17% each) and finally
manual choice (2%). Furthermore, PADEC is able to express all the rules
from simpler access control mechanisms, and thus, it would be able to ex-
press 98% of the user-made rules, only being unable to express those that
require manual choices.

7. Conclusions

As the penetration rate of companion devices continues raising, their ap-
plications in data sharing and mobile crowd sensing also increase. With an
userbase increasingly worried about their privacy, allowing users to maintain
data ownership and pushing the interactions into the opportunistic space is a
reasonable solution. However, users lack mechanisms to constrain the access
to their exposed endpoints and to control the privacy of the released infor-
mation in a decentralized system. Furthermore, the nature of opportunistic
interactions calls for allowing users to express arbitrary constraints on con-
text for allowing or denying access to protected information. In this paper,
we present how PADEC fills this gap by allowing users to express their ar-
bitrary, context-sensitive access control rules, as well as to link them with
data degradation methods. In the future, we expect to integrate privacy-
preserving datamining techniques into PADEC’s filters. Finally, we will also
further analyze the complexity of creating PADEC rules for users, as well
as to assist providers by giving them tools to assess the privacy of a certain
rule.
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