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Abstract—Liver cancer is one of the most common types of
cancer according to World Health Statistics. Computer-aided
diagnosis (CAD) systems are used in medical imaging for liver
tumor identification and classification. Texture is a type of
feature that can provide measurements of properties such as
smoothness and regularity of the image. Handcraft techniques
based on fractal geometry allow quantifying self-similarity prop-
erties present in images. However, new studies have shown that
using information obtained from deep-learned feature maps can
maximize the results of classical classifiers. This work presents an
approach that investigates descriptors obtained by handcrafted
and deep learning features, feature selection methods and the
Hermite polynomial (HP) algorithm to classifier liver histological
images. The results were evaluated using metrics such as accuracy
(ACC) and the imbalance accuracy metric (IAM). The association
with fractal features, Lasso regularization and the HP algorithm
achieved 0.98 of IAM and 99.53% ACC, which was relevant when
evaluated with other studies in the literature.

Keywords—Liver Tissue, Hermite Polynomial, Handcrafted
features, Deep-learned Features, Feature Selection.

[. INTRODUCTION

Pattern recognition and classification have gained popularity
in recent years, particularly in the field of medical imaging in
order to develop computer-aided diagnosis (CAD) systems.
These tools are employed as supplementary reading in these
tasks and include the evaluation of the digitized image, pre-
processing, segmentation, feature extraction and classification.
The feature extraction and selection modules are crucial
in improving the classification performance allowing reduce
computational complexity and decreasing dimensionality [1].

Liver cancer (LC) is the sixth most common type of cancer
and the third leading cause of death from cancer worldwide.
In the year 2022, 960,000 diagnoses of LC were recorded,
accounting for 830,000 deaths [2]. Excessive alcohol use,
smoking, family history, diabetes, obesity, hepatitis B or C
virus infection and low immunity are factors that lead to LC
[3]. In recent years, a significant number of researchers have
been working on the development of the stages of a CAD
system for the analysis of lesions, such as tumors present in
the liver [4], [5].

The choice of the most relevant features is directly related to
the image quality, the method used in feature extraction steps
and the classification algorithm. A variety of feature extraction
techniques can influence the performance of classifiers in CAD
systems, such as overtraining [6] or heuristic dependencies of
a specific group of features [7]. Among the approaches, an
important technique for description is the quantification of an
image’s texture. Texture provides measurements of properties
such as smoothness, roughness, and regularity of the image.
Techniques based on fractal dimension and lacunarity allow
quantifying self-similarity properties present in images, which
can not be defined by Euclidean geometry [8].

Convolutional neural networks (CNNs) are approaches that
allow the extraction of image feature patterns, taking into
account multiple observation scales. This is accomplished
through deep layers that enable the quantification of global and
local patterns, known as deep-learned features. Recent studies
have shown that using information obtained from CNN feature
maps can maximize the results of classical classifiers [9],
[10]. However, there are certain real-world problem-solving
situations where available training data is limited and large
datasets do not exist. In these cases, applying deep learning
methods is not a viable option, conventional feature extraction
and classification techniques may be a suitable solution [11].

Machine learning (ML) classification is a task that employs
features as the basis for assigning class labels to patterns
obtained from the input images [12]. Among the ML methods,
the polynomial classifier is an algorithm that has shown
promising results, especially when dealing with non-linearly
separable data. This algorithm is a parameterized method
that exponentially expands its polynomial basis according to
the number of elements in the data vector and the function
degree. Polynomial algorithms have demonstrated relevant
performance in the process of analysis and labeling of samples
during the classification stage. Among the bases, Hermite
polynomials (HP) are able to generate a complete orthogonal
basis of the Hilbert space that satisfy the orthogonality and
completeness conditions of that space’s family of elements.



The studies presented by [13], [14] explored only infor-
mation in a binary approach and evaluated only part of
handcrafted representations. The definition of suitable features
or information has motivated new investigations to evaluate
handcrafted and deep-learned features for describing important
features, as well as analyzing the behavior of HP for multiclass
classification with this type of information, which is still a
challenging task in CAD systems.

The association of feature extraction and selection tech-
niques with classifiers is a strategy that can be relevant and
promising in a CAD system for age of the tissue classification.
This study presents an approach based on descriptors obtained
by handcrafted and deep-learned features, feature selection
methods, and an HP classifier for the classification of liver
histological images. The contributions of this work are:

e Study of the polynomial algorithm based on the multi-
class Hermite basis function with a new parameterization
for liver tumor classification;

o Investigation of Lasso regularization and Relief-F tech-
nique on descriptors obtained by handcrafted features and
deep learning features;

o Performance comparison of the HP algorithm with ML
methods and other studies in the literature.

II. METHODOLOGY

The proposed work performs the classification of liver
tumor images through algorithms developed with the Python
programming language and WEKA software, as presented in
Fig. 1. The experiments were evaluated on a computer with
an Intel Core i5 with 16 GB RAM.

A. Database

The database employed in this work consists of images
of female mouse liver tissue (Liver Age - LA) created
by the Atlas of Gene Expression in Mouse Aging project
(AGEMAP) [15]. All images in the database were digitized
at a resolution of 417x312 pixels using a Carl Zeiss Axiovert
200 microscope and a 40x objective magnification. The total
of 529 digitized images from different mice was divided into
four classes, each of them representing a different age group of
female mice on ad-libitum diets: one month (100), six months
(115), 16 months (162), and 24 months (152). Fig. 2 shows
examples of each class of digitized images.

B. Feature Extraction

The first stage of the methodology consists of feature
extraction, which represents the transformations applied to
image pixels to generate numerical values that are relevant
for pattern discrimination [16]. Fractal dimension, lacunarity
and percolation were computed, as demonstrated in [17]. One
of the main advantages of fractal geometry-based approaches
is the possibility of representing structures captured by the
human visual system in a format that computer systems can
quantify in more detail than the Euclidean geometry [8].

The features of fractal dimension and lacunarity were ob-
tained from probability matrices. In this work, these metrics

were calculated using the gliding box method with a box
size between L. = 3 and L = 43 with an increment of two
units at each iteration based in [17]. The probability matrix
construction from these parameters ensured quantification at
20 different scales. Percolation metrics were extracted through
the gliding-box algorithm, following the strategy described
in [18]. Considering a box of size r, pixels in the box
were considered pores and labeled with the application of
the Hoshen-Kopelm algorithm [19]. Pores with the same
label were considered part of the same cluster. This process
was repeated for each box of side r [17]. Lacunarity and
percolation were also represented by scalars in order to obtain
representative descriptors of possible patterns in each curve.
The scalar descriptors calculated were the maximum value,
skewness, area under the curve and average between the
halves of the area under the curve, as described in [18]. The
feature vectors obtained with fractal geometry consisted of 116
descriptors.

Feature extraction was also performed using the CNN
architectures ResNet-50 [20] and VGG-19 [21]. These CNNs
were chosen due to their wide use in the literature and aim
to provide a broader investigation of the proposed methods
for classification and regularization based on features obtained
through deep learning. From the ResNet-50, we targeted the
final average pooling layer, which outputs 2048 features and,
from VGG-19, 4096 features were obtained from the last fully-
connected layer.

Each training considered 10 epochs, using the stochastic
gradient descent (SGDM) strategy; initial learning rate Ir =
0.01 with a reduction factor of 0.75 every 2 epochs; the
cross-entropy function was used to calculate the adjustment
on the parameters. This was repeated for each permutation
of architecture and dataset. It is important to underline that
the input images were normalized considering the standard
deviation and average of the ImageNet dataset color channel
values to match the methodology used on the model’s pre-
training [22]. Finally, the resulting fine-tuned models were the
ones that achieved the highest accuracy for the evaluation set,
independent of the epoch.

C. Lasso

Lasso is a regularization technique that aims to normalize
the features by introducing terms that promote resizing and
enhance the stability of the problem. This approach can
address the issue of having more features than classes by
allowing some input variables to be set to zero, resulting in a
more efficient predictive model [23].

The smoothing of the objective function F' is performed
through Lasso regularization and can be achieved by intro-
ducing a penalty term equal to the absolute value of the
coefficient (3 into the cost function, as shown in Eq. 1. The
hyperparameter A (0 < A < oo) controls the degree of
regularization applied to each feature, penalizing them with
varying weights. This regularization method can generate
sparse models with only a few coefficients. In some cases,
coefficients can even be reduced to zero and excluded from
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Fig. 2. Female mouse liver tissue samples from the LA database with the following ages: (a) 1, (b) 6, (¢) 16 and (d) 24 months. Source: [?]

the model entirely. Larger penalties lead to coefficient values
closer to zero, promoting the creation of simpler models.

P
F(6, X, A | 1
6, X.y) + jgllﬁg\ (1

Original Cost Function ,

Lasso Regularization

The optimal value of A, which produces the highest clas-
sification rate, can be determined iteratively using a cross-
validation procedure. In this study, the range of A values
explored was between 1075 and 102 with a total of 3x10°
iterations. These values were chosen based on an empirical
evaluation of the feature vectors. During the training process,
the regularization stage was implemented in each fold to iden-
tify the most relevant features for classification. This approach
reduced the number of features required for the classification
stage [24]. At this stage, the features were ordered according to
their importance weights and, then, four groups were obtained
by selecting the 10, 15, 20 and 25 features. The selected
features were applied to all of the classifiers investigated in
this study.

D. Relief-F

The Relief-F method is a feature weighting technique that
analyzes the dataset information and assigns weight values
according to the association between each feature and the
class. This technique selects the features based on the weight
values that help distinguish instances that are close to each

Feature Selection

Classification

Hermite
Polynomial

(d)

other [25]. According to [26], Relief-F has the ability to reduce
the dimension of the feature set by removing negative values,
which can maximize the efficiency of algorithms that perform
multiclass classification. The Relief-F method also presents
the ability to handle noisy data, efficient processing time and
high accuracy.

For this method, Eq. 2 presents the operation of the feature
selection. In this equation, f;; describes the value of the
instance x; for the feature f;, P represents the distance
measure and the terms fg.(,,) and f,.(.,) are the values of
the points of the i-th neighboring features of x; with different
or equal labels [27].

N
fi= Zp(ft,i — Jfactz) — P(fti— foclz)) @
i=1

b =

Similarly to the regularization method, vectors constructed
in this algorithm were composed of 10, 15, 20 and 25 features,
according to the importance level assigned to them with this
method.

E. Classification

A polynomial classifier is a supervised approach that ex-
pands the input feature vector x = [z7...x4]7, where d
represents the number of features and 7' is the transpose
operation, to a higher dimension in a nonlinear manner. This
technique enables the generation of linear approximations in



this space, which can be used to classify the input data into
the desired output [28].

In [29], Thangavelu describes that the HP algorithm is
orthogonal on the interval (—oo,oc) with respect to the
standard Gaussian weight function and provides advantages
in function approximation. The HP algorithm can be defined
mathematically as shown in Eq. 3:

i d"ﬂ. 3
HP,,(X) - (_1)ne+x3/2 [6‘7)‘ /2] 3)

dxﬂ
As a result, the HP method can be computed using the

recurrence relation for any order where n > 0 (see Eq.4):

HP,1(x) =xHP,(x) —nHP,_1(x) =0, )

where HPy(x) =1 and HP;(x) = x.
Using the recurrence equation, the polynomials among the
degree 1 to 3 are obtained by Egs. (5), (6), and (7):

HPy(x) =x* — 1, (5)
HP;(x) = x* — 3x, (6)
HPy(x) =x" — 6x° + 3. (7

For the classification of image groups, the feature vectors
defined by x were used as inputs and then expanded in terms
of the polynomial basis H P, (x).

For the multiclass classification, the decision rule can be
expressed using Eq. 8. In this equation, the i-th problem is
addressed by a linear discriminant function that separates the
points assigned to w; from those not assigned to w;. The
decision surface, given by g(x) = 0, demarcates the boundary
between the classes w; and not(w;) for a multiclass problem.

: w;, if g(x)>0
Dec1de{ not(w;), if g(x) <0 ®)
Finally, the output g(x) can be obtained by Eq. 9.
g(x) = a” H P, (x), ©)

where the coefficient vector of the polynomial basis function
denoted by a, H P, (x) represents the Hermite basis function,
and n corresponds to the order or degree of the polynomial.
This algorithm was divided into two steps, namely training
and testing, which are detailed in [30].

In this work, the degree of the polynomial expansion
was determined empirically, where the relevant results were
achieved using a third-order polynomial for class separation.

E Evaluation of Methods

The HP algorithm was compared with three different classi-
fiers based on the primary supervised ML approaches, namely
function-based, ensemble learning, and tree-based. The se-
lected algorithms were logistic regression (LGT), which is
a model that integrates tree induction and additive logistic
regression; multilayer perceptron (MLP), an approach that
employs a system of interconnected neurons or nodes to map
nonlinear relationships between input and output vectors; and

random forest (RF), a strategy that utilizes a tree ensemble
method, with bootstrapping for each tree generating subsets of
observations not included in the tree-growing process. These
algorithms and HP classifier were evaluated using the cross-
validation method with k=10, with 90% of the dataset used
for training and 10% for testing the model.

The IAM and ACC were used to evaluate the classification
algorithms. ACC is a widely used metric in image classifica-
tion analysis because it is easy to calculate and interpret, and
ranges between O and 100%. A perfect classification results in
an accuracy of 100%. However, ACC may not be a reliable
measure for unbalanced class problems. The TAM metric,
defined by Eq. 10, was also applied in the experiments to
address the issue of unbalanced labels and improve the recall
of results based on the data features.

k k k
Ci — max 25 Cigy 2 ie: Cii
TAM = 1/kY (D i 2 € )_’
i=1

(10)

max(cq, ¢;)

where c¢;; is the confusion matrix generated by the clas-
sifier, the max value of total off-diagonal items (Zf#i Cij
or Z;‘#t cj;) are subtracted from the diagonal values (c;;).
divided by the max sum in the corresponding row or column
(max(c;,¢;)), and finally averaged (/k) to obtain the expec-
tation.

I1I. RESULTS AND DISCUSSION

Table I shows the results achieved with the IAM and
ACC metrics for the HP classifier associated with the Lasso
regularization considering a range of five features obtained of
range among 10 to 25. This table presents the sets of features
obtained with three approaches, one using handcrafted tech-
niques and the other with deep-learned features. Analyzing the
data, it can be seen that the HP algorithm and its associations
showed more relevant results with the handcrafted descriptor
using fractal techniques and 25 features, achieving an ACC of
99.53% and an IAM value of 0.98. Regarding the descriptors
obtained with the ResNet-50 model, the results were 89.87%
for ACC and 0.49 for the IAM metric. The VGG-19 model
presented 91.47% and 0.57 for the ACC and TAM metrics,
respectively, with 25 features. In this case, the use of 20
features also showed similar results for the ACC metric, but on
IAM, the performance with 25 features was better, including
a lower standard deviation. IAM is a more robust metric
for evaluating classifiers on multiclass datasets, which offers
benefits in imbalanced data. It is noticed in these experiments
that the fractal descriptors were more robust regarding this
metric, as the performances ranged from 0.86 to 0.98. When
applied to the descriptors from CNNs, this metric was lower
in all experiments, despite the number of features used. When
applied to the descriptors from CNNs, this metric was lower in
all experiments, despite the number of features used. IAM has
a representation range between -1 to 1 and, when this value
is closer to zero, it indicates that the number of correctly and
incorrectly classified instances is close. As mentioned by the
authors in [31], the IAM metric allows for a better evaluation



TABLE 1
RESULTS OBTAINED WITH THE HP CLASSIFICATION ALGORITHM AND
LASSO REGULARIZATION.

Data Number ACC (%) IAM

10 | 97.4450.15 | 0.8620.00

Fractal 15 98.49+0.14 | 0.91-+£0.07
20 | 992440.09 | 0954006

25 | 99.5340.08 | 0.9810.03

10 | 80.88£0.03 | 0.12£0.12

15 85.05+0.03 | 0.28+0.13

ResNet-30 | 5 | §7.8840.03 | 0.40-£0.13
25 89.87+0.01 | 0.49+0.07

10 | 85321003 | 0.3010.10

15 89.580.02 | 0.49+0.10

VGG-19 20 91.2840.02 | 0.56-+0.11
25 91.4740.02 | 0.57+0.10

of the classifier’s behavior since it provides information about
mislabeling instance classes.

The results achieved by the HP algorithm in association with
the Relief-F selector are presented in Table II for intervals be-
tween 10 and 25 features. Upon evaluation, it is noted that the
HP algorithm provided the best values using fractal descriptors
with 25 features, ACC of 99.43% and 1AM of 0.96. The same
behavior occurred with the deep-learned descriptors, using
ResNet-50 and VGG-19, where 25 characteristics with Relief-
F allowed ACC values of 98.39% and 97.44%, respectively.
With the IAM metric, these descriptors using the Relief-F
provided better results than those achieved with HP and Lasso
regularization. However, these values were lower compared to
those obtained with fractal descriptors (25 features), Relief-F
and HP classifier. In addition, the ResNet-30 network allowed
an [AM value of 0.88, considering the same feature number.
VGG-19 achieved an TAM of 0.85 with the same number of
features.

The results depicted in these tables showed that the as-
sociation of the 25 most relevant fractal descriptors, Lasso
regularization, and HP classifier allowed the achievement
of more effective values. It is also possible to verify that
the standard deviation values with handcrafted features were
lower for the IAM metric, regardless of the feature selection
technique.

Based on the results presented in Tables I and II, the
association of the HP algorithm with the Lasso regularization
(25 features) were compared with ML algorithms. Table III
displays the results achieved by these strategies. The MLP
and RF algorithms achieved values of 96.04% and 94.15%
for ACC and 0.97 with the IAM metric for both methods.
The LGT algorithm obtained 91.53% ACC and 0.96 for IAM.
It is important to highlight that the standard deviation of all
classifiers was below 0.05% for both metrics. According to
the results, the ML algorithms had lower performance than
the results with the HP algorithm and proposed associations.

The indirect analysis of the proposed association and other
recent works that investigated computational techniques for the
classification of LA images are presented in Table IV. It can
be observed that the association of the HP algorithm, Lasso,
and fractal descriptors showed promising results compared to

TABLE 11
RESULTS OBTAINED WITH HP CLASSIFICATION ALGORITHM WITH
RELIEF-F SELECTOR EMPLOYED IN LA IMAGES,

Data Number ACC (%) 1AM
0| 9327001 | 0.640.06
Fractal 15 | 95744002 | 0.7640.10
20 | 98674001 | 0.91+0.05
25 | 99.43.40.01 | 0.96-0.04
10 | 94.1310.02 | 0.70L0.09
ResNer.50 15 | 96.60+0.01 | 0.80+0.08
- 20 | 97.64:£0.01 | 0.84-0.06
25 | 98.3940.01 | 0.88-+0.05
0 | 92321002 | 0.60L0.13
15 | 95174001 | 0.7320.08
VGG-19 20 | 96214002 | 0.78+0.10
25 | 97.4440.02 | 0.85-40.10

TABLE IIT
CLASSIFICATION OBTAINED WITH THE FRACTAL DESCRIPTOR, LASSO
REGULARIZATION AND ML ALGORITHM.

Classifiers | Number ACC (%) IAM
LGT 25 91.53+0.04 | 0.9640.02
MLP 25 96.04+0.01 | 0.9740.01

RF 25 94.15+0.02 | 0.9740.01

other works available in the literature, indicating a relevant
solution to assist experts in the analysis of this type of image.

TABLE IV
ANALYSIS OF THE ACCURACY METRIC FROM DIFFERENT APPROACHES
DEVELOPED IN THE LITERATURE.

Reference Approach ACC (%)
S ResNet-50, FD,

Roberto et al. [5] LAC and PERC (DLHC) 99.62

Proposed Method Handecrafted Features 99.53

Lasso and HP Classifier
Collective T-CNN 98.20
Novel set of image features 97.01
and Ensemble SVM Classifier )
GIST descriptors,
PCA and LDA (HC)

Andrearczyk et al. [32]

Huang et al. [33]

88.40

Watanabe et al. [4]

IV. CONCLUSION

The present study introduced a computational tool for
analyzing LA images based on fractal descriptors, Lasso
regularization, and the HP classifier. The analyses presented
in this study explored the association between feature se-
lectors and the HP algorithm for building prediction and
classification models of LA histological images. The obtained
results indicated that the proposed approach using a set of 25
handcrafted features through the Lasso regularizer presented
the best performance, with values of IAM and ACC metrics
exceeding 0.98 and 99.53%, respectively.

Values obtained with the CNN-based descriptors were more
relevant when the Relief-F selector was applied for the ACC
metric. The same behavior is observed with the IAM metric. In



future studies, it is intended to analyze which features provide
the most satisfactory results, as well as to measure the gain in
relation to the computational cost of the HP algorithm when
performing the training and testing stages using the proposed
approach. Further, the number of mice is low and images from
the same animal can be used in the training and test sets (16
different animals). However, we can find great variability in
the cells of the same mice. In addition, we plan to explore the
feature selection techniques and evaluate the effectiveness of
the proposed method in other histological image dataset.
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