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Abstract
To study the evolution of specific cultures and times different kinds of pictures could be adopted. Family album photos

may reveal socio-historical insights regarding those specific cultures and times. Along this path, this work addresses the

problem of automatically dating an image by resorting to the analysis of an analog family album photo dataset. In

particular, the IMAGO collection, which contains Italian photos shot in the 20th century, was considered. Thanks to the

IMAGO dataset, it was possible to apply different deep learning-based architectures to date images belonging to photo

albums without needing any other sources of information. In addition, we carried out cross-dataset experiments, which also

involved models trained on American datasets, observing temporal shifts which may be due to known intercultural

influences. We further explore such a possibility by qualitatively analyzing the cross-dataset interpretation of the trained

deep-learning models with the Uniform Manifold Approximation and Projection (UMAP) algorithm. In conclusion, deep

learning models revealed their potential in terms of possible applications to intercultural research, from different points of

view.
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1 Introduction

Vernacular photography [1], is an umbrella term to indicate

pictures made by non-artists capturing everyday life and

subjects for a huge range of purposes, including personal

and commercial. Among the vernacular photographs, it is

possible to define a sub-set considering those contained in

family photo albums [2]. Researchers and scholars from

different fields, along with public institutions, agree in

identifying such collections as capable of capturing salient

features regarding the evolution of local communities in

space and time. Nevertheless, different contributions in this

field often base their findings on the analysis of small

corpora of photos [2, 3], since large-scale works are often

impeded as they are too many to be processed manually.

On one hand, multiple research initiatives have addressed

the problem of processing and analyzing digital images. On

the other hand, it is challenging to find initiatives focused

on analog photos, principally due to the fact that printed

images are (a) scattered in numerous public and private

collections, (b) of variable quality, and (c) often worn out

due to their prolonged use in time. In addition, any analysis

employing image processing and computer vision algo-

rithms requires the time-consuming and potentially

degrading initial digitization step. Despite all these
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complications, analog photographs continue to represent an

unparalleled source of information regarding the recent

past [1, 4]. The clothes that people wear, their haircut

styles, the natural and urban landscape, etc., and, more in

general, the overall environment, may exhibit the culture,

and related socio-historical information, of a given time

and place. In addition, all of these visual features may

amount to important cues to estimate the shooting year of a

given image (family album photo in this setting) [5].

Automatically estimating the date of a family photo album

has important implications from the analysis of a cultural

relationship: as aforementioned, this kind of picture cap-

tures the evolution of local communities which is bound by

both space and time. Analyzing the time dimensions allows

us to search for relationships in human habits among dif-

ferent places and bound possible intercultural influences

through time itself. For example, by analyzing changes in

fashion, technology, and other visual cues over time, we

can gain insights into how cultural practices and social

norms have evolved and also identify patterns to connect

different communities and how they influenced each other

over time. Of particular interest is having an automatic

method, based on artificial intelligence, that could learn

meaningful visual cues to automatically estimate the pic-

ture date could ease such kind of analysis, both from a

quantitative and qualitative perspective [6, 7]. This method

can be especially valuable when other sources of infor-

mation, such as written records, could be scarce, hard to

find, or unavailable.

This work addresses the problem of dating an image,

focusing on the estimation of the shooting year. To do this,

the IMAGO collection of family album photos, started in

2004 at the University of Bologna [2] was considered. Such

a collection contains digitized versions of analog images

with specific characteristics. In particular, each photograph

portrays at least one person and has been shot in Italy

(mostly in the Emilia-Romagna region) by Italian citizens.

In particular, we here perform a dating analysis of the

IMAGO collection [8], exploiting different deep learning-

based architectures, without using any other source of

information.

In [7] we performed an analysis by comparing different

Convolutional Neural Network (CNN) architectures for the

dating task comprising a multi-input architecture that

combines different salient image regions. Moreover, we

attempt to verify possible intercultural influences (i.e., the

adoption of different customs and habits in different epochs

and countries) by analyzing the differences in dating,

resulting from a cross-dataset experiment, in which we

employ the datasets from [9, 10]. In such work, we extend

that contribution by: (i) motivating the importance of such

analysis from a cross-cultural perspective; (ii) detailing the

procedure we followed to obtain its major contributions in

[7], including the cross-dataset experiment accuracies and

the error distributions related to the people image crops;

(iii) improving our analysis by integrating a qualitative

cross-dataset visualization study exploiting the Uniform

Manifold Approximation and Projection (UMAP) algo-

rithm [11].

The rest of the paper is organized as follows. In Sect. 2,

we review the state-of-the-art works that fall closest to this

work. In Sect. 3, we report a description of the considered

dataset, along with the pre-processing and splitting steps

adopted. In Sects. 4 and 5, we present and validate the

deep learning architectures trained on the IMAGO dataset

and its human-related crops (IMAGO-FACES and

IMAGO-PEOPLE). In Sect. 6, we report and discuss the

cross-dataset experiments we performed, focusing on a

socio-historical and intercultural influence perspective.

Finally, in Sect. 7, we conclude this work with an overall

discussion, along with possible future works.

2 Related work

So far only a few works have dealt with the dating of

vernacular photographs, also considering analog ones

[5, 9, 10, 12, 13]. Most of these works exploited different

datasets to train state-of-the-art CNN neural architec-

tures(e.g., ResNet50), which have been successfully

applied in several contexts [14–16].

The authors of [9] employed a deep learning approach to

date 37, 921 historical frontal-facing American high school

yearbook photos taken from 1928 to 2010. They trained a

CNN architecture [15, 16] to analyze people’s face images

and predict their shooting year. In addition, they observed a

gender dependency in the performance of the implemented

dating models. Again, the authors of [10] presented a

dataset containing images of students taken from high

school yearbooks, considering 1, 400 photos per year

belonging to the 1950 to 2014 time span. They also

resorted to CNNs to estimate the date of an image. In

addition, they evaluated the quality of color vs. grayscale

photos, considering different features: faces, torsos, i.e.,

people’s upper bodies including faces, and random regions

of images. They obtained the best performance with the

torsos of people, and their results provide cues that human

appearance is related to time. Instead, the authors of [13],

implemented dating models analyzing images belonging to

the years 1930 through 1999. They considered vernacular

and landscape photos, including at most 25, 000 pictures

per year. In addition, they proposed different baselines

relying on CNNs, using both regression and classification

approaches. Differently, the authors of [5] formulated the

date estimation task as an image-retrieval one where, given

a query, the retrieved images are ranked in terms of date
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similarity. In particular, they analyzed the same dataset

employed in [13].

On one hand, the presented contributions focused on the

dating of vernacular photographs shot in heterogeneous

settings, e.g., landscapes and portraits. On the other hand,

however, the IMAGO dataset [8] is only composed of

family album photos shot during the twentieth century. In

Table 1, we report the difference among the considered

datasets, considering their main features. Although it may

be possible to find scientific contributions which studied

datasets comprising historical images, none of the consid-

ered ones exposed only family album photos [9, 10, 13]. In

addition, to the best of our knowledge, no other works have

also considered a cross-dataset and intercultural perspec-

tive when approaching the dating task.

3 Dataset, pre-processing and splitting

The IMAGO collection, and the related dataset,1 were

introduced in [8]. The IMAGO project was started in 2004

by socio-historical scholars to study the evolution of Social

History through the lenses of family album photos. This

produced a digitized collection (namely IMAGO) of analog

family album photos gathered year by year and conserved

by the Department of the Arts of the University of

Bologna2. The collection comprises ca 80, 000 photos

taken between 1845 and 2009, and belonging to approxi-

mately 1500 Italian family albums, offering the opportunity

of studying the evolution of Italian society during the

twentieth century. Among these, 16, 642 images have been

labeled by the bachelor students in the Fashion Cultures

and Practices course, under the supervision of the socio-

historical faculty. The annotation process followed (and

keeps following, as new photos are acquired and annotated

every year) a simple but strict protocol [8], and generated

two socio-historical metadata per each photo: the shooting

year and the socio-historical context [2]. The process of

annotation, which is still ongoing as new photos are

obtained from incoming bachelor’s students in Fashion

Cultures and Practices and annotated each year involves

several steps: (i) A first lecture is given where the socio-

historical background, the IMAGO dataset construction

project, and the various classification categories are intro-

duced and explained (ii) A more detailed lecture delves

into the annotation problem, with an emphasis on the

importance of dependable and authentic sources of socio-

historical materials, such as the year of shooting. This

entails explaining that the original owner of the photo

should be interviewed, whenever feasible. If the original

owner is unavailable, such as for very old photos, then a

second-hand informed party may be contacted, such as

anyone who might be familiar with the context of the

photo. Alternatively, if possible, an effort can be made to

deduce the socio-historical context and the year of shooting

by scrutinizing any written annotations inscribed behind

the photo. If none of these options are feasible, then no

annotation is added. (iii) The last lecture teaches the stu-

dents how to label these images from a technical archival

point of view. As a result, the data given by the photo’s

owner serves as the ground truth from a socio-historical

perspective since only the owner (or a related individual

like a friend or family member) possesses the information

that could be exploited to label those images. Nevertheless,

in this work we will focus on the image dating task, con-

sidering the 16, 642 labeled family album photos shot

between 1845 and 2009.

In Fig. 1 is reported the number of labeled images

available per year in the 1930 to 1999 time frame,

Table 1 Characteristics of existing datasets and IMAGO

Original dataset Type(s) of photography Type(s) of camera Theme Cardinality Period

[9, Ginosar et al.] Portrait Digital and analog Frontal face from High school yearbook 168,055 1905 – 2013

[10, Salem et al.] Portrait Digital and analog High school yearbook ca 600,000 1912 – 2014

[13, Müller et al.] Vernacular and landscape Digital and analog No specific theme 1,029,710 1930 – 1999

IMAGO collection Vernacular Analog Family albums ca 80,000 1845 – 2009

The IMAGO collection, the dataset we introduce, is in bold

Fig. 1 IMAGO year classes distribution

1 The IMAGO dataset is available upon request.
2 http://imago.unibo.it.
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exhibiting the unbalance in terms of the number of photos

per year, since most fall between 1950 and 1980. The

overall available images in this interval amount to 15,673.

Out of such time intervals, the number of available images

is too little to be considered. In Fig. 2 are shown, instead,

four exemplar images from the IMAGO dataset belonging

to different decades. Here, it is possible to appreciate what

characterizes each photo (e.g., number of people, clothing,

colors, and location), highlighting one of the main ones,

i.e., each portrays at least one person.

Through the pre-processing phase, we aimed at isolating

the regions of interest, of each image belonging to the

IMAGO dataset, which could enhance the performance of

the implemented deep learning-based models (details in

Sects. 4). Following [9, 10], we extracted all the faces and

full figure crops of the people portrayed for each image

(referred to as FULL-IMAGES), creating the FACES and

PEOPLE images sets, respectively. Importantly, such pat-

ches are always present, since all the photos belonging to

the IMAGO dataset always include at least one person. For

the images of FACES and PEOPLE sets, we processed

each image of the IMAGO dataset using, respectively, an

open-source implementation of YOLO-FACE [17] and

YOLO [18]. The FACES and the PEOPLE images, hence,

have been extracted accounting for the number of people

portrayed in a photo: adopting a fixed-size bounding box

may result in the possible loss of pixels related to the faces

or people’s full figures; for this reason, we rescaled the

provided bounding boxes used to crop a face/people

depending on the number of people portrayed in a photo,

i.e., the greater the number of people, the smaller the

bounding box. In Fig. 3 we reported an IMAGO full-image

sample, with the respective crops taken, respectively, from

FACES and PEOPLE sets.

It is possible to appreciate that PEOPLE images include

details that are not present in FACES ones, such as the

clothing of a person.

We then verified the utility of exploiting out-of-the-box

image denoising and super-resolution algorithms, as all the

images considered in this work derive from scans of the

analog prints. For denoising, we tested the neural network

model from [19] and the Bilateral Filter [20]. Concerning

super-resolution instead, we used an open-source imple-

mentation of the ESRGAN model [21] within the Image

Restoration Toolbox [22]. The overall improvement

obtained from adopting such strategies was revealed to be

negligible (less than 1% of overall accuracy with respect to

the classical setting), so we hence opted for an analysis

based on the original scans of analog photos (to not

increase the complexity and the variables of the overall

system). The fact that such algorithms didn’t perform as

expected is reasonable, taking into account that IMAGO

pictures were taken with a huge variety of cameras (white

&black vs color), scanned with very different devices (e.g.,

different scanners, and printed on different film paper

(Resin Coated vs. Fiber Based)). Since the overall

improvement obtained from adopting such strategies was

revealed to be negligible, then we opted for an analysis

based on the original scans, not considering these

operations.

Considering the train, validation, and test set splitting,

the FULL-IMAGES dataset (the IMAGO dataset) has been

partitioned into three subsets of images. In particular, 80%

of images for training, and 20% for testing. In addition,

10% of the training images is used as a validation set. To

guarantee the popularity of those subsets, we selected the

same partitioning for each year considered in the range

provided in the IMAGO dataset (1930-1999). Importantly,

for each image in the train, validation, and test sets of

IMAGO, the faces and the people there portrayed are

extracted and added to the corresponding FACES and

PEOPLE sets, respectively. This process guarantees that no

faces or people crops from the validation or test sets are

observed during the training.

Fig. 2 IMAGO image samples from different epochs
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4 Model architectures and training settings

Considering the previously introduced IMAGO (and gen-

erated image patches) as the target dataset, we exploit

single and multi-input deep learning architectures. The

former analyzes the FULL-IMAGES and related image

patches (FACES and PEOPLE) individually, while the

latter combines them. For all our experiments, we

employed three well-known CNN architectures: ResNet-50

[23], InceptionV3 [24], and DenseNet121 [25]. In partic-

ular, we considered their pre-trained version on ImageNet

[26]. For each considered architecture, we replace the last

fully connected layer (top-level classifier) with a randomly

initialized classification layer, whose structure depends on

the network embeddings (input) and the number of output

classes (class prediction vector). In addition, the pre-

trained convolutional layers were fine-tuned with the given

input data.

One single-input classifier for each type of image patch

has been trained and named after the considered one: full-

image, faces, and people. Concerning FACES and PEO-

PLE images, instead of evaluating the accuracy for a single

face or person, we aggregated the activations for every

picture that appeared in the image. This means that if a

picture of n people was used, the final prediction would be

made by providing as input to the softmax function the

mean of the activations extrapolated by the model from

each face or person. In practice, the average of activation

vectors returned by the single-input classifiers for each

image was used to compute the most probable class. For

the multi-input classifiers, instead, we developed what we

defined as the Merged model, which merges the single-

input classifiers previously mentioned, with the goal of not

only exploiting different image patches but also learning

how to do so. Specifically, the classification layer was

removed from the pre-trained single-input classifiers,

retaining the CNN backbone as feature extractors. Adopt-

ing such an architecture, the number of faces or persons

represented in a picture determines the cardinality of the

various extracted feature vectors, and the average of these

feature vectors was computed to combine them with the

vector derived from the whole image (which is always one

feature vector). Multiple FACES and PEOPLE images may

originate from a single one in FULL-IMAGES since a

photo may feature more than one individual. The three

resulting feature vectors (one per image patch) were

combined linearly with a weighted sum, whose learnable

weights are defined by three different real scalars (i.e, a; b,
and c). The output vector, resulting from the linear com-

bination, is fed to a fully connected layer with a softmax

activation, providing the final probability vector (used for

classification). A schema of the explained architecture is

reported in Fig. 4. In order to teach the newly introduced

network how to execute such a combination, a new training

session was conducted.

Considering now the training settings, we applied in all

our experiments random cropping and horizontal flipping

data augmentation. The fine-tuning procedure was carried

out by exploiting a weighted cross-entropy loss and an

Adam optimizer with a learning rate of 1e� 4 and a weight

decay of 5e� 4. For the training of the full-images clas-

sifier, we fixed the batch size at 32 and for the faces and

people classifiers, at 64 respectively.

5 Experimental results

Since we are here considering the dating task, the perfor-

mance of the various models are measured in terms of time

distance accuracies, as in [9, 10]. The time distance defines

the tolerance accepted in predictions concerning the actual

year. As an example, if a photo was shot in the year 1945

Fig. 3 FULL-IMAGES,

FACES, and PEOPLE image

samples
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and the model returned 1940 (or even 1950) this would be

considered a correct prediction if the time distance is set to

be equal or greater than 5, otherwise, it represents an error.

When the time distance is set to 0 the performance repre-

sents the classical accuracy (we are in a classification

context, the years represent the classes). In this work,

model accuracies were computed considering temporal

distances of 0, 5, and 10 years. The results are reported in

Table 2.

It is possible to appreciate that the different considered

backbones (i.e., ResNet-50, InceptionV3, DenseNet121)

provide similar accuracies for the single-input classifiers

considering an intra-dataset perspective (row-wise). Con-

sidering instead the same architecture but trained and

evaluated on different IMAGO patches (column-wise),

Table 2 exhibits different accuracies. In particular, the

faces and the people classifiers slightly outperform the full-

image one. These results can be first explained by the

averaging produced from the ensembling of various image

regions, since using more data allows for the control of

uncertainty and the reduction of prediction error [27].

However, these results may also be addressed to the fact

that each model exploits and focus on different visual cues

from people’s appearance (e.g., hairstyle, dresses, trousers,

earrings). Following such a line of thought, the Merge

model improves compared to the single-input classifiers.

The Merged model not only combined different visual cues

from different image patches (ensembling) but also learn

how to do so (feature fusion). The greater accuracy sug-

gests that combining different visual features could effec-

tively improve the year detection.

In the analyses that follow, the ResNet-50 was selected

as the reference backbone, since it provided the best trade-

off between accuracy and model dimension [28]. We also

took into consideration random patches in order to accu-

rately measure the value in terms of prediction perfor-

mance of the human-related features (e.g., faces and

people) vs. non-human features in image dating. To do so,

we created the RANDOM image set, which includes eight

Fig. 4 Merged model architecture, a, b, c represent the learnable weights

Table 2 Model accuracies for different time distances (d = 0, d = 5,

d = 10)

Single-input classifier

ResNet-50 InceptionV3 DenseNet121

Time distance Full-image

d = 0 11.31 10.45 10.68

d = 5 62.56 61.38 60.77

d = 10 82.54 82.82 82.47

Time distance Faces

d = 0 15.01 14.60 12.91

d = 5 58.09 56.95 57.81

d = 10 78.39 78.46 79.70

Time distance People

d = 0 15.77 12.56 13.99

d = 5 62.40 60.04 59.69

d = 10 82.47 81.39 81.42

Multi-input classifier

ResNet-50 InceptionV3 DenseNet121

Time distance Merged

d = 0 18.71 17.14 16.22

d = 5 67.59 67.56 66.67

d = 10 86.17 86.30 86.07

Significance of bold is the best performance per given set of

parameters
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random crop regions, of 128� 128 pixels, for each image

belonging to FULL-IMAGES. Other window sizes were

also tested but returned a lower performance. Exploiting

this set of images, we fine-tuned the ResNet-50 model to

study its performance against the other image patches. The

evaluation protocol described for the faces and people

classifiers in Sect. 4 was applied to evaluate the random

classifier. The obtained accuracies the random classifier are

11:64 for time-distance equal to 0 (d ¼ 0), 54:26 for d ¼ 5,

and 76:12 for d ¼ 10. As also exhibited by faces and

Fig. 5 Grad-CAM image samples spread over the 1930-1990 decades

Table 3 Models settings and

accuracies of existing solutions

and IMAGO considering the

dating task

Original dataset Architecture Train cardinality (%) Test cardinality (%)

Ginosar et al. [9] VGG16 28,554 (80.0%) 8716 (20.0%)

Salem et al. [10] AlexNet 72,800 (80.0%) 18,200 (20.0%)

IMAGO collection ResNet50 11,252 (80.0%) 4,421 (20.0%)
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people classifiers, the random one achieved a slightly

higher score with respect to the full-image classifier when

the time distance is set to be equal to 0. However, it

exhibited lower accuracies than all the other classifiers

considering greater time distances. Even if the averaging

effect occurred, the difference in performance between the

random and the other classifiers could be explained by the

different learned visual characteristics which provide use-

ful clues to recognize a given time-slice. From these

findings and taking into account that the time distance often

Table 4 Comparison of our

faces classifier evaluated on the

test set of [9] with the model

from [9] evaluated on the

IMAGO-FACES test set. We

considered the common time

slice 1930-1999

Faces classifier cross-dataset comparison with [9] – range 1930-1999

Time distance Our faces classifier tested on [9] Model from [9] tested on IMAGO-FACES

d = 0 2.50 1.02

d = 5 24.49 12.4

d = 10 41.33 25.68

Table 5 Comparison of our

faces classifier evaluated on the

test set of [10] with the model

from [10] evaluated on the

IMAGO-FACES test set. We

considered the common time

slice 1950-1999

Faces classifier cross-dataset comparison with [10] – range 1950–1999

Time distance Our faces classifier tested on [10] Model from [10] tested on IMAGO-FACES

d = 0 1.45 2.46

d = 5 14.02 25.09

d = 10 26.20 46.13

Table 6 Comparison of our

people classifier evaluated on

the test set of [10] with the

model from [10] evaluated on

the IMAGO-PEOPLE test set.

We considered the common

time slice 1950-1999

People classifier cross-dataset comparison with [10] – range 1950–1999

Time distance Our people classifier tested on [10] Model from [10] tested on IMAGO-PEOPLE

d = 0 1.49 1.74

d = 5 18.08 18.22

d = 10 35.21 35.43

Fig. 6 Dating error distributions for faces
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used in historical analysis is �5 years, as described in [2],

we did not take into account the RANDOM pictures and

the random classifier for the experiments that follows in

our research.

After evaluating the performance of our models, we

decided to investigate which visual cues led the models to

determine the year of a family album photo. In this phase,

we applied the Grad-CAM algorithm [29] to the single-

input classifiers, which produce an overlapping heatmap

that highlights the pixel areas exploited by the deep

learning models to perform the classification. In Fig. 5 we

report some Grad-CAM results for correctly classified

images.

A distinct decade is represented by each row, which also

contains the Grad-CAM of an IMAGO full-image and the

two associated FACES and PEOPLE photos. It is clear that

the single-input classifiers concentrated on various visual

areas. The enhanced accuracy seen in the multi-input

model may be supported by the fact that distinct single-

input classifiers take advantage of different visual features.

These visual results can be used from a socio-historical

perspective to confirm whether the highlighted cues cor-

relate to visual elements that are acknowledged as typical

for a certain time period.

6 Cross-dataset experiments: evidence
of intercultural influences?

Considering the existence of the USA-Italy cross-cultural

influence on visual appearances between individuals,

throughout the second half of the 1900 [30, 31] we carried

out an analysis to verify whether this effect could be also

quantified using deep learning. To achieve such goal, we

adopted a cross-dataset approach considering the Ameri-

can-people datasets provided by [9, 10] and IMAGO as

Italian counterpart. In particular, among all the relat-

able datasets [5, 9, 10, 13] no one includes family album

photos (each picture contain at least one person). However,

[9, 10] share some common traits with IMAGO: they

analyzed American datasets comprising people’s faces and

torsos, where subjects are often in pose and dressed for a

specific occasion. This means that it is possible to extract

what characterizes all of them: people’s faces and torsos.

Considering such feature, the cross-dataset experiment will

consider along with such datasets the pictures in the

IMAGO one that are comparable to them (i.e., IMAGO-

FACES and IMAGO-PEOPLE). Finally, all the images

within the selected datasets (IMAGO, [9, 10]) were shot

during the 20th century.

6.1 Cross-dataset performance evaluation

To perform cross-dataset experiments, the trained models

from [9, 10] should be adopted. However, those models

weren’t available for the framework used in such work to

train the IMAGO models (and also for evaluating them on

the IMAGO dataset). So, we proceeded by mimicking the

training procedure listed in the respective works [9, 10] to

define different deep learning-based models that could be

adopted to perform the target analysis. To achieve such a

goal, we first fine-tuned the VGG16 and AlexNet archi-

tectures, respectively used in [9, 10], following the pro-

cedures described by the authors. In all the cases, an 80%-

20% training-test split was considered. All the information

is reported in Table 3. Important to highlight that the

dataset introduced in [9] considers only people’s faces,

while the one introduced in [10] offers both people’s faces

and torsos. We then evaluated these models on the IMAGO

dataset. Vice versa, the faces and people classifiers, pre-

sented in this work, have been evaluated on the corre-

sponding regions offered in the datasets from [9, 10]. For a

fair evaluation, the experiments were carried out on the

1930-1999 time-span for the [9] vs. IMAGO comparison,

while considering 1950-1999 for the [10] vs. IMAGO one,

respectively. The results of such evaluation are reported in

Tables 4, 5 and 6. As expected, the final performance is

really poor in both directions, i.e., the models fine-tuned on

Fig. 7 Dating error distributions for people
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our dataset and evaluated on the test set of the related

works and vice versa. This may be due to the domain-shift

effect (these datasets have been acquired from multiple

locations, using different cameras) [32]. However, another

reason for such poor performance could be addressed to the

intercultural influence that changes the visual appearance

of people in different ages.

To explore such possible influence quantitatively, we

collected the error between the predicted and the actual

year per each picture. The error distributions are reported

in Figs. 6 and 7 for the cross-dataset experiments

involving faces and people images. In particular, Figs. 6a

and c depict that the date estimation error distributions are

shifted towards positive values, while, in Figs. 6b and d

towards negative ones. The models built on top of Amer-

ican datasets [9, 10] applied to IMAGO-FACES tend to

overestimate the image shooting year while the opposite

phenomenon (underestimation) occurs when the model

presented in this work is applied to [9] and [10]. The same

Fig. 8 UMAP applied to the embeddings of the model trained with [10] (indicated as A) on the IMAGO-PEOPLE dataset. The selected images

were correctly predicted by the model within a decade of confidence
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phenomenon appeared considering people’s torsos. Nev-

ertheless, we were able to analyze such phenomena only

for [10] which provides pictures of full-figure instead of

only faces. The obtained results are reported in Fig. 7. To

further investigate whether the errors were statistically

significant, we performed a data analysis process. Firstly,

we measured the normality of the error distributions by

adopting a normality test that combines skew and kurtosis

to produce an omnibus test [33, 34]. The normality test was

adopted to discriminate between parametric and non-

parametric statistical tests. In our experimental sessions,

none of the considered distributions passed the normality

test (p-value \0:001, the null hypothesis test that a sample

comes from a normal distribution). For this reason, we

proceeded by adopting non-parametric tests. In particular,

we evaluate whether the difference between the ground

truth and model prediction pairs (i.e., error distributions)

were statistically significant performing the Wilcoxon

signed-rank test. The Wilcoxon signed rank is a non-

parametric test where the null hypothesis state: ‘‘two

Fig. 9 UMAP applied to the embeddings of the model trained with [10] (indicated as A) on the IMAGO-PEOPLE dataset. The selected images

were wrongly predicted to be 30 years forward the real shooting date
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related paired samples come from the same distribution’’.

In particular, it tests whether the distribution of the dif-

ferences is symmetric about zero [35]. Also, in this case,

the null hypothesis was rejected for all the conditions

(p-value \0:001), indicating that the considered differ-

ences exhibit different distributions. Finally, we verified

whether the shift between two cross-dataset (e.g., ) settings

came effectively from two different distributions with the

Mann–Whitney U test [36]. This provides some clues about

the significance of the overestimation/underestimation

effect. The non-parametric Mann–Whitney U rank test

hypothesizes two independent samples and tests the null

hypothesis that the distribution underlying the first sample

is the same as the distribution underlying the second

sample. Even for the Whitney U test the null hypothesis

was rejected for all the conditions (p-value \0:001),

indicating that the considered cross-shift differences came

from different distributions.

These results motivated us to perform an additional

visual analysis to qualitatively explore the possible time-

shift phenomenon in a cross-dataset setting.

Fig. 10 UMAP applied to the embeddings of the model trained with IMAGO-PEOPLE on [10] (indicated as A). The selected images were

correctly predicted by the model within a decade of confidence
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6.2 Evaluate visual intercultural cues with data
visualization: a UMAP qualitative analysis

Considering the results reported in Fig. 6, we decided to

visually explore the images that were most shifted, from a

dating perspective, while evaluating the models described

in Sect. 6 on the IMAGO datasets, and the IMAGO models

on [9, 10]. In practice, we exploited the CNN extracted

feature (embeddings) on the target datasets in a cross-

dataset setting. However, for the considered models

(ResNet50, VGG, AlexNet), the embeddings lie in a latent

space of 2048 or 4096 dimensions. For such reason, we put

to good use one of the most used data dimensionality

reduction algorithms: UMAP [11]. The aim of dimen-

sionality reduction is to preserve as much of the significant

structure of the high-dimensional data as possible in a low-

dimensional map (i.e., 2 or 3 dimensions). When the data

presents a non-linear structure (as in the case of a CNN

latent space), UMAP and the t-distributed stochastic

neighbor embedding (t-SNE) represent a valid method to

reduce them due to their non-linear nature [11, 37]. How-

ever, UMAP is faster and scales better for both dataset

Fig. 11 UMAP applied to the embeddings of the model trained with IMAGO-PEOPLE on [10] (indicated as A). The selected images were

wrongly predicted to be �20 years forward the real shooting date
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dimensionality and cardinality while better preserving the

global structure of the data [11]. In particular, t-SNE has

been observed to distort distances between clusters in the

original high-dimensional space, while UMAP more

accurately preserves these distances [38, 39]. In other

words, this technique produces high-quality visualizations

by reducing the high-dimensional data revealing structures

in them also considering large data sets [11]. In our anal-

ysis, we employed the official implementation of the

UMAP algorithm [40]. To carry out a cross-dataset anal-

ysis, we picked as target datasets the one introduced in [10]

and IMAGO which includes people’s torsos. This choice

was mainly driven by the fact that these datasets possess a

greater, higher detailed, and more varied number of pic-

tures with respect to the one introduced in [9].

Firstly, we analyzed the clusters extracted by the UMAP

algorithm while being applied to the embeddings extracted

by inferring date with the model trained with [10] on

IMAGO-PEOPLE. In Fig. 8 we reported a sample of

images that were correctly predicted for each of the con-

sidered decades in the common dataset time-span. In

Fig. 9, instead, we report a sample of images that were

wrongly predicted with a shift of 30 years, which is the

most occurrent shift reported in Fig. 7 (Sect. 6). It is worth

noticing that in Fig. 8 the UMAP algorithm was able to

highlight clusters for different decades that however pos-

sess intersection with clusters of adjacent decades (e.g.

some pictures from 1950 are mixed with the ones of 1960).

In Fig. 9 instead, it is interesting to note that many samples

that were labeled with a 30-year shift are not colored: this

could mean that the model exploited other cues apart from

the colors to date those images (e.g., the style of men in

lower pictures in Fig. 9 possess very similar fashion style).

Secondly, we explored the output of the UMAP algo-

rithm while being evaluated on the embeddings extracted

by inferring the date on [10] with the model trained with

IMAGO-PEOPLE. In Fig. 10 we report a sample of images

that were correctly predicted for each of the considered

decades in the common dataset time-span. In Fig. 11

instead, we report a sample of images that were wrongly

predicted with a shift of �20 years, which is the majority

shift reported in Fig. 7 (Sect. 6). Also, in this case, the

UMAP algorithm was able to highlight clusters for dif-

ferent decades that however possess intersection with

clusters of adjacent decades (Fig. 10). In Fig. 11, instead, it

is interesting to note that the majority of samples that were

labeled with a �20 shift are in black-white: this could

mean that the model exploited other cues apart from the

colors to date those images (e.g. similar female hairstyles

are near in the 1990 left-lower cluster in Fig. 11). We want

to highlight that these interesting results were obtained in a

qualitative analysis setting, and so they cannot be gener-

alized considering also that involved just a subset of the

considered dataset [41]. However, the adoption of data

visualization algorithms, such as the UMAP, to visualize

neighbor images in the latent space ease and speed up the

classical approach that would be done in museums or in

academia for searching relationships with visual cues. This

reduces the time-consuming approach which often subjects

this kind of analysis. So, this approach could be a valuable

tool for socio-historical researchers, as it allows for a

deeper understanding of complex phenomena, such as

cross-cultural influences.

7 Discussion, conclusions, and future works

This work analyzed the problem of image dating by

exploiting the IMAGO dataset, a collection composed of

analog prints belonging to family albums shot during the

20th century considering as the target time-span the

1930-1999 age. We trained and tested single and multi-

input deep learning models exploiting different regions

(full-image, faces, people) of a given photo to identify its

shooting year. Then, we adopted the faces and people

models to search for cues of intercultural influences

through cross-dataset experiments. In particular, we

applied the models trained on IMAGO-FACES and

IMAGO-PEOPLE images and the ones trained on datasets

provided by [9, 10], following a cross-dataset configura-

tion. The dating error distributions exhibited an interesting

symmetry that motivates us to perform a qualitative UMAP

analysis to explore the visual cues that could support this

phenomenon.

Despite those interesting results, our cross-cultural

visual cues analysis framework has some limitations. We

start from the observed domain shift effect, which has led

to a high error rate during our cross-dataset experiments

[32]. This may be due to a number of reasons. Firstly, we

should remind that the three datasets considered in this

work are conceptually different. IMAGO mainly contains

family album pictures shot in Italy by Italian citizens. The

datasets introduced in [9, 10], instead, include pictures

extracted from American school yearbooks. Secondly,

different digitization devices (e.g., different types of

scanners and cameras) could provide changes in textures

which CNNs are sensitive to [42, 43]. However, the

domain shift effect is partially alleviated considering that

the models share similar classification tasks and that the

datasets share some common visual features such as peo-

ple’s hairstyles, clothing, and earrings which amount to

useful cues to individuate the date of an image

[8–10, 42, 43]. To uncover which kind of visual features

most influenced dating errors from one domain to another,

a Grad-Cam based analysis could be employed in a future

contribution [29]. Another interesting aspect that may be

Neural Computing and Applications

123



further developed amounts to systematically compare the

photos of the datasets based on their actual and predicted

date. In other words, it could be possible to apply the

IMAGO model, for example, to the [9] dataset, collect all

the photos misclassified within a decade, and compare

those photos to the ones within the IMAGO dataset which

have been correctly classified within the same decade. This

approach may automate the comparison of different styles

across different countries at different times and be sup-

ported by the use of well-known visualization tools such as

UMAP or t-SNE.

Other approaches could also be employed, which do not

solely rely on a comparison of the embeddings extracted

from the given datasets. For example, we could use object

detectors to identify particular objects in both the pictures

that are present in the misclassified images from a dataset

and in the correctly classified images of the other dataset

(e.g., particular dresses, haircuts, face features, physical

objects) [44, 45]. This may lead to the creation of a further

layer of knowledge including those objects which most

frequently appear in the presence of cross-dataset mis-

classifications and within-dataset correct classifications. A

final but also important aspect concerns improving the

performance of the adopted models: modern computer

vision architectures such as Vision Transformers could also

be adopted [46, 47]. At the same time, we could try

advanced restoration deep learning models, such as the one

introduced in [48], to reduce noise, picture imperfections,

and non-useful cues that could improve the classification

performance of the models.

Finally, our work may benefit from the adoption of a

multi-modal approach (i.e., image-text) mimicking, even

more, the process that is usually carried out by historians in

their analyses (i.e., visual analysis along with consultation

of textual archival documents). This approach could both

support and justify the temporal shift observed in this work.
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