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A B S T R A C T   

Continuous decoding of hand kinematics has been recently explored for the intuitive control of electroenceph-
alography (EEG)-based Brain-Computer Interfaces (BCIs). Deep neural networks (DNNs) are emerging as 
powerful decoders, for their ability to automatically learn features from lightly pre-processed signals. However, 
DNNs for kinematics decoding lack in the interpretability of the learned features and are only used to realize 
within-subject decoders without testing other training approaches potentially beneficial for reducing calibration 
time, such as transfer learning. Here, we aim to overcome these limitations by using an interpretable convolu-
tional neural network (ICNN) to decode 2-D hand kinematics (position and velocity) from EEG in a pursuit 
tracking task performed by 13 participants. The ICNN is trained using both within-subject and cross-subject 
strategies, and also testing the feasibility of transferring the knowledge learned on other subjects on a new 
one. Moreover, the network eases the interpretation of learned spectral and spatial EEG features. Our ICNN 
outperformed most of the other state-of-the-art decoders, showing the best trade-off between performance, size, 
and training time. Furthermore, transfer learning improved kinematics prediction in the low data regime. The 
network attributed the highest relevance for decoding to the delta-band across all subjects, and to higher fre-
quencies (alpha, beta, low-gamma) for a cluster of them; contralateral central and parieto-occipital sites were the 
most relevant, reflecting the involvement of sensorimotor, visual and visuo-motor processing. The approach 
improved the quality of kinematics prediction from the EEG, at the same time allowing interpretation of the most 
relevant spectral and spatial features.   

1. Introduction 

Recent efforts in Brain-Computer Interfaces (BCIs) research have 
been focusing on the fine reconstruction of voluntary movement tra-
jectories from brain signals, so to be able to control an actuator (e.g., a 
robotic arm or a neuroprosthesis) in a more intuitive and natural way 
[1–5]. To do so, decoders should be able to continuously and accurately 
predict executed or imagined trajectories [6,7] from brain signals, 
instead of discriminating between few discrete executed or imagined 
motor states (e.g., different moved body parts or movement types) [8,9]. 
Movement trajectories have been decoded from invasively recorded 
signals, like electrocorticographic [10,11], intracortical [5,12] or 
single-neuron recordings [13], and from non-invasive recordings as 

well, like magnetoencephalographic [14–18] or electroencephalo-
graphic (EEG) recordings [18–25], even for closed-loop control [26,27]. 
Remarkably, despite their low signal-to-noise ratio, non-invasive re-
cordings proved to encode information about kinematics. Bradberry 
et al. [19] first proved the feasibility of reconstructing velocities from 
the EEG and paved the way for EEG-based prediction of kinematic 
variables. This is testified by many successful machine learning appli-
cations developed over the past years for predicting positions [18,20,23, 
25–27] and velocities [18–23,26,27] from the EEG (hereafter termed as 
‘EEG trajectory decoding’). 

The state-of-the-art (SOA) widely adopts traditional machine 
learning approaches for trajectory decoding, including linear models 
[28], such as partial least squares (PLS) regression [6,20,26], or the 
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combination of PLS with Kalman filters (KF), i.e., PLS + KF, to integrate 
the information of different decoding models [26]. However, when the 
only information of directional parameters (e.g., positions and veloc-
ities) was used for the decoding, an amplitude mismatch between the 
decoded and the actual trajectories could be observed [20,26], which 
suggested a role of non-directional parameters (e.g., distance and speed) 
in reconstructing the amplitude [18,27]. To integrate both types of in-
formation, a new PLS + Unscented Kalman Filter (PLS + UKF) 
non-linear decoder was introduced [10,18,27]. The PLS + UKF model 
was successful in alleviating the amplitude mismatch, and used both 
offline [18] and online [27] to decode the movement from the 
low-frequency EEG. Two main shortcomings can be identified affecting 
traditional EEG trajectory decoding approaches. First, EEG trajectory 
decoding was mainly performed exploiting low-frequency EEG (<3 Hz). 
This was motivated since low-frequency EEG activity in the range of 
delta-band was largely found to encode kinematic information not only 
during executed movements [18–21,23–27], but also during imagined 
[6,22,29] and observed [20,29] movements. However, recent research 
suggests that higher frequency components (e.g., beta and low-gamma) 
may carry additional movement-related information; therefore, using 
only low-frequency EEG may limit the quality of trajectory reconstruc-
tion. Second, due to the variability of EEG between subjects, decoders 
have been mainly trained each time anew, without exploring the pos-
sibility of transfer the knowledge from other subjects to a new one 
(subject-to-subject transfer learning), a practice useful to reduce BCI 
calibration times. 

Over the last years, deep neural networks (DNNs) – mainly con-
volutional neural networks (CNNs) [30] but also recurrent neural net-
works (RNNs), e.g., long short-term memories (LSTMs) and gated 
recurrent units (GRUs) [31] – were applied to EEG decoding in several 
domains [32,33], such as classification of emotions, event-related po-
tentials (e.g., P300) and executed or imagined movements (typically 
decoding the body part involved in the movement, e.g., hand vs. feet). 
The main advantage of DNNs over traditional machine learning de-
coders consist in the ability of automatically learning the most relevant 
features from raw or slightly pre-processed signals, without selecting 
features of the input EEG based on a priori knowledge [32], thus 
exploiting almost the entire information contained in data (e.g., without 
limiting the EEG input to a narrow frequency band). By virtue of the 
automatic feature learning, DNNs were proven to outperform traditional 
machine learning approaches [34–48], e.g., in motor classification, and 
continuous trajectory decoding problems. In addition, DNNs could be 
also preferred over traditional machine learning as they might facilitate 
transferring the knowledge learned from other subjects to a new one 
(transfer learning) [32], starting from cross-subject decoders. Specif-
ically, cross-subject features learned on previous subjects by a DNN can 
be fine-tuned to the new user, improving the prediction, especially in 
case only few examples of the new user are available [38,40,47]. In a 
BCI, transferring knowledge from previous users would lead to shorter 
calibration times, which would improve practicality and usability of the 
interface, and maximize engagement and learning during feedback [38, 
40,47]]. 

Following the successful applications of DNNs to solve simpler EEG 
motor classification tasks, these were recently applied also to predict 
trajectories from the EEG, by adopting RNNs [46], CNNs [46,49], and 
combinations between CNNs and RNNs [46,49]. Notably, in these ap-
plications, the EEG activity was decoded also including high-frequency 
components. Nakagome et al. [46] compared traditional approaches 
(both linear, e.g., L2 regularized linear regressor, and non-linear, e.g., 
UKF) with RNNs for lower-limb trajectory decoding, including 
multi-layer LSTM (StackedLSTM), GRU (StackedGRU) and quasi recur-
rent neural networks (QRNNs) [50]. StackedGRUs and QRNNs proved to 
be the most accurate decoders, exhibiting similar performance but with 
StackedGRUs requiring less layers than QRNNs. Furthermore, the au-
thors compared the decoding performance using low-frequency vs. 
high-frequency EEG (i.e., large bandwidth EEG up to gamma-band), and 

observed a performance improvement in case of high-frequency EEG 
especially in RNNs [46], suggesting that DNNs could be able to learn 
more meaningful features from high-frequency band for EEG trajectory 
decoding than traditional approaches. On the other hand, Chen et al. 
[49] tested CNNs previously proposed for EEG motor classification 
(DeepConvNet [34], ShallowConvNet [34] and EEGNet [35]) but 
modified for EEG trajectory decoding, and then proposed a novel hybrid 
convolutional-recurrent network, based on the combination between 
EEGNet and a sequence of two LSTM layers (named EEGNet-LSTM); the 
latter resulted more accurate than the considered CNNs. 

Despite these first promising results [46,49], the development of 
DNN-based decoders for EEG trajectory decoding is still in its infancy 
compared to EEG motor classification [34,35,37,41–45] and two main 
limitations are currently affecting its advance. First, DNNs were mainly 
validated realizing within-subject decoders (i.e., decoders trained 
separately for each subject), without addressing subject-to-subject 
transfer learning. Notably, this shortcoming afflicts also EEG motor 
classification; indeed, transfer learning was mainly tested when classi-
fying brain states other than motor ones, e.g., the P300 response [38,40, 
47]. Thus, the SOA has not entirely explored yet the potentialities of 
DNNs for reducing calibration times in BCIs either in case of continuous 
(e.g., regression of hand position) or discrete (e.g., classification of 
moved body part) motor decoding. Second, the designed DNNs lack in 
the interpretability of the learned features. The development and 
application of techniques to increase the interpretability DNNs are 
receiving growing interest [51]. Indeed, the interpretation of these 
features can be useful to check the correct learning by verifying that the 
network did not rely on artifactual but on neurophysiological features, 
and also to shed light on the EEG features that are most relevant for 
decoding the variable of interest (e.g., hand position) [37]. Crucially, in 
the context of CNN-based EEG motor classification, this limitation was 
overcome by directly incorporating interpretability into the CNN 
structure, by designing layers of artificial neurons (interpretable layers) 
whose parameters to fit are directly interpretable in a given domain (e. 
g., frequency domain), thus realizing an interpretable CNN (ICNN) [37, 
45]. In addition to interpretable layers, explanation techniques (ETs) such 
as saliency maps [52] can be used to explain network decision [37,38, 
40,47,53,69], by revealing which learned features result most discrim-
inative for a specific output. Therefore, by properly designing an ICNN, 
the EEG features learned by the network can be easily interpreted in a 
given domain (spatial, temporal, spectral). Then, among these inter-
preted EEG features, the most relevant ones for predicting motor 
behavior (e.g., hand position) can be highlighted, by combining the 
ICNN with an ET. 

In this study, we aim at advancing DNN-based trajectory decoding 
from EEG by overcoming the previously presented limitations, namely 
the absence of exploration of transfer learning and absence of feature 
interpretability, at the same time ensuring high performance. To this 
aim, we considered Sinc-ShallowNet [37], an ICNN that we previously 
validated for EEG motor classification, and we modified it to also 
learning deep temporal features at multiple time scales, a change known 
to generally improve EEG decoding capabilities in CNNs [38,40,42–44]. 
Specifically, with the proposed ICNN we aspire to: 

i. Improve the performance of EEG trajectory decoding (2-D posi-
tions and velocities). To this aim, we benchmarked the proposed 
ICNN against a wide set of SOA decoders (7 in total).  

ii. Explore the possibility of transferring the knowledge across 
subjects in EEG trajectory decoding. Besides the commonly used 
within-subject training strategy (using the calibration data 
entirely), we performed decoding with no calibration (leave-one- 
subject-out) or little calibration (subject-to-subject transfer 
learning).  

iii. Provide an exemplary illustration of how to interpret the EEG 
features learned by the ICNN in the frequency and spatial do-
mains and how, by combining the ICNN with saliency maps 
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(ICNN + ET), the most relevant features for trajectory decoding 
may be uncovered. This may be a practical exemplification of 
how the combination ICNN + ET might be used to gain insights 
into EEG features related to kinematics. 

Even though the proposed approach exploits a neural network 
incorporating interpretable components that inherently reduce the 
model capacity (i.e., the ability of approximating a wide variety of 
functions) [37] in favor of an improved interpretability, we expect that 
an interpretable network can perform on par or outperform other less 
interpretable SOA decoders even when applied to a highly challenging 
problem such as EEG trajectory decoding, encouraged by recent results 
obtained in case of EEG motor classification [37,45]. Furthermore, as we 
recently obtained in other EEG non-motor decoding problems [38,47], 
we also expect that transfer learning helps reducing the number of 
calibration trials needed to train decoders for trajectory decoding, thus, 
reducing calibration time in a hypothetical BCI scenario. Lastly, we 
expect that the analysis of the most relevant features learned by the 
network in the frequency and in the spatial domains, help to support 
and/or to advance the current knowledge about the neural substrate of 
hand kinematics. 

2. Methods 

2.1. Data description and pre-processing 

In this study, we used the data of the Graz BCI group recorded in 
Refs. [26,27], consisting of EEG signals of 13 healthy subjects (aged of 
27 ± 4 years, mean ± standard deviation, 7 females, 1 left-handed) 
while they were performing a pursuit tracking task with their right 
hand/arm. The experimental procedure conformed to the Declaration of 
Helsinki and was approved by the ethics committee of the Medical 
University of Graz (protocol number 29–058 ex 16/17). 

During the experiment, the subjects were asked to track a moving 
object displayed on a screen using a robotic arm; the latter was 
controlled by a mixture of hand kinematics and trajectories decoded 
from the EEG (see Fig. 1a). The experiment was composed by a cali-
bration phase and a following online feedback phase, both collected in 
runs (5 calibration runs, 6 feedback runs), as schematized in Fig. 1b. 
Each run was composed of 10 trials in which the object was tracked for 
23 s. Crucially, the trajectories of the object were generated offline to 
ensure uncorrelated positions and velocities across and within hori-
zontal (x) and vertical (y) coordinates. Two additional special runs, 
called ‘eyeruns’, were performed to collect rest data, saccadic eye 

movements, and blinks, to fit a regression model to attenuate eye 
movement artifacts [54]. During the calibration phase, the robot was 
entirely controlled by the hand kinematics (see Fig. 1b). Afterwards, a 
linear [26] or non-linear [27] decoder could be fitted so to predict the 
kinematics from the EEG. During the online feedback phase, the subject 
could then gradually receive feedback on the decoded movements, as 
the control signal of the robot was progressively switched from hand 
kinematics to EEG-based decoded trajectories (from 33%, to 66%, to 
finally 100% of EEG control, see Fig. 1b). In this study, we used the 
signals collected during the calibration phase as training set for neural 
decoders, and the signals collected during the online feedback phase as 
test set, as performed in Refs. [26,27]. Therefore, the training and test 
sets were composed by 50 and 60 trials (each one lasting 23 s), 
respectively (see Sections 2.2 and 2.4 for further details about training 
set and test set split). 

During the recordings, the 2-D positions and velocities of the right 
hand were recorded using an optical hand tracker, together with the EEG 
signals from 64 [26] or 60 [27] electrodes placed on the scalp according 
to the 10-10 system. A common subset of 53 electrodes between the two 
studies was identified and used here to perform trajectory decoding. 
Reference and ground electrodes were placed at the right mastoid and 
AFz, respectively. Additional electrodes were placed around the eyes to 
record the electrooculogram (EOG). Both the EEG and EOG signals were 
recorded at 500 Hz. 

The 2-D hand trajectories were low-pass filtered using a cutoff fre-
quency of 4 Hz as in Refs. [26,27] and downsampled at 100 Hz. The EEG 
processing pipeline was chosen as close as possible to the one used in the 
original studies [26,27] which the current data set comes from. The only 
change here was the use of a higher cutoff frequency of the low-pass 
filter, to leave the decoder free to explore a wider frequency spectrum 
than in Refs. [26,27]. The EEG preprocessing steps are:  

i. Zero-phase, high-pass filtering (1st order Butterworth) with a 
cutoff frequency of 0.18 Hz.  

ii. Zero-phase, low-pass filtering (4th order Butterworth) with a 
cutoff frequency of 40 Hz, instead of 1.5 Hz as in Refs. [26,27].  

iii. Notch filtering at 50 Hz and 100 Hz.  
iv. Downsampling at 100 Hz, instead of 20 Hz as in Refs. [26,27]. 
v. Bad channel marking via visual inspection, and linear interpola-

tion from the 4 nearest neighboring channels.  
vi. Eye artifact correction based on SGEYESUB algorithm [54] (after 

fitting the algorithm on signals of the eyeruns).  
vii. Common average referencing. 

Fig. 1. (a) Schematics of the recording setup. (b) Structure of the BCI paradigm adopted in previous studies [26,27] from which the EEG and trajectory data used 
here were taken. 
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viii. Interpolation of the slow drifts/occasional electrode pops via 
HEAR algorithm [41] (fitting the algorithm on eye-corrected 
signals of the eyeruns). 

The pre-processed neural signals and 2-D hand trajectories were then 
subjected to the framework depicted in Fig. 2a. First, the ICNN was used 
to decode hand trajectories from the EEG on sliding windows (blue lines 
in Fig. 2a) exploiting different training strategies. Then, the most rele-
vant spectral and spatial features of the input EEG were revealed using 
the knowledge learned by the ICNN, by combining the ICNN using an ET 
(red lines in Fig. 2a). In the following sections, all steps of this frame-
work will be detailed. 

2.2. Trajectory decoding on EEG sliding windows 

In this section, we formalize the problem of decoding hand trajectory 
from the EEG using sliding windows. In this study, for each subject, the 
EEG signals and the set of variables to be predicted, were continuously 
recorded in several trials. The dataset D(s) associated to the s-th subject 
can thus be expressed as: 

D(s) =
{(

X(s)
0 ,Y (s)

0

)
,…,

(
X(s)

i , Y (s)
i

)
,…,

(
X(s)

M(s) − 1, Y(s)
M(s) − 1

)}
, (1)  

where X(s)
i ∈ RC×T (0 ≤ i ≤ M(s) − 1, M(s) denoting the number of trials 

for the subject s) contains the pre-processed EEG signals of the i-th trial 
recorded from the C electrode sites and consisting of T time samples, 
while Y(s)

i ∈ RK×T contains the K pre-processed time series to be pre-
dicted organized by rows, recorded for T time samples. The dataset D(s)

was divided into a training set used to optimize the set of trainable 
parameters (denoted by θ), and a test set used to test the algorithm on 
unseen examples. A separate validation set was extracted from the 
training set to define the stop criterion of the optimization. See Section 
2.4 for additional details on the training/test set split. 

In our trajectory decoding problem, the variables in Y(s)
i to be pre-

dicted correspond to the 2-D position (px, py) and/or 2-D velocity 
components (vx, vy) of the hand, resulting in a continuous decoding of 
kinematics variables from single-trial EEG. To perform such decoding, 
the decoder predicts the kinematic variables at each time sample by 
using chunks of the EEG signals, with each chunk consisting of Tz time 
samples. By indicating with Ts the stride used to sample these chunks, 
we can write: 
⎧
⎨

⎩

Z(s)
i,j = X(s)

i [ :, jTs : jTs + Tz − 1] ∈ RC×Tz

y(s)i,j = Y (s)
i [jTs + Tz − 1] ∈ RK

, 0≤ j≤L − 1, (2)  

where L denotes the number of chunks that could be extracted using Tz 
and Ts as chunk size and stride, respectively, i.e., L = (T − Tz)/ Ts + 1. 
These parameters were set as Tz = 100 (i.e., chunks of 1 s), and Ts = 10 
(i.e., stride of 0.1 s) for EEG trials belonging to the training set, while 
Ts = 1 (i.e., stride of 0.01 s) for the trials belonging to the test set. Ts was 
set smaller during testing to provide an inference at the same sampling 
rate as the kinematics (i.e., 100 Hz), and was set larger during training to 
keep limited the training time. Specifically, for each trial, the number of 
training EEG chunks resulted L = (2300 − 100)/10+ 1 = 221. 

The objective decoding problem can be formalized as the optimiza-
tion of the parametrized regressor f implemented with a CNN, f(Z(s)

i,j ; θ)

: RC×Tz →RK, with its parameters contained in θ and that must be learned 
from the training set of examples to assign the correct label to the unseen 
examples of the test set. Z(s)

i,j represents the CNN input, containing a 
chunk of the EEG signals organized in a 2-D array of shape (C,Tz), with 
electrodes along the height and time steps along the width. y(s)i,j repre-
sents the CNN output, containing the K values of the variables to be 
predicted, organized in a 1-D array of shape (K). Considering the dataset 

used in this study, C = 53, and K = 4 (corresponding to px,py,vx,vy). 

2.3. The interpretable CNN for trajectory decoding: MS-Sinc-ShallowNet 

The ICNN used in this study, named Multi Scale (MS)-Sinc-Shal-
lowNet, is a modified version of an ICNN (Sinc-ShallowNet [37]) that we 
recently proposed for motor classification (classification of executed and 
imagined motor states). Sinc-ShallowNet is composed of several stacked 
layers grouped into two blocks: an interpretable spectral and spatial 
(ISS) feature extractor followed by a classification block (with a single 
fully-connected layer), performing classification. The ISS block is 
designed to increase the interpretability of the learned parameters in the 
frequency and spatial domains, at the same time keeping limited the 
model size (i.e., the number of trainable parameters). 

Here, MS-Sinc-ShallowNet exploits the ISS block of Sinc-ShallowNet 
[37], and places it on top of a light multi-scale (MS) temporal feature 
extractor, which processes the output of the ISS block in the temporal 
domain at multiple scales. Lastly, a regressor block finalizes trajectory 
decoding. Therefore, in MS-Sinc-ShallowNet three main blocks are used. 
It is worth noticing that learning deep temporal features at multiple 
scales is a strategy that proved to increase the performances in EEG 
decoding of cognitive [38,40] and motor [42–44] states, compared to 
learning temporal features at a single scale. Fig. 2b reports a high-level 
scheme of the network, while Table 1 reports detailed information about 
the hyper-parameters, number of trainable parameters and output shape 
of each network layer. The three blocks defining MS-Sinc-ShallowNet 
are described in the following. 

2.3.1. Interpretable spectral and spatial (ISS) feature extractor 
The first block is based on the first layers of Sinc-ShallowNet [37] 

and is devoted to separately learn spectral and spatial features from the 
input EEG chunk in an easy interpretable way. The very first layer of ISS 
block is a temporal sinc-convolutional layer [37,55,56], learning K0

ISS =

16 filters with filter size F0
ISS = (1,51), unitary stride and zero-padding 

to preserve the number of input temporal samples. This temporal con-
volutional layer is devoted to filter each electrode signal in time. Thanks 
to the use of a sinc-convolutional layer to perform such processing step 
instead of a conventional convolutional layer, each convolutional filter 
was forced to describe a band-pass filter in the temporal domain as we 
adopted previously in Sinc-ShallowNet [37] (see Appendix A for a 
detailed description about the temporal sinc-convolutional layer). This 
way, for the l-th filter only the cutoff frequencies ({f0,l, f1,l}) of that 
band-pass filter are learned, reducing the number of trainable parame-
ters (from 51 to only 2 per filter) and increasing the interpretability of 
the learned features, as these are directly related to a specific spectral 
content. 

θspect,l =
{

f0,l, f1,l
}
∈ θ, 0≤ l≤K0

ISS − 1. (3) 

Thus, the output of this first layer consists of stacked feature maps 
containing band-pass filtered versions of the input EEG chunk within 
specific frequency ranges that were explicitly learned during training. 

Downstream the temporal sinc-convolutional layer, a spatial depth-
wise convolutional layer is used: for each band-pass filtered map, 
D1

ISS = 2 spatial filters are learned, having size (C,1) and unitary stride, 
i.e., D1

ISS spatial combinations of electrodes are learned for each pass- 
band filtered map (D1

ISS indicates the depth multiplier). Therefore, a 
total number of K1

ISS = K0
ISS • D1

ISS = 32 spatial filters are learned and 
constrained to have a norm upper bounded by c = 1 (kernel max-norm 
constraint). This type of convolution does not exploit dense connections 
across feature maps as in traditional convolutional layers, thus, reducing 
the number of trainable parameters. In addition, the combination of 
temporal sinc-convolution with spatial depthwise convolution provides 
an interpretable spectral-spatial feature learning, as each group of D1

ISS 

spatial filters is strictly tied to a specific band-pass filter, i.e., to a specific 
frequency range: 
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Fig. 2. (a) High-level scheme of the framework proposed for decoding kinematics from the EEG and for analyzing the most relevant EEG features related to ki-
nematics. A more detailed scheme of the ICNN architecture is reported in panel b, while a flow diagram of the explanation technique is reported in panel (c). (b) MS- 
Sinc-ShallowNet structure. The main layers are listed on the right, while block names are reported on the left. Boxes represent the output feature maps of each layer, 
and colored rectangles represent convolutional and pooling (red) kernels. Blue kernels belonged to the interpretable spectral and spatial feature extractor, while 
yellow and purple kernels to the dual-scale temporal feature extractor, respectively for the short and large time scale. (c) Flow diagram describing the sequence of 
computations used to interpret the spectral and spatial features learned by the network, identifying the most relevant features for trajectory decoding. 
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θspat,l =
{

θl0,…θlk,…, θlD1
ISS − 1

}
∈ θ, 0 ≤ l ≤ K0

ISS − 1, (4)  

indicating with θlk the k-th spatial filter (0 ≤ k ≤ D1
ISS − 1) tied to the l- 

th band-pass filter. 
This combination enables the design of a fully interpretable spectral- 

spatial feature extractor, as the parameters of these two first convolu-
tional layers (Eq. (3) and Eq. (4)) directly provides the K0

ISS pair of 
cutoff frequencies of the band-pass filters and the associated D1

ISS 

combinations of electrodes exploited to decode the input EEG trial. 
Hence, the interpretable features are: 
{

θISS =
{

θISS,0,…, θISS,l,…, θISS,K0
ISS − 1

}

θISS,l =
(

θspect,l, θspat,l

)
. (5)  

Then, the output of the ISS feature extractor is activated via an Expo-
nential Linear Unit (ELU) non-linearity [57], i.e. f(x) = x, x > 0 and 
f(x) = exp(x) − 1,x ≤ 0, and dropout [58] is applied with dropout rate 
p = 0.5. 

2.3.2. Dual-scale temporal (DST) feature extractor 
This block is designed to learn temporal features at two time scales 

from the feature maps provided by the ISS block. Two different and 
parallel time scales, hereafter called ‘large’ and ‘short’ scales, are used, 
realizing a sub-network consisting of 2 branches. Separable convolu-
tions are used in each branch to reduce the number of trainable pa-
rameters [59], thus, realizing a light dual-scale temporal feature 
extractor, as designed in Ref. [38]. 

At first, each parallel branch includes a temporal separable con-
volutional layer, defined by a temporal depthwise convolution followed 
by a pointwise convolution. The temporal depthwise convolutional layer 
learns one temporal pattern per input feature map (i.e., depth multiplier 
set to 1), unitary stride and zero-padding within each branch. However, 
it differs in the kernel size F0

DST across the two branches, to learn fea-
tures on different time scales. In particular, F0

DST = (1,51) and F0
DST =

(1,25), respectively in the large and short scales, corresponding to 
learning temporal features within windows of approximately 500 and 
250 ms. Then, the pointwise convolutional layer learns K1

ISS = 32 filters 
of size (1, 1) with unitary stride, within each branch. This layer opti-
mally recombines the feature maps provided by the depthwise 

convolution within each scale, separately. That is, at each time scale, 
one temporal pattern is learned, separately, for each feature map pro-
vided by the ISS layer (see Fig. 2b), and afterwards the optimal combi-
nations of these activations are learned. 

Within each branch, the output provided by the temporal separable 
convolution is activated via ELU non-linearity, and average pooled with 
pool size and stride of Fp

DST = (1, 10) to reduce the number of time steps 
to be processed in the fully-connected layer of the following block (i.e., 
reducing from Tz to Tz//10, indicating with//the floor division oper-
ator). Lastly, dropout [58] is applied with dropout rate p = 0.5. 

2.3.3. Regressor 
This block transforms the feature maps at the output of the DST block 

into the predicted trajectory values. At first, the feature maps provided 
by the two parallel branches are concatenated together and reshaped as 
an array with a single dimension. Then, the flattened feature maps are 
given as input to a fully-connected layer with N = K = 4 units, estab-
lishing dense connections and constraining the weights of these con-
nections to have a norm upper bounded by c = 1 (kernel max-norm 
constraint). 

The total number of trainable parameters was 8932 (see Table 1). 
Crucially, the main network hyper-parameters such as the learning rate, 
number of band-pass filters (K0

ISS), number of spatial filters (based on 
D1

ISS), number of parallel time scales, inclusion of batch normalization 
[60], etc., were automatically searched in a preliminary analysis by 
performing hyper-parameter tuning via Bayesian optimization [61]. See 
Supplementary Section 2 for details about hyper-parameter tuning via 
Bayesian optimization. The ICNN structure previously described (from 
Section 2.3.1 to 2.3.3 and Table 1) was the optimal structure that was 
selected more frequently across the Bayesian-optimized models. Lastly, 
a sensitivity analysis (i.e., ablation test) on the main structural 
hyper-parameters was conducted (see Supplementary Section 2), by 
changing one hyper-parameter at a time and evaluating the performance 
change compared to the adopted Bayesian-optimized architecture, to 
understand to what extent hyper-parameters affect the performance, as 
done in Refs. [34,37,38]. 

Table 1 
MS-Sinc-ShallowNet. Each layer is provided with its name, main hyper-parameters, number of trainable parameters, and output shape. See Sections 2.2 and 2.3 for the 
meaning of the symbols. In all layers, where not specified, stride (S) and padding (P) were set to (1,1) and (0,0), respectively.  

Block Layer name Hyper-parameters No. of trainable parameters Output shape  

Input K0 = 1 0 (1,53,100) 

ISS Sinc-Conv2D K0
ISS = 16, F0

ISS = (1, 51), 32 (16,53,100)   
P0

ISS = (0, 25)
Depthwise-Conv2D D1

ISS = 2, K1
ISS = 32, 1728 (32,1,100)   

F1
ISS = (53,1), c = 1    

ELU  0 (32,1,100)  
Dropout p = 0.5 0 (32,1,100) 

DST-large scale Separable (Depth.+Point.)-Conv2D K1
DST = 32, F0

DST = (1,51), 2720 (1664 + 1056) (32,1,100)   
D0

DST = 1,P0
DST = (0, 25)

ELU  0 (32,1,100)  
AvgPool2D Fp

DST = (1, 10) 0 (32,1,10)  
Dropout p = 0.5 0 (32,1,10) 

DST-short scale Separable (Depth.+Point.)-Conv2D K1
DST = 32, F0

DST = (1,25), D0
DST = 1,P0

DST = (0, 12) 1888 (832 + 1056) (32,1,100)  
ELU  0 (32,1,100)  
AvgPool2D Fp

DST = Sp
DST = (1, 10) 0 (32,1,10)  

Dropout p = 0.5 0 (32,1,10) 

Regressor Concatenate  0 (64,1,10)  
Flatten  0 (640)  
Fully-Connected N = K, c = 1 2564 (4)    

8932   
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2.4. Training strategies and performance evaluation 

In this study, we trained the ICNN with 3 different training strategies, 
by differently defining the training sets or the initialization for the ICNN. 
However, it is crucial to notice that the definition of the test set was the 
same across training strategies, enabling a fair comparison between 
them. The training strategies were within-subject (WS), leave-one- 
subject-out (LOSO), and transfer learning (TL-WS). 

2.4.1. Within-subject (WS) 
Each subject-specific decoder was trained using the subject-specific 

training set consisting of the 50 trials of the calibration phase. The test 
set was defined as the test set belonging to the subject the ICNN was 
trained for, consisting of the 60 trials of the online phase. Overall, this 
strategy was conceived to simulate a use-case scenario where decoders 
are designed from scratch in a subject-specific manner (i.e., without 
exploiting any feature learned from other subjects), as generally per-
formed in BCI calibration. Here, networks were randomly initialized 
before training [62]. 

2.4.2. Leave-one-subject-out (LOSO) 
Each decoder was trained using a cross-subject training set. Specif-

ically, for each subject s, named ‘held-out subject’, the training sets of all 
other subjects were aggregated together. Therefore, the training set 
comprised 12⋅50 = 600 training trials. Lastly, the test set was defined as 
the one belonging to the held-out subject (s-th subject), consisting of the 
60 trials of the online phase. In this way we trained decoders that are 
cross-subject, because of the training set, and subject-agnostic, as the 
test set is relative to the subject held out from the training set (i.e., de-
coders are cross-subject and calibration free). This strategy was 
conceived to simulate a practical BCI scenario of calibration-free 
decoding, i.e., decoding on the new BCI user without performing any 
calibration on signals recorded from the new subject. Here, networks 
were randomly initialized before training [62]. 

2.4.3. Transfer learning on single subjects (TL-WS) 
Transfer learning is inspired by the human ability to exploit the 

knowledge learned in a given domain/task to improve the performance 
and/or reduce the training time in a different but related domain/task 
[63]. In this strategy, the knowledge learned on other subjects was 
transferred to a new subject. As with the WS strategy, subject-specific 
training sets were used to train subject-specific decoders on each s-th 
subject, and, thus, the definition of the training and test sets was the 
same as in the WS strategy (see Section 2.4.1). However, differently from 
the WS strategy in which the ICNN was randomly initialized, in the 
TL-WS strategy the ICNN was initialized using the trainable parameters 
obtained during the LOSO strategy when the s-th subject was held-out. 
Therefore, the knowledge learned during the LOSO strategy, which 
incorporated inter-subject variability from all other subjects except the 
held-out one, was transferred on the held-out subject. That is, in this 
strategy a different initialization for trainable parameters was used, 
potentially representing a better initialization point in the parameter 
space than the random one, and possibly leading to an improvement in 
performance and/or to a reduction of the training trials needed to 
achieve high performance. To test the last point, the ICNN was trained 
with WS and TL-WS strategies both by using all 50 training trials 
available in the training set, and by using a subset of training trials of 
increasing size, i.e., 2, 4, 6, 8, 10, 20, 30, 40 trials, by randomly sampling 
10 times the trials to be included in the reduced training set. The use of a 
reduced number of training trials was adopted to simulate practical BCI 
scenarios in which a new user approaches the BCI, and a limited number 
of training trials can be recorded. In this context, the TL-WS strategy 
might enable a short calibration on the new user still providing good 
performance. 

Despite the training sets across all the different training strategies 
was different, the test set was kept unchanged corresponding to the 60 

trials of the online phase for the s-th subject considered, to provide a fair 
comparison between the conducted experiments. Lastly, in each training 
strategy, a validation set was selected from the training set, by extracting 
the first 20% portion from each training trial, i.e., by extracting the first 
20% of EEG chunks together with the corresponding kinematic values. 

Each network was trained by using the mean squared error between 
the predicted and true trajectory values as loss function; this loss func-
tion was chosen as it is the most adopted one for regression problems 
[64]. Adaptive moment estimation (Adam) [65] was used as optimizer 
with learning rate lr = 1e − 4, mini-batch size bs = 64, β1 = 0.9 and 
β2 = 0.999 for computing the running averages of the gradient and its 
square, and ε = 10− 8 to improve numerical stability. The maximum 
number of epochs was set to 250 and the training ended when the 
validation loss did not decrease for 50 consecutive epochs (early stop-
ping). Besides early stopping, MS-Sinc-ShallowNet directly imple-
mented in its structure methodologies devoted to improve 
generalization, such as dropout [58] and kernel max-norm constraint. 

2.4.4. Performance evaluation 
Once trained, the ICNN was evaluated on the EEG chunks belonging 

to the test set, obtaining the predicted trajectories of the 2-D position 
and velocity during each trial. The predicted trajectories were compared 
with the recorded kinematics by computing, for each subject, the 
Pearson’s correlation coefficient (r), as was adopted in our previous 
study [26], and the root mean squared error (RMSE). The performance 
of our ICNN was compared to the one obtained with 7 other SOA de-
coders, including the best-performing SOA machine learning algorithm 
(PLS + UKF [18]), SOA DNNs proposed for EEG motor classification 
(Sinc-ShallowNet [37], ShallowConvNet [34], DeepConvNet [34]) and 
adapted here for EEG trajectory decoding, and SOA DNNs specifically 
proposed for EEG trajectory decoding (StackedLSTM [46], StackedGRU 
[46], and EEGNet-LSTM [49]). A description of these SOA decoders is 
reported in Appendix B. The same data preparation used for the pre-
sented ICNN (see Sections 2.1 and 2.2) was used for all other tested 
decoders. Comparisons with decoders were performed using a 
within-subject strategy, as i) the other strategies (leave-one-subject-out 
and transfer learning) are unfeasible with the SOA machine learning 
approach (PLS + UKF) and ii) this is the most adopted strategy to 
perform BCI calibration, thus it is the most representative training 
strategy to validate the proposed decoder. SOA DNNs were trained using 
the same training hyper-parameters (i.e., optimizer, learning rate, batch 
size, etc.) as those used for our ICNN, to provide a fair comparison. All 
DNNs were designed, trained and evaluated using the Python library 
PyTorch (version 1.12.1) [66]. Experiments were conducted on a 
workstation equipped with an AMD Threadripper 1900X, NVIDIA 
TITAN V (12 GB) and 48 GB of RAM. 

2.5. Interpretation of the most relevant spectral and spatial features 
related to position and velocity 

Interpreting the features learned by MS-Sinc-ShallowNet in the WS 
strategy (θ = θ(s), in WS strategy) can provide insights, for each subject, 
on the EEG features most relevant to trajectory decoding. The adopted 
ICNN structure provides interpretable parameters in the array θISS

(s). As 
the ICNN processes the input EEG chunks, it filters out motor-unrelated 
spectral and spatial components while preserving only ones most rele-
vant for the trajectory decoding problem. However, these features may 
have a different importance for the discrimination, meaning that a band- 
pass filtering in a peculiar frequency range and a subset of electrodes 
may be more relevant to predict positions and velocities. Therefore, an 
explanation technique (ET) was included to highlight the most relevant 
features (θISS

(s)) for decoding positions and velocities, within each sub-
ject. To ease the reading, the main steps implemented to interpret the 
network are qualitatively summarized in the following points, and re-
ported in the scheme of Fig. 2c. The complete details with quantitative 
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descriptions and motivation for each performed step are reported in 
Appendix C.  

i. Relevance score computation (see Appendix C.1 for a complete 
description). By using an ET (here saliency maps [52]), for each 
2-D feature map of the first temporal convolutional layer (overall 
16 feature maps, see Fig. 2b), we computed the importance of 
each spatio-temporal sample of that feature map for predicting 
each decoded variable ({px,py,vx,vy}). Here, we applied saliency 
maps rather than other newer methods (e.g., layer-wise relevance 
propagation [67], gradient-weighted class activation mapping 
[68], shapley additive explanation [76]) since saliency maps 
have the advantage of keep the explanation process as simple as 
possible, without the introduction of factors and parameters 
whose chosen values may influence the obtained representations 
(e.g. ε rule and its parameters in layer-wise relevance propaga-
tion) [38]. Moreover, saliency maps are widely used for 
explaining networks used for EEG decoding [37,38,40,47,53,69]. 
The computation of saliency maps resulted in a 2-D relevance 
map associated to each 2-D feature map. Then, one relevance score 
(scalar value) for each feature map was derived by averaging the 
relevance map over time samples and electrodes. Since each 
feature map of the first temporal convolution layer contained the 
version of the input EEG filtered by one of the learned band-pass 
filters, this relevance score quantified the importance of the 
applied band-pass filter for predicting positions and velocities.  

ii. Spectral relevance and EEG band relevance computations (see 
Appendix C.1 for a complete description). By knowing the cut-off 
frequencies of each filter (contained in θspect,l

(s)) and the associ-
ated relevance score (computed in point i.), the relevance was 
expressed for each frequency bin, by weighting each frequency in 
the bandwidth of each filter with its relevance score and by 
averaging the result across all the 16 learned filters (spectral 
relevance, or, equivalently, relevance as function of frequency). 
As no differences were observed across x- and y-components (see 
Supplementary Section 3 and Appendix C.1), the spectral rele-
vance was also averaged across components, thus resulting in one 
spectral relevance profile for position and one profile for velocity. 
Lastly, the relevance of each EEG band (EEG band relevance), 
namely delta (0.18–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta 
(13–30 Hz), and low-gamma (30–40 Hz), was obtained by aver-
aging the spectral relevance across all frequencies within each 
band. That is, the spectral relevance and EEG band relevance 
quantified the importance of each frequency and EEG band, 
respectively, for predicting positions and velocities. 

iii. Spectral clustering and spatial relevance computation (see Ap-
pendix C.2 for a complete description). By considering the 
subject-specific EEG band relevance, clustering was performed 
via HDBSCAN algorithm [82] to reveal groups of subjects with 
similar features in the frequency domain. Then, separately for 
each cluster, the following procedure was applied to derive 
spatial relevance. Since for each band-pass filter a set of 2 spatial 
filters (contained in θspat,l

(s)) were learned in the second con-
volutional layer, the spatial relevance of each EEG band was ob-
tained by averaging the spatial filters (in their absolute value) 
associated to the band-pass filters that included, inside their 
bandwidth, the frequencies of the specific EEG band. This way, it 
was possible to compute the importance of each electrode site for 
decoding kinematics, specifically for each EEG band. 

2.6. Chance level and statistical analyses 

The chance level of the proposed ICNN was estimated empirically by 
evaluating the decoder after it was trained by randomly shuffling the 
association between input EEG chunks and kinematics (see Eq. (2)), as 
performed in Ref. [26]. Specifically, within-subject decoders were 

trained 100 times, randomly shuffling the input-output association in 
training data each time [26], and then evaluated on the test set (corre-
sponding to the 60 trials of the online phase for the considered subject, 
see Section 2.4). Then, the upper bound confidence interval of the 
chance level (with a significance of α = 0.05) was estimated as the 95th 
percentile of the performance metrics (taken in absolute value in case of 
correlations). Afterwards, the following statistical analyses were 
conducted. 

i. The performance metrics (r and RMSE) scored by all tested de-
coders (8 decoders in total) were compared by adopting a 
Friedmann test [70], separately for positions and velocities. 
Then, as significant differences (p < 0.001) were found (see 
Section 3.1), post-hoc pairwise comparisons were performed 
comparing the performance metrics scored by the proposed ICNN 
vs. all other decoders. To do so, for each predicted kinematic 
variable (i.e., px,py,vx,vy), a pairwise comparison was performed 
between the performance obtained with MS-Sinc-ShallowNet and 
each other decoder, both trained using a WS strategy (2⋅7⋅4 = 56 
total tests). This analysis was applied to evaluate significant dif-
ferences in performance between the proposed decoder and the 
SOA decoders.  

ii. Correlation scored by MS-Sinc-ShallowNet was compared across 
the adopted training strategies (WS, LOSO, TL-WS), using a 
Friedmann test [70], separately for positions and velocities, with 
WS and TL-WS both trained using all training trials (50 trials). 
Then, as significant differences (p < 0.001) were found (see 
Section 3.1), post-hoc pairwise comparisons were performed 
testing for differences between all combinations of training 
strategies, for each predicted kinematic variable (i.e., px,py,vx,vy). 
To do so, pairwise comparisons were performed between each 
combination of training strategies (3⋅4 = 12 total tests). This 
analysis was applied to compare different training strategies, 
each reflecting a different practical scenario in which the decoder 
can be used. 

iii. Correlation scored by MS-Sinc-ShallowNet was compared be-
tween WS and TL-WS strategies for progressively increasing 
numbers of training trials, to test the potential benefit in trans-
ferring the knowledge on a new subject from a network pre- 
trained on other subjects. To this aim, for each predicted vari-
able (i.e., px,py,vx,vy) and each number of training trials (2, 4, 6, 
8, 10, 20, 30, 40, 50 training trials, see Section 2.4) a pairwise 
comparison between MS-Sinc-ShallowNet trained using WS 
strategy and using TL-WS strategy was performed (9⋅4 = 36 total 
tests).  

iv. EEG band relevance (see Section 2.5 and Appendix C) was 
compared across bands (delta, theta, alpha, beta, low-gamma) 
using a Friedmann test [70], separately for position and veloc-
ity. Then, as significant differences (p < 0.001) were found (see 
Section 3.3), post-hoc pairwise comparisons were performed 
testing all combinations (10 total tests), separately for position 
and velocity. This analysis was performed to evaluate which EEG 
band was the most relevant for decoding position and for 
decoding velocity. 

In the analyses described in previous points, pairwise comparisons 
were performed using Wilcoxon signed-rank tests [71,72] and using 
false discovery rate correction at α = 0.05 with the Benjamini–Hochberg 
procedure [73] to correct for multiple tests. 
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3. Results 

3.1. Performance of MS-Sinc-ShallowNet and comparison with SOA 
decoders 

The performance metrics obtained with MS-Sinc-ShallowNet and 
with other decoders trained using the WS strategy is displayed in Fig. 3, 
together with the results of the statistical analysis. Significant differ-
ences were found both in Pearson’s correlation coefficients and RMSEs 
between decoders for all decoded variables (p < 0.001, Friedmann test). 
When comparing MS-Sinc-ShallowNet to PLS + UKF (the best- 
performing SOA machine learning algorithm for EEG trajectory decod-
ing), the two decoders scored statistically comparable correlations for all 
the decoded trajectories, even though PLS + UKF performed slightly 
better for few variables (e.g., py, vy, p = 0.07). However, the proposed 
ICNN scored significantly lower RMSEs than the PLS + UKF algorithm 
for all decoded trajectories, reflecting a better amplitude reconstruction, 
especially for the prediction of the velocity components. MS-Sinc- 
ShallowNet significantly outperformed ShallowConvNet, Stack-
edLSTM, StackedGRU, and EEGNet-LSTM across all predicted variables 

both in terms of correlations and of RMSEs. This is an interesting result, 
as StackedGRU, and EEGNet-LSTM represent two well-performing SOA 
DNNs specifically released for EEG motor trajectory decoding. 
Furthermore, when comparing MS-Sinc-ShallowNet to Sinc-ShallowNet 
(i.e., the previous version of our ICNN, released for EEG motor classi-
fication), MS-Sinc-ShallowNet performed significantly better as to the 
correlation of all predicted variables, while the two ICCNs performed on 
par regarding RMSEs, except for the velocity in the x-axis, where the 
proposed ICNN significantly outperforms Sinc-ShallowNet. Lastly, MS- 
Sinc-ShallowNet performed on par with DeepConvNet for all predicted 
variables and performance measures, though significantly out-
performing it as to RMSEs in the x-axis. 

DNNs were also compared in terms of model size (expressed as the 
number of trainable parameters introduced) and training time 
(expressed as the time required to complete a training epoch, per 
training trial). This last measure was provided normalized by the 
number of training trials presented in each epoch, as different training 
strategies were generally characterized by a different number of training 
trials (e.g., 50 trials in WS vs. 600 trials in LOSO, see Section 2.4). In 
Fig. 4 each decoder is displayed as a dot in the model performance- 

Fig. 3. Performance scored by MS-Sinc-ShallowNet and the tested state-of-the-art decoders for each decoded variable (px,py,vx,vy). Pearson’s correlation coefficients 
(r) are reported in the top-panel, while RMSEs in the bottom-panel. Smaller dots represent the performance metric scored for each subject, while bigger dots represent 
the median of each distribution and whiskers represent the 25th and 75th percentile. Significant p-values corrected for multiple tests are reported (*p < 0.05, **p <
0.01, ***p < 0.001). Only significant comparisons are indicated. 
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model size plane (the radius of the dot being proportional to the model 
training time), where the performance is resumed as the correlation 
averaged across the predicted variables (px, py, vx, vy). The proposed 
ICNN not only proved to significantly outperform most of the DNNs both 
in terms of correlations and RMSEs, but also showed a good compromise 
between model performance, size, and training time (especially when 
compared to DeepConvNet). 

In addition to the previous performance evaluations, Fig. 5 reports 
also the predicted trajectories alongside with the true trajectories for a 

representative subject, as obtained with the proposed ICNN decoder, to 
provide a qualitative representation of the prediction of the proposed 
model. 

3.2. Performance when transferring the knowledge from other subjects 

The decoding performance of MS-Sinc-ShallowNet was further 
investigated by considering additional training strategies, that is the 
LOSO and TL-WS strategies. In Fig. 6 the performance metrics obtained 

Fig. 4. Comparison among deep neural networks as to performance, size, and training time. Each neural network is represented in the model performance – model 
size plane as a dot, with the radius dot modulated depending on the model training time. The performance is expressed as the average correlation (r) across the 
predicted variables (px,py,vx,vy); the model size is quantified by the number of trainable parameters; the training time is measured as the time required to complete a 
training epoch per training trial. 

Fig. 5. Example of the trajectories predicted (red) by MS-Sinc-ShallowNet in a representative subject. True trajectories are reported too (black). Here, trials were 
concatenated together (only 5 trials are displayed for sake of readability); green vertical lines denote the separation between trials. 
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with MS-Sinc-ShallowNet trained in WS, TL-WS and LOSO strategy are 
reported. Note that here the results of WS and TL-WS refer to training 
with all available 50 training trials for each subject. WS and TL-WS 
decoders performed significantly above the chance level for all 

subjects; conversely, LOSO decoders were significantly above chance for 
all subjects for position and velocity in the x-axis, and only for 4 subjects 
in the y-axis. This was expected, due to the high inter-subject EEG 
variability characterizing training distributions in the LOSO strategy. 
Moreover, significant differences in the performance metrics were found 
across training strategies for all decoded variables, with significantly 
lower correlations in LOSO compared to WS and compared to TL-WS 
strategies and no significant differences between WS and TL-WS stra-
tegies. However, despite their lower performance, LOSO models are 
useful to enable other training strategies such as TL-WS, where the 
knowledge learned from other subjects is used as initial point for 
training the network on a new subject and may lead to better perfor-
mance than training from scratch (as in WS). The advantage of TL-WS 
over WS was not observed when using the entire training set (i.e., all 
50 training trials), as denoted in Fig. 6 by the similar performance be-
tween WS and TL-WS, but it may emerge when less training trials are 
used, as presented in the following. 

Fig. 7 reports the performance of the proposed ICNN while simu-
lating scenarios with reduced training sets. Here, the performance is 
displayed not only using the entire training set (i.e., condition corre-
sponding to 50 trials in the figure, same as the one reported in Fig. 6), 
but also using reduced training sets obtained by randomly sampling (10 
times) 2, 4, 6, 8, 10, 20, 30, 40 trials from the entire training set (see 
Section 2.4). For each reduced training set, the performance of WS de-
coders is reported together with the ones of TL-WS decoders, to highlight 
the potential benefit of transferring the knowledge from other subjects 
(i.e., importing weights from pre-trained LOSO networks) compared to 
training from scratch (i.e., randomly initializing weights). 

Transfer learning was found to be significantly beneficial across the 
decoded variables (px,py,vx,vy) in the low data regime (i.e., from 2 to 10 

Fig. 6. Performance of MS-Sinc-ShallowNet with different training strategies. 
Pearson’s correlation coefficient (r) is reported for each decoded variable (px,py,

vx, vy) in case of the decoder trained with the leave-one-subject-out strategy 
(LOSO, green), transfer learning strategy (TL-WS, black) and within-subject 
strategy (WS, blue). Results of WS strategy are the same as in Fig. 3. Note 
that here the results of WS and TL-WS refer to training using the entire training 
set (all available 50 training trials) for each subject. Horizontal dashed lines 
denote the chance level. Significant p-values corrected for multiple tests are 
reported (*p < 0.05, **p < 0.01, ***p < 0.001). Only significant comparisons 
are indicated. 

Fig. 7. Performance obtained using reduced training sets: effect of transferring the knowledge on new subjects. Pearson’s correlation coefficient (r) is reported for 
each decoded variable (px,py,vx,vy) in case MS-Sinc-ShallowNet was trained using the entire training set (i.e., 50 trials) and more compact training sets (each with 2, 
4, 6, 8, 10, 20, 30, 40 trials). For each condition, the network was trained using both within-subject strategy (WS, blue) and transfer learning strategy (TL-WS, black). 
Horizontal dashed lines denote the chance level. Significant p-values corrected for multiple tests are reported (*p < 0.05, **p < 0.01, ***p < 0.001). Only significant 
comparisons are indicated. 
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trials), especially in case of the smallest training set (e.g., with 2 training 
trials). Conversely, in higher data regime (i.e., from 20 to 50 trials), no 
significant improvements were observed in either variable. Further-
more, it is worth noticing that across the experiments performed in the 
low data regime (from 2 to 10 trials) the performance metrics were 
significantly above chance in a larger number of subjects in case of TL- 
WS than in case of WS (9 subjects vs. 4) across all decoded variables. 

3.3. Spectral and spatial relevance related to position and velocity 

By design, the proposed ICNN allows the learned features to be easily 
extracted and interpreted in the frequency and spatial domains (see 
Section 2.3.1, and 2.5). As an example, the spectral and spatial features 
learned by MS-Sinc-ShallowNet are reported in Fig. 8 for a representa-
tive subject (the same considered in Fig. 5). Here, the distribution of the 
interpretable band-pass filters learned in the first convolutional layer is 
reported together with the associated spatial filters learned in the second 
convolutional layer. Furthermore, the relevance of using a specific band- 
pass filter is reported too (modulating the bar widths); here, the rele-
vance of each filter of the considered subject was measured by 

considering its relevance score (see Eq. C.1) associated to each decoded 
variable ({px, py, vx, vy}), and by averaging these four relevance scores. 
For the proposed decoder, filters falling within the delta-band were the 
most relevant ones to predict kinematics (filters no. 0 and no. 1); how-
ever, also filters at higher frequencies, e.g., beta-band (filter no. 7), were 
highly relevant, suggesting a role also for high frequencies in the pre-
diction of kinematic variables at least for this analyzed subject. Lastly, 
the spatial filters associated to the most important band-pass filters 
(falling in the delta-band) were highly selective for few electrode sites 
only, mainly at central/centro-parietal electrodes. 

Fig. 9 summarizes the results across all subjects as to the spectral 
relevance for kinematic decoding. Specifically, the figure shows the 
spectral relevance and the EEG band relevance, separately for position 
and velocity. The frequency components in the delta-band are the ones 
with highest relevance, for both position and velocity. This is further 
confirmed by the statistical analysis of the EEG band relevance: for both 
position and velocity, significant differences were found in the EEG band 
relevance across bands (p < 0.001, Friedmann test) and, in particular, 
between delta and each of the other bands (theta, alpha, beta, low- 
gamma, p < 0.001 post-hoc pairwise tests). 

Fig. 8. Features learned by MS-Sinc-ShallowNet for a representative subject (same considered in Fig. 5). The distribution of the band-pass filters learned by the 
temporal sinc-convolutional layer is reported; each filter is represented as a horizontal black bar with endpoints corresponding to the cutoff frequencies. The bar 
width encodes the relevance of each band-pass filter for decoding both positions and velocities (the thicker the more important). Near to each band-pass filter, the 
associated set of spatial filters (in their absolute value) is displayed too. These were normalized from 0 to 1 (see colorbar). EEG bands are color-coded as: blue: delta, 
grey: theta, green: alpha, yellow: beta, red: low-gamma. 
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When clustering the subjects based on EEG band relevance, two 
clusters were obtained (cluster 0 with 6 subjects, cluster 1 with 7 sub-
jects), and no outliers detected. The clusters gave information on the 
most common strategies picked by the ICNN in the frequency domain to 
decode position and velocity. From Fig. 10, it is evident that the delta- 
band had the highest relevance in both clusters, meaning that the 
delta-band was widely exploited across subjects. Nevertheless, subjects 
in cluster 0 additionally exhibited relevance of higher frequency ranges 

such as alpha, beta and low-gamma, for the decoding problem. 
Regarding the spatial relevance, this was investigated separately for 
each cluster. According to the results on the spectral relevance, we 
considered the spatial relevance in the delta range for both clusters and, 
in addition, in the alpha, beta and low-gamma ranges for cluster 0. In 
these examined EEG bands, the most relevant electrodes to decode hand 
position and velocity covered the contralateral central/centro-parietal 
and parietal/parieto-occipital sites. 

4. Discussion 

In this study, we used a light and interpretable CNN (MS-Sinc-
ShallowNet) to reconstruct 2-D positions and velocities from the EEG 
during a pursuit tracking task. The ICNN was designed using network 
components previously validated [37,38] to learn interpretable spectral 
and spatial features in its first layers, and was adapted to learn deeper 
temporal features at multiple time scales in parallel. ICNN layers were 
designed to ensure a limited model size by adopting interpretable, 
depthwise and separable convolutions [37,38]. As main points of 
contribution of the present study to the field of EEG trajectory decoding, 
the proposed decoder was trained with different strategies including 
within-subject (WS), leave-one-subject-out (LOSO), and transfer 
learning (TL-WS), in order not only to test its potentialities for EEG 
trajectory decoding using subject-specific training (WS, as usually done 
in literature) but also to test the feasibility of calibration-free use 
(LOSO), and of transferring the knowledge from other subjects to a new 
one (TL-WS). Furthermore, the DNN adopted here for EEG trajectory 
decoding was interpretable in its nature, thus enabling an easy inter-
pretation of the learned spectral and spatial features. The increased 
interpretability of the decoder was coupled with saliency maps (ICNN +
ET combination) to illustrate how the most relevant EEG features 
learned for decoding the kinematics variables can be disclosed, and thus 
showing how a DNN, usually considered a black box, can transform into 
a (at least partially) glass box. 

Fig. 9. Spectral relevance (top) and EEG band relevance (bottom) attributed by 
the ICNN for decoding position (black) and velocity (blue). Mean and standard 
error of the mean across subjects of the spectral relevance (thick line and 
shaded area) and of the EEG band relevance (height of the bars and error bar) 
are reported. 

Fig. 10. Cluster analysis of the most relevant EEG spectral and spatial features related to position and velocity. The figure shows the features of the two identified 
clusters, i.e., cluster 0 (left, 6 subjects) and cluster 1 (right, 7 subjects). The number of subjects is reported within brackets. For each cluster, mean and standard error 
of the mean across subjects of the EEG band relevance (bar height and error bar, on top) and of the spectral relevance (thick line and shaded area, on bottom) are 
reported. The topological maps of the spatial relevance linked to the analyzed EEG bands (black lines on the x-axis) are displayed, too. 
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4.1. Performance of MS-Sinc-ShallowNet and comparison with SOA 
decoders 

The correlations between the predicted and actual hand kinematics 
obtained via the proposed ICNN were comparable to those obtained via 
the traditional PLS + UKF decoder, but with a significantly better 
amplitude reconstruction, as denoted by the significantly lower RMSEs 
scored by the ICNN (see Fig. 3). This is of relevance as, despite the 
adopted PLS + UKF was designed to alleviate the amplitude mismatch 
problem in trajectory decoding [18], the proposed decoder provided a 
better estimation of both position and velocity amplitudes. The absence 
of an improvement of ICNN vs. PLS + UKF as to the correlation between 
predicted and actual values could be due to the nature of the adopted 
sliding window decoding approach (see Supplementary Fig. 1, Section 
2.1, and Section 2.2). Indeed, the ICNN was forced to produce an output 
for each 1s-length EEG chunk provided as input, independently. During 
training, the loss function to be minimized is defined only by the mean 
squared error computed on each EEG chunk, without imposing any 
regularization term across chunks, e.g., a smoothness constraint across 
neighboring EEG chunks (i.e., across neighboring trajectory points). 
Therefore, this might have limited the correlation measure for 
CNN-based approaches and the effect of additional penalty terms in the 
loss function could be investigated in future studies. 

MS-Sinc-ShallowNet significantly outperformed the tested DNNs that 
were specifically released for EEG trajectory decoding (StackedLSTM, 
StackedGRU, and EEGNet-LSTM), for all decoded variables. Further-
more, our approach performed on par or outperformed significantly also 
other DNNs proposed for EEG motor classification (Sinc-ShallowNet, 
ShallowConvNet, DeepConvNet) and adapted in this study for EEG tra-
jectory decoding. In particular, when comparing MS-Sinc-ShallowNet 
with Sinc-ShallowNet, it turns out that the multi-scale temporal 
feature learning significantly increased correlations between predicted 
and true trajectories. While the proposed ICNN always outperformed 
ShallowConvNet, overall, it performed on par with DeepConvNet. 
However, when considering also other aspects of all the compared 
DNNs, such as model size and training time (see Fig. 4), the proposed 
ICNN represented a better compromise between model performance, 
size and training time, being slightly more accurate, ~30 times lighter 
(approx. 9 K vs. 273 K trainable parameters of DeepConvNet) and 
requiring the same time to be trained. Interestingly, both the tested 
ICNN models (Sinc-ShallowNet and MS-Sinc-ShallowNet) resulted in the 
best trade-off between model performance, size and training time 
compared to other DNNs, with MS-Sinc-ShallowNet being more accurate 
due to the used multi-scale feature extractor. This advantage of ICNNs 
was obtained even though, by incorporating interpretability into the 
model structure, the capacity of the decoder reduces. Indeed, in these 
models the interpretability increased by exploiting a re-parametrization 
that limited the model to explore only band-pass filters in the temporal 
domain. Overall, these results suggest that adopting an interpretable 
design could not only ease the interpretation of the learned features of 
DNNs but also might improve the quality of the decoding, limiting at the 
same time the model size and training time. 

Lastly, it is worth noticing that for all decoders correlations were 
lower for trajectories predicted in the y-axis than in the x-axis, as found 
in a previous study on a subset of the adopted dataset [27]. This might be 
related to the experimental setup, where the screen was tilted towards 
the y-axis to facilitate the movements of the robot. Thus, the perception 
of movements of the moving object along the y-axis may be ambiguous 
in comparison with the ones along the x-axis [27]. 

4.2. Performance when transferring the knowledge from other subjects 

MS-Sinc-ShallowNet was further evaluated by testing its ability to 

transfer the knowledge learned from other subjects to a held-out subject, 
with the aim of reducing the training time of the decoder. To perform 
transfer learning, an architecture pre-trained on other subjects (different 
from the held-out one) was used, corresponding to the LOSO model (see 
Fig. 6). Compared to training networks from scratch (i.e., randomly 
initialized, WS in Fig. 7), transfer learning (TL-WS in Fig. 7) led to a 
significant increase in decoding performance (up to a median increase of 
0.18 in correlations) only in case of low data regime (from 2 to 10 
training trials, especially with 2 training trials) also increasing the 
number of subjects decoded significantly above chance. Therefore, the 
LOSO model, by capturing relevant cross-subject features, represented a 
significantly better initialization point in the parameter space than the 
random one, for training the network on a new subject when a few 
training trials are available. This could have prospective implication for 
a practical usage of the decoder in BCI systems, thanks to the potentiality 
of transfer learning of reducing the number of training trials required to 
perform above chance, and thus promoting a reduction of training times 
during BCI sessions. 

4.3. Spectral and spatial relevance related to position and velocity 

We took advantage of the proposed ICNN, combined with an ET 
(ICNN + ET), to illustrate how the most relevant neural features for the 
decoding of positions and velocities, in both spectral and spatial do-
mains, could be disclosed. For both kinematic variables, the delta-band 
resulted to be the most relevant (see Fig. 9), while higher frequency 
bands (e.g., alpha, beta and low-gamma) appeared to be relevant, in 
addition to delta, but with higher variability across subjects. Specif-
ically, the contributions of higher frequency ranges emerged when the 
spectral relevance and the EEG band relevance were analyzed at the 
level of each cluster of subjects. Two clusters were automatically iden-
tified from the clustering analysis (see Fig. 10). While both clusters 
showed the highest relevance (with similar values across the two clus-
ters) for the delta-band, one of the two clusters additionally showed 
higher relevance for alpha, beta and low-gamma ranges, compared to 
the other cluster. This result suggests that the ICNN widely exploited the 
delta-band across all subjects, while the contribution of higher fre-
quency ranges to solve the decoding problem was relevant only in some 
cases. 

The highest relevance found for the delta-band agrees with findings 
reported in literature, supporting the hypothesis that the low-frequency 
(<3 Hz) band of the EEG overall contains highly relevant information for 
the decoding of voluntary movement [19–21,23,24,26,27], and widely 
across subjects. However, our results further suggest that higher fre-
quency ranges like beta (e.g., see the spectral features for the subject 
reported in Fig. 8) and low-gamma might also have a role and carry 
information about the movement, although the extent of their contri-
bution is more variable across subjects (see Fig. 10). This is in line with a 
previous study [25], where circular arm movements were decoded from 
both low-frequency amplitude features and higher-frequency power 
features. In particular, while the trajectories could be reconstructed 
from all subjects when using the low-frequency features, they could not 
always be successfully estimated when using the higher-frequency 
components alone [25]. 

Previous decoding studies suggested how the kinematic information 
can be best decoded from amplitude features in the low-frequency 
range, however, power features should be used for higher frequencies 
[21,22,25], as they likely reflect the well-known modulation of senso-
rimotor rhythms with voluntary movement. Provided that in our 
approach the network takes as input the amplitude of the signal in a 
wider frequency range, it might appear like only the amplitude features 
are used, independently of the frequency content. It should, however, be 
noted that a CNN generally approximates non-linear functions, which 

D. Borra et al.                                                                                                                                                                                                                                   



Computers in Biology and Medicine 165 (2023) 107323

15

may produce an equivalent effect of computing the power of the signal. 
Therefore, it might not be excluded that non-linear features extracted 
from the signal (equivalent, for example, to computing the power) are 
being exploited by the network at higher frequency components, with 
the advantage that the bandwidth of the filters is not to be determined 
‘a-priori’, but is automatically learned by the network, according to the 
most relevant and subject-specific content to solve the decoding 
problem. 

From the spatial relevance, we disclosed which electrodes were the 
most important inside the different EEG bands for decoding position and 
velocity. Across frequency bands, the most relevant electrodes for 
decoding kinematics were over the contra-lateral (i.e., left) primary 
sensorimotor areas (Fig. 10), therefore possibly reflecting the modula-
tions of sensorimotor rhythms accompanying voluntary movement, and 
in line with the findings of previous studies [22,25,74]. Moreover, the 
ICNN appeared to rely also on parieto-occipital sites to decode the ki-
nematics, similarly to the findings of [20,26,27] for the delta-band, and 
[21,22,25] for the beta-band. This could be explained by the nature of 
the task, which not only involved the hand movement, but also visual 
processing and eye-hand movement coordination [75]. 

4.4. Limitations of the current study 

Overall, the results obtained with the proposed framework are well 
promising, both in terms of performance and quality of the spectral and 
spatial features learned by the network. However, the present study has 
some limitations that could be addressed in the future.  

i. A relatively small dataset (13 participants) and only one motor 
paradigm (pursuit tracking task) were used to test our frame-
work. These factors could have limited the validation of the 
network, both as to its decoding performance and its capability of 
analyzing EEG features. In particular, the low number of subjects 
could have reduced the quality of the learned cross-subject fea-
tures in LOSO models, limiting in turn the performance scored 
during subject-to-subject transfer learning in the low data regime 
(up to approx. r = 0.3, across subjects) vs. using more training 
trials (up to approx. r = 0.45, across subjects). The performance 
analysis as well as the insights gained by DNNs about the EEG 
features require further investigations, by validating the robust-
ness of the presented approach using larger datasets and even 
using datasets acquired in different experimental paradigms, e.g., 
involving reaching and/or reach-to-grasping.  

ii. The ICNN feature analysis was conducted only in the frequency 
and spatial domains, without addressing the temporal domain; 
thus, the definition in the future of a complete analysis frame-
work that analyzes relevant features also in time would be of high 
interest.  

iii. The subjects used in this study were all healthy, while in real life 
users approaching BCIs are afflicted by motor impairments; thus, 
of course our results are to be intended as preliminary results 
obtained on healthy subjects and our approach needs to be vali-
dated in the future on patients. 

5. Conclusion 

In this study, we investigated the use of an ICNN for EEG trajectory 

decoding, specifically by exploiting a light architecture that learns 
interpretable spectral and spatial features, and deep temporal features at 
two time scales. The ICNN provided a significant better amplitude 
reconstruction of 2-D positions and velocities compared to a more 
traditional decoder based on PLS + UKF and widely outperformed other 
DNNs, providing a better trade-off between model performance, size, 
and training time, while at the same time enabling an easy interpretation 
of the learned spectral and spatial features. Thus, the proposed ICNN 
may have practical implications for designing solutions allowing a better 
reconstruction of kinematics from EEG and a more natural control of 
actuators in BCIs. Furthermore, transfer learning significantly improved 
the performance especially when using few training trials of the new 
user. Prospectively, this could lead to a significant reduction of cali-
bration times and could contribute to the development of accurate and 
‘plug-and-play’ decoders for trajectory decoding. Lastly, results on the 
most relevant spectral and spatial features related to kinematics high-
lighted by our ICNN + ET algorithm, although preliminary, are in line 
with previous studies analyzing event-related spectral perturbations, 
with the most relevant spectral features localized in the delta-band 
consistently across subjects (although also alpha, beta, and low- 
gamma appeared to have some relevance too but will less consis-
tency), and spatial features mostly localized at sensorimotor and 
parieto-occipital sites. Thus, although further studies are necessary to 
obtain wider validation, an ICNN + ET algorithm appears capable of 
capturing features matching neurophysiological correlates in a data- 
driven fashion. 
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Appendix 

A. Temporal sinc-convolutional layer 

Denoting with kl the l-th convolutional kernel, in a conventional convolutional layer each filter value (i.e. kl[0,n],n ∈ [0,50]) has to be learned 
during the optimization process; conversely, in a sinc-convolutional layer, each filter value is defined by a parametrized function, forcing the overall 
filter distribution to belong to a specific subset of temporal filters (here only band-pass filters). Therefore, in a sinc-convolutional layer a re- 
parametrization of each kernel occurs: 

kl
′
[
0, n;

{
f0,l, f1,l

}]
= 2f1,lsinc

(
2πf1,ln

)
− 2f0,lsinc

(
2πf0,ln

)
, 0≤ l≤K0

ISS − 1. (A.1)  

In Eq. A.1, {f0,l, f1,l} is the set of trainable parameters related to the l-th kernel, including only the inferior (f0,l) and superior (f1,l) cutoff frequencies of 
the band-pass filter. In this way, for each temporal filter the number of trainable parameters reduces from 51 (= F0

ISS[0]•F0
ISS[1]) to 2. Lastly, to 

alleviate the effects of the inevitable truncation of kl
′ on the characteristics of each filter, the multiplication by a Hamming window is performed: 

⎧
⎪⎪⎨

⎪⎪⎩

kw,l
′
[
0, n;

{
f0,l, f1,l

}]
= kl

′[0, n;
{

f0,l, f1,l
}]

• w[n]

w[n] = 0.54 − 0.46 cos
(

2πn
F0

ISS[1] − 1

) . (A.2)  

Accordingly, the temporal sinc-convolution computes the convolution between the input and kw,l
′
[0, n; {f0,l, f1,l}], learning only the following 2 pa-

rameters for each kernel. 

B. State-of-the-art decoders 

The proposed ICNN was compared against other 7 SOA decoders, to provide a wide comparison with respect to the literature. The SOA decoders 
were:  

i. The best-performing SOA machine learning algorithm proposed for EEG trajectory decoding, represented by the PLS + UKF decoder proposed 
in Kobler et al. [18], which was carefully designed to alleviate the amplitude mismatch problem characterizing linear decoders.  

ii. DNNs proposed for EEG motor classification, modified here to reconstruct kinematics from the EEG. Among these, we included the single scale 
ICNN from which the MS-Sinc-ShallowNet originates from, i.e., Sinc-ShallowNet [37] (see Section 2.3 for a brief description of Sinc-ShallowNet) 
and CNNs, including DeepConvNet [34] (consisting of 5 convolutional layers and one fully-connected layer) and ShallowConvNet (consisting of 2 
convolutional layers and one fully-connected layer) [34]. These three DNNs represents successful solutions designed specifically for sensori-
motor rhythm classification (both for executed and imagined motor states): Sinc-ShallowNet denotes a recent CNN with interpretable com-
ponents, and DeepConvNet and ShallowConvNet are among CNNs that were assessed for EEG trajectory decoding in previous research [49]. In 
these networks, we replaced the last layer (softmax activated fully-connected layer) with a linearly activated fully-connected layer with 4 
output neurons as the one included in MS-Sinc-ShallowNet (see Section 2.3.3), in order to solve the objective regression problem instead of 
classification. In addition, kernels (both convolutional and pooling) operating in the temporal domain were scaled down in their size by a factor 
of 2, since these networks originally performed classification from EEG signals sampled at 250 Hz while here 100 Hz EEG signals were given as 
input. Except for these changes, these DNNs were used with their original architectural hyper-parameters.  

iii. DNNs proposed for EEG trajectory decoding. To this aim, we included the best-performing algorithms resulting from recent studies [46,49]. 
Specifically, we included the RNN design described by Nakagome et al. [46], composed by multiple GRU layers (i.e., StackedGRU) by using the 
hyper-parameters suggested by the authors. Specifically, we stacked 3 GRU layers, each of 64 units, on top of a linearly activated 
fully-connected layer with 4 output neurons that finalize regression (as the fully-connected layer used in MS-Sinc-ShallowNet). Furthermore, 
adopting the same design of StackedGRU, we also tested LSTM cells (i.e., StackedLSTM) in place of GRU cells, as LSTM cells were considered as 
constitutive parts in the networks proposed in Chen et al. [49]. Moreover, in this way, we provide also here a comparison between GRU and 
LSTM cells in multi-layer RNNs, as performed in Nakagome et al. [46]. Lastly, we included the hybrid convolutional-recurrent network 
EEGNet-LSTM proposed by Chen et al. [49] (consisting of 3 convolutional layers, 2 LSTM layers, and one fully-connected layer with 4 neurons), 
adopting the same architectural hyper-parameters suggested by the authors. 

C. Computation of the most relevant spectral and spatial features related to position and velocity 

C.1. Spectral relevance computation 
In a first stage, we computed the relevance of each spectral component to predict the positions and velocities, based on the K0

ISS feature maps from 
the sinc-convolutional layer. These maps contain the input filtered by the learned band-pass filters. A schematization of the following steps is reported 
in Fig. C.1. 
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Figure C.1. Scheme of the spectral relevance computation. The learned ICNN spectral features θ(s)spect,l,0 ≤ l ≤ K0
ISS − 1 are extracted and p(s)l (f) computed (blue boxes 

and lines). By combining the ICNN with an explanation technique, relevance scores related to each spectral feature are obtained g(s)l,o , o ∈ {px, py, vx, vy} (red boxes and 

lines). Then, spectral features and relevance scores are combined to derive the subject-specific spectral relevance of each frequency bin, r(s)o (f), o ∈ {p, v}. 

For the EEG chunks of the test set, we evaluated the relevance of each spatio-temporal sample in the feature map to decode the 2-D positions and 
velocities. To do this, we computed saliency maps [52] to quantify, by using gradients, how much a spatio-temporal sample in each filtered input 
affects the prediction of each kinematic variable (px,py,vx,vy). Therefore, we obtained, for each output variable, one saliency map for each feature map 
of the first convolutional layer, i.e., e(Z(s)

i,j ) : RC×Tz →RK0
ISS×C×Tz . When explaining the decision of networks applied to EEG, saliency maps are widely 

used [37,38,40,40,47,53,69], with the advantage of requiring the sole computation of gradients via backpropagation. Of course, more advanced and 
recent techniques, such as layerwise relevance propagation (LRP) [67], gradient-weighted class activation mapping (Grad-CAM) [68], and shapley 
additive explanation (SHAP) [76] can represent valid alternatives to saliency maps, but these were only used in few studies with EEG [77–80]. Indeed, 
saliency representations are generally preferred to keep the explanation process as simple as possible [38], without introducing too many factors that 
could influence the obtained representations, e.g., the type of propagation rule used (e.g., ε rule) in LRP. Thus, we adopted saliency maps in this study; 
however, it should be noted that the same framework presented in our study could be easily used with any explanation technique by replacing saliency 
maps by any other technique (e.g., LRP), as it is an explanation technique-independent framework. 

The so computed saliency maps were averaged across trials (∀i), chunks (∀j), and in the temporal domain (∀t,0 ≤ t ≤ Tz − 1). By finally computing 
the absolute value, the vector quantities h(s)

l,o ∈ RC
+, 0 ≤ l ≤ K0

ISS − 1, o ∈ {px, py, vx, vy} can be obtained, with o indicating the output kinematic var-

iable. Finally, the relevance score g(s)l,o was computed as: 

g(s)
l,o = avg

c

(
h(s)

l,o

)/

max
l

(

avg
c

(
h(s)

l,o

))

, 0≤ c≤C − 1, (C.1)  

with g(s)l,o being a scalar quantity ∈ [0, 1] summarizing the importance of the l-th band-pass filter for the o-th predicted variable. 

Subsequently, the frequencies belonging to the passband of the filter associated to the l-th feature map and defined by θspect,l
(s) (see Eq. (3)) were 

assigned the corresponding relevance score g(s)l,o : 
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

p(s)
l (f ) =

⎧
⎨

⎩

1, if f (s)0,l ≤ f ≤ f (s)1,l

0, elsewhere

q(s)
l,o (f ) = g(s)

l,o•p(s)
l (f )

, (C.2)  

where p(s)l (f) indicates the probability of a frequency f to be included in the passband of the l-th band-pass filter. Finally, the spectral relevance q(s)
o (f), 

quantifying the relevance of each frequency bin for the o-th kinematic variable, was obtained as: 

q(s)
o (f )= avg

l
q(s)

l,o (f ). (C.3) 

From a preliminary analysis, the spectral relevance q(s)
o (f) resulted to be comparable across x- and y-axes for both position and velocity (per-

mutation cluster test with threshold-free cluster enhancement [81], see Supplementary Section 3). Therefore, the q(s)
o (f) was averaged along the axes, 
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thus, obtaining only one average spectral relevance profile r(s)o (f) for the position and one for the velocity, where the index o hereafter denotes the 
kinematic variable, i.e., o ∈ {p,v}: 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

r(s)p (f ) =
q(s)

px (f ) + q(s)
py (f )

2

r(s)v (f ) =
q(s)

vx (f ) + q(s)
vy (f )

2

. (C.4) 

Finally, the spectral relevance for each kinematic variable was averaged within EEG bands (hereafter named ‘EEG band relevance’), in the delta 
(0.18–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz), and low-gamma (30–40 Hz) bands, so to identify the most relevant spectral features 
predicting the position or velocity. 

C.2. Spectral clustering and spatial relevance computation 
In a second stage, we performed automatic clustering to reveal whether certain groups of subjects were sharing common EEG features in the 

frequency domain, i.e., sharing similar patterns of relevance in the EEG rhythms. To do so, the EEG band relevance of both position and velocity was 
clustered using Hierarchical Density-Based Spatial Clustering of Applications with Noise (HDBSCAN) [82] (by adopting the Python library hdbscan, 
version 0.8.27), and using the correlation between observations as distance metric. This clustering algorithm was used instead of other solutions (e.g., 
partitioning clustering algorithms such as K-means [83]) as it does not require to specify the number of clusters a priori, it can identify cluster with 
arbitrary size and shape, it is suitable for data with arbitrary shape and size, and it can handle noise in data, enabling an easy detection and removal of 
outliers from clusters [84]. Therefore, by using HDBSCAN the optimal number of clusters according to correlation is automatically learned from the 
observations. The EEG band relevance was chosen as it summarizes the features of the spectral relevance profile r(s)o (f) in a compact way (i.e., 2 × 5 
features per subject, instead of 2 × frequency bins per subject), being the clustering applied to a limited number of subjects (13 in this study). This 
procedure automatically divided the 13 subjects into clusters based on their similarity as to the EEG band relevance. 

For each cluster, the spectral relevance was first averaged across subjects in the cluster, obtaining an average profile of spectral relevance for that 
cluster. Then, for each cluster we also computed an average spatial relevance, associated to each EEG band, according to the following procedure. 

Let us denote with [f0,r,f1,r], 0 ≤ r ≤ 4 the r-th frequency range defining each of the 5 EEG bands (see end of Appendix C.1). For the s-th subject and 
for the r-th frequency range we considered the subset of the ICNN band-pass filters, denoted as S(s)

r , containing in their passband the frequency bins 
belonging to [f0,r,f1,r], and we extracted the spatial filters associated to this subset of band-pass filters, i.e., θspat,l

(s) = {θ(s)lk } (see Eq. (4)), l ∈ S(s)
r ,0 ≤ k ≤

DISS
1 − 1. Spatial filters were considered in their absolute value, as done in Refs. [37,85]. Subsequently, the absolute spatial features were averaged 

together, electrode per electrode (∀c,0 ≤ c ≤ C − 1), and normalized to the maximum across electrodes, obtaining the spatial relevance associated to 
the r-th band for the s-th subject: 

σ(s)
r = avg

l∈S(s) ,k
abs
(

θ
(s)

lk

)
/

max
c

(

avg
l∈S(s) ,k

abs(θ(s)
lk

))

. (C.5) 

Lastly, σ(s)
r was averaged across subjects in the cluster. 

Appendix D. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.compbiomed.2023.107323. 
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