## Check for updates

Cite this: Phys. Chem. Chem. Phys., 2023, 25, 16507

Received 27th March 2023,
Accepted 5th June 2023
DOI: 10.1039/d3cp01387a
rsc.li/pccp

# The protein environment restricts the intramolecular charge transfer character of the luciferine/luciferase complex $\dagger$ 

Henar Mateo-delaFuente, (D) ${ }^{a}$ Davide Avagliano, ${ }^{\text {b }}$ Marco Garavelli (DD*b and Juan J. Nogueira (ㅁ)*ac


#### Abstract

The electronic characterization of the luciferine/luciferase complex is fundamental to tune its photophysical properties and develop more efficient devices based on this luminiscent system. Here, we apply molecular dynamics simulations, hybrid quantum mechanics/molecular mechanics (QM/MM) calculations and transition density analysis to compute the absorption and emission spectra of luciferine/luciferase and analyze the nature of the relevant electronic state and its behaviour with the intramolecular and intermolecular degrees of freedom. It is found that the torsional motion of the chromophore is hampered by the presence of the enzyme, reducing the intramolecular charge transfer nature of the absorbing and emitting state. In addition, such a reduced charge transfer character does not correlate in a strong way neither with the intramolecular motion of the chromophore nor with the chromophore/amino-acid distances. However, the presence of a polar environment around the oxygen atom of the thiazole ring of the oxyluciferin, coming from both the protein and the solvent, enhances the charge transfer character of the emitting state.


## 1 Introduction

d-Luciferin/lucierase bioluminescent properties were first analysed by Harvey ${ }^{1}$ in 1917 and the first crystalline structure was reported by Bitler and McElroy in 1957 by studying the North American firefly Photinus pyralis. ${ }^{2}$ Since then, many other species of insects presenting this chromophore/enzyme bioluminescent system have been found. ${ }^{3-16}$ The mechanism of the bioluminescent reaction (see Fig. 1) has been thoroughly studied and many of its intermediates have been experimentally corroborated. In a first step, the chromophore is adenylated by reacting with adenosine triphosphate (ATP) via a $\mathrm{S}_{\mathrm{N}} 2$ nucleophilic displacement. ${ }^{17,18}$ Consecutively, the luciferyl adenylate reacts with an oxygen molecule following a multistep mechanism to produce oxyluciferin (OLU) in an electronically excited state,,$^{18-25}$ which is able to emit light in the visible region.

The firefly's bioluminiscent complex has been exploited in a wide range of applications: the detection of ATP concentrations

[^0]both in extracellular ${ }^{26}$ and intracellular media leading to the monitoring of mitochondrial functioning ${ }^{27}$ and cancer detection; ${ }^{28-31}$ the study of different agents on cell proliferation and cytotoxycity; ${ }^{32}$ the detection of contamination of sterilized environments, ${ }^{33,34}$ including hospitals and food; ${ }^{35}$ bioimaging for, among many others, the analysis of reporter genes, ${ }^{36,37}$ cell tracking, the study of neurodegenerative diseases, ${ }^{38-43}$ and the analysis of protein-protein interactions via both bioluminescence resonance energy transfer (BRET) ${ }^{44,45}$ and luciferease complementation imaging (LCI). ${ }^{46-48}$

Despite the extensive research developed on the topic, ${ }^{16,49-52}$ many of the factors that affect the emission mechanism and the nature of the emitting electronic state of the chromophore are still unclear. Recent computational work has characterized the emitting state as a partial intramolecular charge transfer character state. ${ }^{53}$ In addition, previous studies ${ }^{54,55}$ have pointed out the relevance of the torsion of the molecule around the SCCS dihedral angle (see Fig. 1) on the electronic properties of the chromophore and the possible generation of a twisted intramolecular CT state able to emit in the red region. Although, computational research discarded this twisted intramolecular CT state mechanism, ${ }^{56,57}$ these works were performed without taking into account neither the environment nor the dynamic effects. Therefore, and even though the consensus is that the molecule emits in a planar conformation, ${ }^{52}$ it is fundamental to characterise the electronic properties with respect to


Fig. 1 Schematic representation of the bioluminescent reaction of D-luciferin and the fragments of the oxyluciferin chromophore. The benzothiazole (btz) fragment is represented in blue and the thiazole (tz) one in pink. The SCCS dihedral angle is highlighted in orange.
the torsion in the biological media in order to understand the emission photophysics of the chromophore. In the present work, the absorption and emission spectrum of the OLU/luciferase complex is computationally investigated by means of molecular dynamics (MD) simulations and hybrid Quantum Mechanics/ Molecular Mechanics (QM/MM) calculations. The CT character of the absorbing and emitting excited state is quantitatively investigated by an analysis of the transition density, which is not basis set dependent and, thus, more robust than previous analysis based on, for example, Mulliken population analysis. ${ }^{56}$ In addition, the effect of the intramolecular torsion and the presence of the protein and solvent environments on the CT state is discussed. It is found that the enzyme restricts the intramolecular motion of the chromophore, avoiding the formation of an electronic state with strong CT character.

## 2 Computational details

### 2.1 Static potential energy rigid scan

The OLU species emits light from an electronic state which has been classified by computational methods as a state with partial intramolecular CT character. ${ }^{53}$ The torsional motion around the SCCS dihedral angle (see Fig. 1), leading to a breakdown of the planarity of the molecule, could be relevant in the photophysics since the distortion of the geometry could significantly affect the electronic delocalization of the chromophore. Therefore, the effect of this intramolecular degree of freedom on the electronic structure of OLU is analyzed here in detail. As a first approach, a rigid scan around the SCCS dihedral angle was carried out for OLU in vacuum, along which the energies of the $S_{0}$ and $S_{1}$ states were computed at the timedependent density functional theory (TD-DFT) using different functionals and the $6-311 \mathrm{G}(2 \mathrm{~d}, \mathrm{p})^{58-60}$ basis set. Specifically, the B3LYP, ${ }^{61-63}$ CAM-B3LYP, ${ }^{64}$ M062X,,${ }^{65}$ PBE0 $^{66}$ and $\omega$ B97XD ${ }^{67}$ functionals were employed to evaluate their performance. For these calculations the Gaussian $16^{68}$ software was used. In addition, the transition density matrix was analysed by the TheoDORE software ${ }^{69}$ to quantify the CT character of the $\mathrm{S}_{1}$ state along the torsion. The use of this methodology complements the analysis performed on previous works, ${ }^{56}$ where the CT character was discussed based on Mulliken population analysis. These calculations for a simplified model were then employed to rationalise the results obtained for the more complex situation, where the chromophore is embedded in the protein environment and conformational sampling is introduced by dynamics simulations, as explained below.

### 2.2 Molecular dynamics simulations

In this work MD simulations of the complex oxyluciferin/ luciferase were carried out. Two different approaches to compute the potential energy along the dynamics on the $S_{0}$ and $S_{1}$ states were considered. In the simplest one, the interatomic interactions were computed by means of a force field (FF). In the more accurate approach, some of the conformations sampled from the classical trajectory were selected as initial conditions to evolve hybrid QM/MM MD simulations to obtain a better structure of the chromophore, which is the only part of the system included in the QM region. For each of the simulations, a few snapshots were selected and single point QM/MM calculations were performed on top of them to compute the absorption and emission spectra and characterize the electronic states involved. Moreover, and even thought there is still some debate about the emitting species of the system, ${ }^{52}$ it is in general a good approximation to use the OLU mono-anion in its keto form as chromophore in the model since it is the direct product of the bioluminescence reaction and has been found to be one of the emitting species. ${ }^{70-72}$
2.2.1 System setup. The OLU/luciferase complex was built from the X-ray diffraction structure file of the Japanese firefly luciferase (PDB ID: 2D1R ${ }^{73}$ ), Luciola cruciata, with PyMol. ${ }^{74}$ The adenosine monophosphate (AMP) residue was removed and the system was solvated using the tleap module of AmberTools $20^{75}$ with TIP3 ${ }^{76}$ water molecules within a truncated octahedral box, ensuring a solvent shell of at least $12 \AA$ from any solute molecule. This solvation process led to the inclusion of three and one initial water molecules inside the cavity of the protein for the $S_{0}$ and $S_{1}$ classical trajectories, although during the dynamics more water molecules diffused inside it. Moreover, no extra ions were required since the charge of the protein compensates for the negative charge of the OLU. The enzyme was described using the $\mathrm{ff}^{2} 19 \mathrm{SB}^{77}$ force field, whereas the General Amber Force Field (GAFF) ${ }^{78}$ was used to describe the dihedral and improper torsions and Lennard-Jones parameters of the chromophore selected by means of the Antechamber parmchk2 module of the AmberTools 20 . The rest of the bonded parameters for OLU, that is, the bond and bond angle parameters for both the $S_{0}$ and $S_{1}$ electronic states, were obtained from QM calculations. Equilibrium distances and angles were obtained from a geometry optimization whereas force constants were calculated by means of the Seminario method. ${ }^{79}$ Specifically, the optimized geometries for $S_{0}$ and $S_{1}$ and the Hessian matrices were obtained using the Gaussian16 ${ }^{68}$ software by means of DFT and TD-DFT in vacuo calculations, respectively, where the $\mathrm{B} 3 \mathrm{LYP} \mathrm{P}^{61-63} / 6-311 \mathrm{G}(2 \mathrm{~d}, \mathrm{p})^{58-60}$ level of
theory was employed for both the $S_{0}$ and $S_{1}$ minimum-energy geometries. In the case of the $\mathrm{S}_{1}$ optimization, the TD-DFT calculation took into account 10 roots. Moreover, the electrostatic charges were computed by using the Merz-SinghKollman scheme ${ }^{80}$ at the B3LYP/6-311G(2d,p) level of theory, according to previous studies. ${ }^{53,81,82}$ While it is true that some parameterization effort has been previously done for an OLU analogue, ${ }^{83}$ this was only carried out for the electronic ground state. However, our parameters, which are listed in Tables S1-S6 of the ESI, $\dagger$ not only aim at describing the electronic ground state but also the first excited state. Additionally, another system was built from the same PDB file in which the AMP monoanion was kept in other to study if its presence affects the emission spectrum of the OLU chromophore. In this case, the previously discussed $\mathrm{S}_{1}$ parameters for the chromophore were used, while the AMP was described by the GAFF together with the Merz-Singh-Kollman electrostatic charges computed at the B3LYP/6-31G*58,84-87 level of theory.
2.2.2 Classical molecular dynamics. After setting up the solvated OLU/luciferase complex, classical MD simulations were performed for both the $S_{0}$ and $S_{1}$ states of the chromophore. The same computational protocol was used for the two simulations. First, the system was minimized for 5000 steps by means of the steepest descent algorithm, and for additional 5000 steps using the conjugate gradient algorithm. Then, it was progressively heated for 500 ps from 0 to 300 K in the NVT ensemble using a 2 fs timestep. An additional simulation was evolved at 300 K for another 500 ps in the same ensemble. The temperature was controlled by means of the Langevin thermostat ${ }^{88}$ with a $2.0 \mathrm{ps}^{-1}$ of collision frequency. Afterwards, a production of 100 ns with a 2 fs timestep and within the NPT ensemble was performed. The temperature was also controlled by means of the Langevin thermostat with a $1.0 \mathrm{ps}^{-1}$ of collision frequency, while pressure was set to be 1.0 bar and controlled by means of the Monte Carlo barostat. ${ }^{89}$ The particle-mesh Ewald ${ }^{90}$ method was used with a grid spacing of $1.0 \AA$, and the nonbonded interactions were computed with a cutoff of $9 \AA$ and a switching distance of $7 \AA$. The bonds involving hydrogen atoms were constrained using the SHAKE ${ }^{91}$ algorithm. Moreover, this simulation was extended to 500 ns in order to see whether the chromophore is able to rotate inside the cavity of the protein or not. In the case of the $\mathrm{S}_{1}$ system with AMP inside the cavity, after the minimization and thermalization processes, 200 ns of production were run. These simulations were carried out using the previously described computational protocol.

From each of the 100 ns simulations in the $\mathrm{S}_{0}$ and $\mathrm{S}_{1}$ electronic states, 200 time-equidistant snapshots were extracted from the last 75 ns in order to prepare the Gaussian09 QM/MM input files for the calculation of the absorption and emission spectra. The MoBioTools software ${ }^{92}$ was used to automatize the preparation of the QM/MM input files, which considered 10 excited states (for the absorption spectrum) at the TD-B3LYP/ $6-311 \mathrm{G}(2 \mathrm{~d}, \mathrm{p})$ level of theory. In the case of the emission spectrum, only the lowest-energy electronic transition was considered since the bioluminescence occurs from the $\mathrm{S}_{1}$ state. The vertical
energies were convoluted with Gaussian functions of full width at half maximum of 0.1 eV to obtain the absorption and emission spectra. For the emission spectrum computed from the $200 \mathrm{~ns} \mathrm{~S}_{1}$ trajectory of the system with AMP inside the cavity, other 200 time-equidistant snapshots were extracted from the last 100 ns in order to prepare the Gaussian09 input files following the same procedure described before.
2.2.3 Hybrid QM/MM molecular dynamics. From the classical $S_{0}$ and $S_{1}$ trajectories 100 time-equidistant geometries, together with their respective velocities, were extracted to be used as initial conditions for $100 \mathrm{QM} / \mathrm{MM}$ MD simulations in each electronic state. Ideally, one long $\mathrm{QM} / \mathrm{MM}$ MD simulation should be performed for each of the electronic states, from which the snapshots could be selected to compute the spectra. However, running such long simulations at QM/MM level is not computationally feasible. Instead, an accurate conformational sampling of the chromophore is obtained by propagating short QM/MM trajectories, starting from geometries extracted from the classical MD, well separated in time (every ns), in order to also guarantee a statiscally-accurate thermal distribution of the solvent molecules interacting with the chromophore. Thus, these $\mathrm{QM} / \mathrm{MM}$ simulations can be compared with the force field based simulations to evaluate the performance of the GAFF torsion parameters against the QM/MM potential. Each of these snapshots were processed with the recently developed tools included in the COBRAMM 2 software ${ }^{93,94}$ in order to define three different regions for the simulation: (i) the high layer, composed by the chromophore and treated with the CAM-B3LYP ${ }^{64} / 6-31+G(d){ }^{58,84-87,95,96}$ level of theory (with 3 roots in the case of the $S_{1}$ simulation); (ii) the medium layer, formed by the protein and the water molecules within $4 \AA$ from the chromophore treated classically; and (iii) the low layer, including the rest of the water molecules and frozen during the simulation. All the $\mathrm{QM} / \mathrm{MM}$ dynamics were run with COBRAMM $2,{ }^{93,94}$ using its interfaces with Gaussian16 and AMBER20 suites to calculate QM and MM energies and gradients and the internal routines to build QM/MM potentials and gradients within the electrostatic embedding scheme, and to propagate the adiabatic dynamics on $S_{0}$ and $S_{1}$ with the velocity-Verlet algorithm.

The protein and the water molecules were described, respectively, by the previously used ff19SB and TIP3P force fields. The 200 trajectories ( 100 in the $S_{0}$ and 100 in the $S_{1}$ states) were run for 200 fs in the microcanonical ensemble (NVE) without periodic boundary conditions, which are not available in COBRAMM 2.0. For this reason, the atoms of the low layer were frozen during the QM/MM MD simulations. The time step was set to 1 fs , the cutoff for the non-bonded interactions was $10 \AA$, and positions and velocities of the atoms involved in $\mathrm{X}-\mathrm{H}$ bonds in the medium layer were constrained with the RATTLE algorithm ${ }^{97}$ to get a good conservation of the total energy. ${ }^{98}$ The last step of these trajectories in the $S_{0}$ and $S_{1}$ states was used to compute the absorption and emission spectra, respectively. The preparation of the Gaussian $09^{68}$ input files was again performed by means of the MoBioTools software. ${ }^{92}$

### 2.3. Analysis of the electronic properties

The electronically excited states, computed by QM/MM based on the snapshots of the $S_{0}$ and $S_{1}$ states taken from the classical and QM/MM MD trajectories, were analyzed by means of the TheoDORE ${ }^{69}$ software. Specifically, the intramolecular CT number, computed from the one-electron transition density matrix between the ground state and the $\mathrm{S}_{1}$ state (for more details, refer to ref. 69), was calculated by dividing the chromophore into two fragments: the thiazole (tz) and benzothiazole (btz) moeities, represented in Fig. 1. In addition, the absorption and emission spectra were computed by considering snapshots for which the SCCS dihedral angle lie within a particular range. Moreover, the variation of the CT number with the dihedral angle was analyzed and compared with the results obtained from the static scan of OLU in vacuum to assess the effect of the protein environment.

The QM/MM trajectory on the $\mathrm{S}_{0}$ surface was also employed to compute the binding free energy of OLU to the enzyme by means of the one-average molecular-mechanics generalized Born surface-area (1A-MM-GBSA) approach ${ }^{99,100}$ by using the MMPBSA.py tool. ${ }^{101}$ In addition, the binding free energy was decomposed into amino acid contributions by selecting only the residues located within a sphere of $5.0 \AA$ radius from the OLU chromophore for at least $1 \%$ of the simulation time, following a similar procedure employed in a previous work. ${ }^{102}$ The residue ARG339 was also included in the analysis since it presents a positive charge and, therefore, can interact strongly with OLU. Moreover, a visual inspection of the dynamics showed that ARG339 was close to the chromophore in some of the snapshots with large CT values. A total of 16 residues were considered in the per-residue decomposition of the free binding energy. In addition, this analysis was also performed for the $\mathrm{S}_{1}$ classical trajectories without and with the AMP contained in the cavity. Moreover, the location of the OLU inside the cavity for the QM/MM trajectory on the $\mathrm{S}_{0}$ surface was analysed by a root mean square deviation (RMSD) and divided accordingly in 3 clusters using the K-means clustering algorithm ${ }^{103}$ randomizing the initial set of points implemented in the cpptraj module of AmberTools $20 .{ }^{75}$

## 3 Results and discussion

In this work, the influence of intramolecular and intermolecular degrees of freedom on the electronic properties of the chromophore is computationally assessed. Specifically, the variation of the excitation energies, absorption and emission intensities, and CT character with the SCCS dihedral angle is analyzed. This is done by comparing the results obtained from the classical and QM/MM MD trajectories with the static potential energy scan. Regarding the impact of the intermolecular degrees of freedom, the protein residues that are more relevant in the OLU/enzyme interaction are identified and, then, a correlation between the distance between those residues and the chromophore with the CT character of the emitting state is evaluated. In the following, first, the results from the static scan
are presented, followed by the discussion based on the analyses of the dynamic simulations.

### 3.1 Static scan around the $\mathbf{C}-\mathrm{C}$ bond

The energy change of the OLU anion with the SCCS torsion have been computed by means of TD-DFT calculations using five different functionals, namely, B3LYP, CAM-B3LYP, M06-2X, PBE0 and $\omega$ B97XD, and the $6-311 \mathrm{G}(2 \mathrm{~d}, \mathrm{p})$ basis set. The energy scans shown in Fig. 2 show that the $\mathrm{S}_{0}$ surface presents two minima in the two planar situations ( 0 and $180^{\circ}$ respectively) and two maxima when the benzothiazole and thiazole fragments are perpendicular to one another ( 90 and $270^{\circ}$ respectively). However, the $S_{1}$ surface presents two additional minima, corresponding to the maxima of the ground state, and four maxima in total at $40,130,230$ and $320^{\circ}$. Even though all the functionals present a similar behaviour, B3LYP and PBE0 show an abnormally pronounced energy decrease in the $S_{1}$ minima corresponding to the perpendicular fragments situations. This could be due to the fact that these functionals do not include long-range (LR) corrections, leading to a wrong description of CT states. ${ }^{104}$ The other three functionals, which do include LR corrections, do show a smoother shape of the $S_{1}$ potential curve around the energy minima. Previous high-level wavefunction-based calculations also showed such a smooth


Fig. $2 S_{0}$ (blue) and the $S_{1}$ (pink) rigid potential energy curves calculated with the functionals: (A) B3LYP, (B) CAM-B3LYP, (C) M06-2X, (D) PBEO and (E) $\omega$ B97XD. The up $x$-axis shows the angle difference with respect to the planar energy minimum found at a SCCS angle of $180^{\circ}$.
shape of the potential. ${ }^{56}$ Therefore, one can conclude that a LR corrected functional is needed to properly describe the shape of the potential energy curve. Thus, CAM-B3LYP was the functional selected to carry out the QM/MM MD trajectories and it is the scan that will be discussed below.

In addition to the energies of the $\mathrm{S}_{0}$ and $\mathrm{S}_{1}$ states along the scan, the oscillator strength and the CT character of the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ transition have been computed. As it can be observed in Fig. 3(A), the oscillator strength $(f)$ presents two maxima and two minima corresponding, respectively, to the planar and perpendicular geometrical situations. This means that a break of the planarity of the chromophore reduces the probability of the transition to take place. This correlates well with the CT number, which increases its value when the planarity of the molecule is broken, reaching its maximum value at 90 and $270^{\circ}$. Both results can be rationalized by looking at the molecular orbitals involved in the electronic transition in the planar and perpendicular cases (see Fig. 3(B)). When both fragments are in the same plane (SCCS angle of $180^{\circ}$ ), the HOMO and


Fig. 3 (A) Variation of the oscillator strength (orange) and CT number (green) for the $S_{0} \rightarrow S_{1}$ electronic transition along the dihedral angle calculated with the CAM-B3LYP functional. The up $x$-axis shows the angle difference with respect to the energy minimum. (B) HOMO and LUMO orbitals for the planar and perpendicular geometrical situations.

LUMO orbitals are delocalized on the two fragments, a fact which favours the overlap of the initial and final wavefunctions and, thus, increases the transition dipole moment and the oscillator strength. Moreover, since both orbitals are delocalized over the whole molecule, the CT from one fragment to the other is not important and the CT number is small. On the flip side, when the fragments are perpendicular to each other, the HOMO is completely localized in the benzothiazole fragment, while the LUMO is localized in the thiazole one. Therefore, the overlap between the initial and final wavefunctions vanishes and the oscillator strength becomes very small. Furthermore, the CT increases since the initial and final positions of the electron are located in different fragments. In summary, the potential energy scan suggests a red shift of the absorption and emission energies when the chromophore leaves the planarity during the dynamics since the energy of the ground state increases, while the energy of the first excited state is nearly constant around both the ground and excited-state minima. In addition to the red shift, the torsional motion of OLU around the C-C single bond should also induce a decrease of the intensity of the spectra and an increase of the CT character of the $\mathrm{S}_{1}$ state. In the following, the dynamics simulations will be analysed to see whether the expected trend predicted by the static simple model is satisfied or not.

### 3.2 Absorption and emission spectra from the classical trajectories

The $\mathrm{QM} / \mathrm{MM}$ vertical excitation energies of the 200 equidistant snapshots taken from the $S_{0}$ and $S_{1}$ classical trajectories were convoluted to obtain the absorption and emission spectra, represented in Fig. 4. In the case of the absorption band, two peaks can be observed at $2.34 \mathrm{eV}(530 \mathrm{~nm})$ and 3.08 eV $(403 \mathrm{~nm})$, which correspond with the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ and $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{3}$ electronic transitions, respectively. The emission peak was found at $2.16 \mathrm{eV}(574 \mathrm{~nm})$, in very good agreement with the experimental value $\left(560 \mathrm{~nm}^{73}\right)$. Therefore, the methodology consisting of classical MD followed by QM/MM vertical energy calculations provides accurate results in terms of energy. Moreover, as it can be observed in Fig. 4(B), the inclusion of AMP in the model induces a slight blue shift of the emission spectrum of 0.11 eV , which is within the DFT error. This proves that the inclusion of the AMP inside the protein does not affect much the electronic properties of the system.

The $S_{0} \rightarrow S_{1}$ contribution of the absorption spectra and the emission spectra were decomposed into bands where the chromophore presents different dihedral angles. In particular, the bands have been analysed by classifying the 200 sampled snapshots in 10 groups of 20 geometries according to the dihedral angle difference with respect to planarity $\left(180^{\circ}\right)$. Each group of snapshots contains 20 geometries to ensure that all the divisions are equally statistically meaningful, since the population of planar geometries is larger than the ones with distorted angles.

However, since the 140 geometries corresponding to the dihedral angles difference between 1.6 and $21.3^{\circ}$, in the case of the $\mathrm{S}_{0}$ trajectory, and between 1.9 and $15.7^{\circ}$, in the case of the $\mathrm{S}_{1}$


Fig. 4 (A) Absorption and (B) emission spectra computed from the classical trajectories, together with their respective contributions from the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ band depending on the SCCS dihedral angle. Additionally, the emission spectra obtained from the classical MD with the AMP inside the cavity is shown with a dashed line.
trajectory, resulted in very similar bands, they have been represented together taking into account the number of geometries so that the relative intensity of each group is comparable. The same figure without combining geometries is presented in Fig. S2 of the ESI. $\dagger$ As it can be observed in Fig. 4, there is a very small red shift for the absorption and emission bands when the chromophore goes from the planar to the bent configuration. In the case of the absorption spectrum, the planar contribution of the band peaks at 2.31 eV , while the two non-planar contributions peak at 2.24 and 2.23 eV , respectively. In the case of emission, the planar contribution of the band peaks at 2.17 eV , while the two contributions from the most rotated dihedral angle peak at 2.14 and 2.16 eV . As seen in the static scan for the chromophore in vacuum (Fig. 2), the red shift is important only when the deviation from planarity is large (more than $50^{\circ}$ ), reaching values for the SCCS angle smaller than $130^{\circ}$ and larger than $230^{\circ}$ degrees. Such a large deviations are not reached during the classical MD trajectories.

Fig. 5(A) shows the probability distribution of the dihedral angle for the classical trajectories. As it can be seen, the


Fig. 5 Probability distributions of the SCCS dihedral angles for the $\mathrm{S}_{0}$ (blue) and the $S_{1}$ (pink) trajectories evolved at (A) classical and (B) QM/MM level. The up $x$-axis shows the angle difference with respect to the energy minimum.
population of dihedral angle deviations from planarity larger than $50^{\circ}$, for both the $\mathrm{S}_{0}$ and $\mathrm{S}_{1}$ trajectories, is insignificant. Moreover, this small deviations from planarity not only happen for the 100 ns classical simulations but also for the 500 ns trajectories as it can be observed in Fig. S3 (ESI $\dagger$ ). It is because of this that a very small red shift is observed in the spectra. Moreover, the distribution of the classical trajectory on the ground state (with a full width at half maxima (FWHM) of $36^{\circ}$ ) is wider than that of the excited state (with a FWHM of $29^{\circ}$ ). These differences between both states arise from the stretching and bending force field parameters and the atomic charges since the torsional and non-bonding parameters are the same for both simulations, as they were directly taken from the GAFF. Furthermore, this situation does not coincide with the expected behaviour attending to the static scan represented in Fig. 2 since the energy barrier of the first excited state is lower than that of the ground state. This could indicate that the force field employed to describe the motion of the chromophore is not adequate and a more accurate description could be needed. For this reason, we improved the quality of the analysis by performing QM/MM simulations in the $\mathrm{S}_{0}$ and $\mathrm{S}_{1}$ states of OLU.

### 3.3 Absorption and emission spectra from the QM/MM trajectories

The absorption and emission spectra were obtained from the $\mathrm{QM} / \mathrm{MM}$ vertical energies of the last snapshot of the 100 QM/MM trajectories evolved on the $\mathrm{S}_{0}$ and $\mathrm{S}_{1}$ surfaces, respectively. As it can be observed in Fig. 6(A), the absorption spectrum presents two peaks at $2.48 \mathrm{eV}(500 \mathrm{~nm})$ and 3.32 eV $(373 \mathrm{~nm})$ corresponding again to the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ and $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{3}$ electronic transitions, respectively. These energies are blue shifted with respect to those obtained from the classical trajectory ( 2.34 and 3.08 eV ). Moreover, the relative intensity of the second peak is lower than that of the spectrum computed from the classical trajectory. In the case of the emission spectrum of Fig. 6(B), the peak appears at $2.17 \mathrm{eV}(571 \mathrm{~nm})$, 3 nm above the value of the spectrum from the classical trajectory and 11 nm above the experimental value ( 560 nm ). Therefore, once more, the agreement with the experiment is very good.

The effect of the torsion around the SCCS dihedral angle has been analysed by decomposing the $\mathrm{S}_{0} \rightarrow \mathrm{~S}_{1}$ band of the absorption spectrum and the emission spectrum by dividing


Fig. 6 (A) Absorption and (B) emission spectra computed from the QM/MM trajectories, together with their respective contributions from different SCCS dihedral angles.
the 100 sampled geometries in 5 groups according to the dihedral angle difference with respect to the planar case of $180^{\circ}$ (each group containing 20 geometries). In this case, only the 60 geometries corresponding to the dihedral angle difference between 4.5 and $23.5^{\circ}$, in the case of the $\mathrm{S}_{0}$ trajectories, and the 40 geometries that present dihedral angles difference between 5.5 and $20.5^{\circ}$, in the case of the $S_{1}$ trajectories, have been represented together since they present very similar bands (again each contribution has been scaled considering the number of geometries so that the intensities of each group is comparable). As it can be observed in Fig. 6, the absorption band is red shifted when the chromophore is distorted from the planar configuration, while for the emission band the red shift only appears for very distorted configurations. In fact, small distortions of 5 to $21^{\circ}$ induce a blue shift, probably due to the effect of other factors. In addition, the torsional motion also induces a decrease in the absorption and emission intensity (hypochromism), an effect that is expected looking at the behaviour of the oscillator strength along the static scan.

The spectra shown in Fig. 6 suggest, thus, that the OLU/ luciferase complex follows the expected trend when the dihedral angle is strongly distorted, that is, the energy is red shifted and the intensity is reduced when the torsion increases. This can be rationalize when looking at the dihedral angle distribution obtained from the QM/MM dynamics displayed in Fig. 5(B). The distributions for both ground and excited states (with a FWHM of 43 and $49^{\circ}$ for the $\mathrm{S}_{0}$ and $\mathrm{S}_{1}$, respectively) are broader than those of the classical trajectories, reaching values that differ from the planar geometry by more than $50^{\circ}$. According to the static scan (Fig. 3), this is the necessary angle difference to have a significant red shift and hypochromism in the spectra. Moreover, the width of the $\mathrm{S}_{1}$ distribution is slightly larger than the one of the $\mathrm{S}_{0}$ distribution, in consonance with the shape of the potential energy curves shown in Fig. 2. Summarizing, although the $\mathrm{QM} / \mathrm{MM}$ vertical energy calculations based on both classical and $\mathrm{QM} / \mathrm{MM}$ trajectories provide emission spectra that compare well with the experimental data, it seems that the classical trajectories underestimate the vibrational torsion of OLU, resulting in narrow angle distributions, as reported by Cerezo et al. ${ }^{83}$ Therefore, even if energetically accurate, the classical MD protocol alone would produce a not accurate enough conformational distribution of the chromophore in the biological environment, which can be then reached once the molecule is allowed to move in a QM/MM potential.

### 3.4 Effect of the intramolecular and intermolecular degrees of freedom on the CT character

In the previous section it has been shown that the torsional motion of the chromophore when it is embedded in the protein is large enough to induce a red shift of the absorption and emission spectra with respect to the planar geometry. Now, we will analyse how the CT number changes with respect of the variation of the dihedral angle. According to Fig. 3, the distortion from the planarity should increase the CT character of the bright state. The snapshots extracted from the trajectories were grouped in 10 (classical trajectory) and in 5 (QM/MM trajectory)
ensembles according to the dihedral angle difference with respect to planarity $\left(180^{\circ}\right)$, such that each ensemble contains 20 geometries. Then, the average CT number and their corresponding standard deviation for each ensemble was computed and the result is displayed in Fig. 7. As it is shown, the average CT number does not present significant oscillations when the SCCS angle difference increases, not even for the emission spectrum at $\mathrm{QM} / \mathrm{MM}$ level for which angle differences larger than $50^{\circ}$ are reached during the dynamics. Such a constant behaviour of the CT number can be due the combination of two factors. First, the torsional motion is not large enough to have a significant increase of the CT character. As shown in Fig. 3(A), although a distortion of $50^{\circ}$ already enhances the CT character of the excited state, such a large distortion is achieved only for a few snapshots in the QM/MM trajectory (Fig. 5(B)). Second, even for these largely distorted geometries there might exist some other degrees of freedom that counteract the effect of having a large torsional angle. It is important to notice in Fig. 7 that the standard deviation of the CT number is larger for the QM/MM trajectory than for the classical one because the dihedral angle intervals employed to have the same number of snapshots in each interval is wider for the QM/MM analysis


Fig. 7 Variation of the CT number with the the SCCS dihedral angle difference from planarity for the (A) absorption and (B) emission spectra computed from snapshots taken from the classical (orange) and QM/MM (green) trajectories.
than for the classical one. This larger angle interval contains larger molecular distortions and, therefore, stronger CT number oscillations.

The relevance of other intramolecular degrees of freedom was analyzed by a structural analysis. Specifically, the 20 geometries of the chromophore with both the smallest and largest CT number values were separately gathered in clusters, for which the centroids (representative structures) were obtained. These geometrical configurations were extracted from the $\mathrm{S}_{0}$ QM/MM dynamics, which is the one that presents the most important CT oscillations as shown in Fig. 7. The centroid geometries for each of the clusters are represented without the enzymatic environment in Fig. 8(A) and with it in Fig. S4 (ESI $\dagger$ ), and the ensemble of all the 20 geometries per cluster in Fig. 8(B and C). As it can be seen, no significant differences are observed between the representative structures with the smallest and largest CT number. In fact, the root mean square deviation (RMSD) between the geometries of each cluster and its centroid ( $0.41 \pm 0.16 \AA$ and $0.41 \pm 0.17 \AA$ for the cluster with the smallest and largest CT values, respectively) is larger than the RMSD between both centroid structures ( $0.33 \AA$ ), which means that the conformational change within each cluster is larger than the variations between them. In addition, the polar environment of the OLU for the small and large CT number clusters was analysed around the oxygen atoms of the thiazole $\left(\mathrm{O}^{\mathrm{tz}}\right)$ and benzothiazole $\left(\mathrm{O}^{\mathrm{btz}}\right)$ fragments. As previously demonstrated, ${ }^{25}$ the solvation of the $\mathrm{O}^{\text {btz }}$ is larger than that of the $\mathrm{O}^{\mathrm{tz}}$, as it can be observed in Fig. S5 (ESI $\dagger$ ), where the radial distribution functions between the two oxygen atoms of the chromophore and the oxygen atom of the water molecules are plotted. Moreover, it is shown that the cluster with the largest CT number values presents a larger solvation for both oxygen atoms. When looking at the number of hydrogen bonds, considering a donor-acceptor distance and an angle cutoffs of $3 \AA$ and $150^{\circ}$, respectively, listed in Table S7 (ESI $\dagger$ ), it is observed that hydrogen bonding between water and the chromophore is less important in the cases of the smallest CT number cluster. Contrary, the number of hydrogen bonds between the protein and the chromophore is very similar for both clusters. However, in the case of the smallest CT number cluster the water molecules are only present around the $\mathrm{O}^{\text {btz }}$, while for the largest CT number cluster they surround both O


Fig. 8 (A) Centroid geometries of the two clusters with the 20 snapshots with smallest (blue) and largest (pink) CT number values extracted from the QM/MM trajectory of the $\mathrm{S}_{0}$ state. Clusters of the 20 geometries with (B) smallest and (C) largest CT number values.
atoms. When the effect of the whole environment, the water molecules and the protein, is considered, it can be concluded that the cluster of geometries with the largest CT number presents a higher number of hydrogen bonds, mainly around the thiazole oxygen atom. This result is coherent with the electron transfer direction during the excitation, which happens from the benzothiazole to the thiazole moiety. A large positive charge around the thiazole fragment due to the presence of hydrogen atoms interacting with the oxygen atom of OLU stabilize the CT state. In summary, the CT character of the electronic transition cannot be rationalize in terms of a set of intramolecular degrees of freedom, but it correlates well with the solvation of the oxygen atom of the thiazole moiety.

An additional analysis to investigate the OLU/protein intermolecular degrees of freedom is performed. In particular, the OLU/enzyme binding free energy was computed for the $\mathrm{QM} /$ MM $\mathrm{S}_{0}$ dynamics by means of the 1A-MM-GBSA approach. ${ }^{99,100}$ Then, the binding free energy was decomposed into amino acids contributions. In order to reduce the computational effort, the decomposition was performed for the 15 residues that are located at shortest distances from OLU along the dynamics. In addition, the ARG339 residue was also included in the analysis because it bears a positive charge that brings it to be close to the chromophore along the trajectory, as visible during a 3D visual analysis of the dynamics, and we thus hypothesize a potential strong interaction between OLU and ARG339.

Fig. 9 shows the binding free energy per residue and the electrostatic contribution, which should be the most relevant one for CT since in the electrostatic-embedding QM/MM vertical energy calculations only the point charges of the environment polarize the QM region by electrostatic interactions. As it can be observed, all the total binding free energies (in absolute value) are bellow $-4 \mathrm{kcal} \mathrm{mol}^{-1}$ and in most of the cases the electrostatic contribution is the most important one to the total energy, with the exception of the residues PHE249,


Fig. 9 Total (blue) and electrostatic (pink) binding free energy of the chromophore with the closest residues of the protein along the $S_{0}$ QM/ MM selected snapshots.

GLY341, LEU344 and THR345. Moreover, the residue ARG339 presents a very strong electrostatic interaction, as expected due to its positive charge and proximity to the chromophore. Additionally, similar analysis was performed on the $\mathrm{S}_{1}$ classical trajectories with and without the AMP co-factor in order to elucidate whether the surrounding environment is the same and how the binding free energy per residue is affected. As it can be observed in Fig. S6 (ESI $\dagger$ ), more than half of the interacting residues are the same in both dynamics. However, the trajectory that includes AMP shows more residues present for at least $1 \%$ of the simulation time, which could mean that the presence of the co-factor induces some flexibility in the cavity and allows the interaction with more residues. However, as discussed above, the presence of these new additional residues interacting with OLU does not significantly influence the emission spectrum.

Once the most relevant protein residues have been identified, a potential correlation between their motion and the CT character of OLU was analysed. Fig. 10(A) shows the variation of the CT number with the distance between the centers of mass of OLU and of each of the 16 residues for the 100 snapshots of


Fig. 10 (A) CT number variation with the distance between the centers of mass of the chromophore and different amino-acids along the $100 \mathrm{~S}_{0}$ QM/MM MD selected snapshots. (B) Root mean squared deviation of the OLU inside the cavity. For both representations colours blue, green and orange represent clusters 1 to 3 .
the $\mathrm{S}_{0} \mathrm{QM} / \mathrm{MM}$ trajectory. As it can be seen, the CT number does not depend on any of the distances since all the positions of the surrounding amino-acids of the protein present a very wide range of CT numbers. However, Fig. 10(A) also shows that the position of some amino-acids is clustered into two or three regions defined by the distance from OLU. Previously, different positions of the chromophore were found for different protein species. ${ }^{105}$ This finding indicates that the location of the chromophore inside the enzyme could be relevant to determine its electronic properties. In order to analyze further a possible relation between the position of the amino-acids and the CT of the excited state of OLU the following analysis was performed. First, the RMSD of the chromophore inside the cavity was computed and, second, a clustering analysis based on the RMSD on the selected snapshots of the trajectory was performed. Fig. 10(B) shows the result of the RMSD analysis and the separation in three different clusters, which are represented in Fig. S7 (ESI $\dagger$ ). Moreover, colours in Fig. 10(A) represent whether the chromophore belongs to cluster 1,2 or 3 for each analysed structure. In can be observed that for some aminoacids, such as HIE247, GLY317, GLN340 and THR345, the distance to OLU does not depend on the cluster, while for others, for example, PRO320, ARG339 and ALA350, the clusters are well separated in terms of the distance to the chromophore. However, the different clusters do not provide different CT numbers. Specifically, the average CT numbers are $0.555 \pm$ $0.087,0.541 \pm 0.085$ and $0.559 \pm 0.054$ for clusters 1 to 3 , respectively. In addition, when a similar analysis is performed for the previously mentioned clusters formed by the smallest and largest CT numbers, shown in Fig. S8 of the ESI, $\dagger$ it can be observed that the smallest and largest values of CT are present for the same wide range of distances. Therefore, after a detailed analysis, we can exclude any dependency between the CT character of the emitting states of OLU and its position inside the cavity of the protein.

## 4 Conclusions

The intensive research on the OLU/luciferase complex performed along the last decades has shown that this biological system can be exploited in a wide range of applications. A deep knowledge of the photophysics of the chromophore/enzyme complex will allow the tuning of its properties, leading to the development of more efficient devices with enhanced properties. The CT character of the emitting electronic state is one of the key features of the complex since it is intimately related to the emission intensity. However, a clear consensus about the nature of this electronic state was not achieved yet. Here, we quantitatively characterized the bright state involved in both the absorption and emission spectra in terms of energy and CT character by combining MD simulations, hybrid QM/MM calculations, and transition density analysis. These results are compared with a simplified static model of OLU in vacuum, for which the electronic properties are computed along the SCCS torsion.

The static calculations of the chromophore in vacuum predicts a red shift of the absorption and emission spectra
when the molecule is distorted from the planar configuration. Moreover, such a distortion also induces the enhancement of the CT character and the reduction of the absorption and emission intensities. The spectra computed by QM/MM vertical energy calculations, based on snapshots sampled by classical MD, show a good agreement with the experiment. However, an energy dependency with the torsional angle was not found, since classical trajectories are not able to sample a wide range of torsional angles, which would be needed to obtain a remarkable red shift. However, when the conformational sampling is performed propagating the dynamics along the $\mathrm{QM} / \mathrm{MM}$ potential energy surfaces, the torsional angle distributions are slightly broader and the absorption and emission spectra shows the expected red shift for large deviations from the planarity.

The variation of the CT number with the SCCS dihedral angle, based on both classical and QM/MM dynamics simulations, was also investigated. However, a clear trend was not found because the interactions with the protein preclude large geometrical distortions of OLU. Nevertheless, further analyses including additional intramolecular and intermolecular degrees of freedom were performed. A clustering classification of the snapshots according to their CT number concluded that there is not correlation between the CT character of the chromophore and its intramolecular motion when OLU is embedded in the enzyme. Thus, the intermolecular OLU/protein and OLU/water degrees of freedom were also explored. Specifically, the protein residues that contribute the most to the binding free energy were identified. Then, a possible correlation between the motion of these residues and the position of the chromophore inside the cavity with the CT character of the chromophore was searched. However, once again, a clear dependency of the CT number with the OLU/residue distance was not found. Nevertheless, when the solvation sphere around the chromophore was analyzed, it was found that the presence of polar groups from the protein or water molecules interacting by hydrogen bonding with the oxygen atom of the thiazole moiety enhances the CT character of the electronic transition. Based on our analyses, we can conclude that protein mutations that introduces flexibility in the protein, allowing for a larger degree of mobility of the chromophore, or increases the solvation of the chromophore will induce an enhancement of the CT character and a reduction of the emission intensity. In the same way, if the mutation leads a more rigid protein scaffold or a more non-polar environment the CT nature will be reduced, increasing the emission intensity.
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