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ABSTRACT In order to complete useful tasks in complex and changing contexts, robots need to be able
to adapt their behavior or actions. This requires the ability to find effective approaches to the situation
at hand, and to maintain them until they keep being effective. The final goal can be summarized by the
will of maintaining a high performance during the whole life of the robot, regardless of the changes that
may intervene during its activity. In this work, we evaluate by the point of view of the resulting life-long
performance two methodologies for the adaptation of robots controlled by immutable network-based
control systems: the Nanowire Networks. We demonstrate that modifying the best found solution leads to
constant improvement and to overall better cumulative performance. Complementarily, we show that a less
constrained approach simplifies the exploration of different behaviors but reduces life-long performance.
Finally, we confirm previous results suggesting the potential of using this novel neuromorphic device (i.e., the
Nanowire Network) for the control of robots.

INDEX TERMS Life-long adaptation, online adaptation, adaptive robotics, nanowire network.

I. INTRODUCTION
Since the start of handicraft humans tried to produce systems
with a well-defined functioning, meaning that their response
to the external stimuli should be predictable. This has
remained true also to the present day. Engineers design
systems with the aim to produce an expected and desired
behavior. However, this becomes harder as the environment
in which these systems have to act become complex. Indeed,
an action can have different outcomes according to the con-
text inwhich it is executed. To prevent this undesired behavior
systems are often designed for constrained environments.
Alternatively, their design takes in consideration the set of
possible alternative situations. This is the approach classically
used in the design of industrial machines.

Constraining the working environment is not always
possible, and listing all the possible situations may not
be feasible. This problem started to emerge clearly in the
field of robotics, where autonomous embodied agents act
in highly dynamic and unpredictable environments. Besides
classical techniques from control theory and AI aimed
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at maintaining robot behavior within given ranges and
safety limits, automatic design of control software for robot
provides a viable and promising way for attaining robots
equipped with both robustness and flexibility in dynamic
environments. Among these approaches we mention those
employing evolutionary computation [1], [2]. This approach
tackles the problem dually, allowing the robot to experience
in multiple situations and thus producing more general
solutions. The result is the creation of more effective and
robust systems [3].
The typical approach for the automatic generation of

control systems is offline. This means that the controller is
optimized once in a training environment and according to
some metrics [4]. This is then uploaded to the robots in order
to perform the learned behavior in the real world. Offline
approaches are very powerful and effective, nevertheless they
require some cautions. The produced controller might behave
differently in the real word due to what is called ‘‘reality-
gap’’ [5]. Additionally, being immutable, the controller might
not work properly in face of changes in robot’s body,1 and

1Sensors and actuators naturally undergo breakdowns or aging, potentially
changing the resulting behavior completely.
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environmental conditions. Current works try to tackle those
problems by means of different strategies, for example by
using noise or considering the occurrence of failures during
the training [6].

A different approach to face dynamic and unexpected
situations is by using online adaptation. This approach
leaves the robot free to act in the environment, continuously
adapting its behavior to try improving its performance.2 The
robot becomes then able to autonomously face unexpected
situations in a continuously changing context. According to
the dynamics of the environment, the adaptation can work
on different levels [7]. A first implementation may simply
switch between some consolidated behaviors at the variance
of some external properties [8], [9], [10]. Another approach
may continuously optimize some parameters in order to
tune the behavior [5], [8], [11]. Alternatively, the adaptation
may operate by assembling a set of pre-defined fundamental
actions.

In this work we use a different level of adaptation,
characterized by the complete nescience of the agent in
the first stages of its life. We can define this approach as
purely adaptive, in that the robot has no initial knowledge
or ability and has to develop them from scratch. This
reflects the learning process as it happens in living beings,
where all the knowledge is acquired by experience. The sole
information the robot has comes from an evaluation function
that represents the goal that we want to achieve. Biologically,
this can be compared to the innate perception of pain or
happiness that drives the very first behavioral adaptation in
living beings [12]. From a technical point of view, we use
an adaptive mechanism recently proposed for the online
adaptation of robots [13], [14], [15], [16], [17]. This involves
a continual reconfiguration of the robotic control system in
order to adapt to changes in the environment.

The goal of this work is to assess if the proposed
mechanism manages to adapt the robot maintaining better
life-long performances than a random approach. Indeed,
although the search of an effective behavior is important,
it should not overshadow the life-long or cumulative quality
of the behavior. This is especially true considering the online
adaptation context in which we work, where the whole life
of the agent matter. A robot able to efficiently perform a task
in an instant, that however stays idle, useless or even causes
damage in the other moments, is much less desirable than a
mediocre robot that overall succeeds in its duty. We want a
system able to adapt while perpetuating its strengths into the
newly tried behaviors. In other words, we want a robot able
to maximize its life-long or cumulative performance.

The online adaptation is not the only aspect treated in
this work, nor its only motivation. Our long term goal
is the miniaturization of robots for missions in unknown
environments. This poses many constraints also on the
complexity of the control systems used. Specifically it

2Differently from online learning techniques, the process of adaptation
potentially never stops.

limits the available energy, cost, and size, making common
computing systems unsuitable for our goal. To face this
problem we decided to try exploiting novel and promising
computing systems. Specifically, here we consider the use
of Nanowire Networks [18]. Those devices posses many
desirable characteristics, mainly being cheap to produce,
small and potentially integrating computing and memory.
The drawback consists in their topological immutability,
necessitating external interfaces and proper stimulation to
induce the desired response [19]. This work stands here,
aiming at exploring the best solutions for the adaptation of
robots controlled by Nanowire Networks.

This article is organized as follows. Section II summa-
rizes previous work on the topics covered. Specifically,
it focuses on previous usage of online adaptation techniques
and Nanowire Networks in robotics. Section III concerns
the online adaptation strategies used in our experiments.
We describe their design and their functional differences.
Subsequently, section IV describes Nanowire Networks
and their working principle in order to give the reader
the technicalities required to fully understand our work.
In section V we describe the settings of the experiments and
we introduce which metrics we are going to analyze. The
analysis of the results and their discussion is provided in
section VI. Section VII is devoted to general considerations
on the results obtained and on how they influence the current
state of the research. Finally, the section VIII summarizes
the work done and the results obtained, with an outlook at
possible future developments.

II. PREVIOUS WORKS
In the introduction we described as different levels of
continuous adaptation may exist. In this work we opted
for a pure online adaptive mechanism. This means that no
preliminary training is performed offline, and that the robot
starts from a condition of total unawareness, that in most
of the cases determines the incapacity to approach the task.
Additionally, it also does not know any low-level behavior,
as instead happens in other works on adaptation that focus on
using or reorganizing a basic set of actions [9], [10]. We can
rationalize this choice by illustrating the design history of the
mechanism.

Its first description appears in [13], [14], and [15], where it
is used to adapt the behavior of robots controlled by Boolean
Networks (BNs). BNs are network-based systems where
the interaction between the nodes is controlled by Boolean
functions [20]. Although their offline training is possible,
the work focussed on discovering if the context in which a
robot learns leads to the emergence of different behaviors
from the same control system, in what it’s called phenotypic
plasticity.

A second appearance of this mechanism is in [16] and [17],
where it is used for the adaptation of robots controlled by
Nanowire Networks. In that work the motivation behind the
online adaptation changes, as it is justified by the immutabil-
ity and heterogeneity of the control devices. Indeed, each
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NNs is unique and cannot be exactly replicated nor modified.
In an offline approach, this would require to train each
existing robot independently, as a common solution cannot
be identified. Additionally, it may not be always possible to
obtain similar behaviors,3 complicating the creation of teams
able to face cooperative tasks. Different robots should be
trained to maximize group performance, greatly increasing
the complexity of learning. Indeed, since many behaviors
potentially exist, each robot should be trained to perform
well in most of the situations. Even assuming that it is
possible, this may be fragile to the addition of unexpectedly
behaving robots, leading to possibly undesired emerging
behaviors.

Those properties limit the effectiveness of offline training,
and favor the adoption of online adaptation. This already
requires the control system of each robot to be adapted
independently, and additionally allows to continuously opti-
mize the behavior for each specific condition. The scalability
of the system is therefore intrinsically increased, as the
addition of a new robot would simply cause the adaptation
of the neighbors. We can conclude that in the context of
heterogeneous and scalable robot groups the presence of
continuous adaptation, led by an intrinsic driving force (i.e.,
an evaluation or objective function), can be considered an
essential condition for the emergence of complex desired
behaviors.

Compared to previous publications, the novelty of this
work consists in analyzing the behavior of the robot from
the point of view of the life-long performance. Approaches
considering only the final or best performance are not
suitable to evaluate online adapting robots, which have to
maintain high-quality behaviors for most of their life. This
shed a new light on previous results, demonstrating that
mechanisms able to produce similar maximal results does
not always produce the same life-long performance. To the
best of the authors’ knowledge, this is the first time that
this type of analysis is used to evaluate online adapting
robots. Finally, due to the novelty of NNs in robotics, our
previous work only evaluated their use in simple tasks, such
as collision avoidance [17]. In this work we test the system
on more complex experiments requiring not only reactive
or memory based behaviors, but also a combination of the
two.

III. ONLINE ADAPTATION
In this work we describe the adaptive mechanism, and
we compare it with a baseline algorithm performing a
random sampling of possible solutions. We call the first local
adaptation (LA), and the second random adaptation (RA).
Both methods are designed to operate on a network-

based, immutable control system. The process consists in
its coupling with the sensors and actuators of the robot (see
Figure 1). The main idea is that we can inject the signals

3Different NNs may not contain enough complexity to achieve every
possible behavior.

FIGURE 1. Schematic representation of the control architecture.
[S0, . . . , Sn] represent robot sensors, while ML, MR represent left and
right motors. [α0, . . . , αn] are the weighting factors, different for each
sensor signal. β represents the influence of the motor resistance in the
electrical equivalent system.

from the sensors to specific points of the network in order
to produce a perturbation suitable to control some actuators.
Conversely, taking the signals from specific points of the
network to control the actuators can be seen as a change
in the interpretation of network state. The mechanisms do
not modify the NN, but only its sensory and possibly motor
couplings. The couplings between the robot and the NN
represent a solution or a configuration.

A. LOCAL ADAPTATION
Local Adaptation (LA) is based on the controlled perturbation
of the best solution identified. The idea relies on the
assumption that minor modifications do not completely
change the behavior and instead allow the exploration
of similar solutions. If this exploration discovers a better
configuration, this becomes the new origin from which to
start the next step of the adaptation (see Algorithm 1).

Algorithm 1 Pseudocode of the Local Adaptation (LA). The
lines in red are the main difference between LA and RA
let N be the set of nanowires of the NN
best_C ← new couplings
best_p← evaluate_performance(best_C)
for 1 to number of steps do
if best_p < threshold then
C ← new couplings

else
C ← perturb_couplings(best_C, N )
C ← perturb_weights(best_C)

end if
p← evaluate_performance(C)
if p ≥ best_p then
best_C ← C
best_p← p

end if
end for

In practice, the strategy consists in modifying the coupling
between the sensors4 and the robot controller (i.e., the NN).

4Modifying the coupling between the network and the actuators is also
possible, but it is not considered in this work.
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When the adaptation occurs, a random subset of the couplings
is chosen and reconfigured towards different points of the
network (see Algorithm 2). The possible reconfiguration
points must be free (i.e., not already coupled to a sensor)
and more than two junctions distant from the outputs (i.e.,
the points of the couplings with the actuators). The size of
the modified set determines the difference between the two
configurations, how much the algorithm is able to explore,
and how much it tries to refine the current configuration.

Algorithm 2 Pseudocode of perturb_couplings. To simplify
the logic, we consider C as the set of nanowires the
inputs/outputs connect to. This means that in this pseudocode
changing c only means changing the nanowire a coupling
connects to
Input: C : couplings, N : nanowires
Output: C
O← {c ∈ C | is_output(c)}
I ← {c ∈ C | is_input(c)}
N1← {n ∈ N | n /∈ C, and distance(n,O) > 2}
pick_randomly I1 | I1 ⊂ N1 and 1 ≤ |I1| ≤ 4
pick_randomly I2 | I2 ⊂ I and |I1| = |I2|
C ← C \ I2
C ← C

⋃
I1

The adaptation also influences the weights of the couplings
between the sensors and the controller (see Algorithm 3).
This means that the strength of the signal transported may
be amplified or attenuated according to the weight of the
coupling. This allows to balance the influence of specific
inputs in the computation. Some use cases include the
attribution of a greater/lower importance to some sensors,
or the homogenization of inputs with different range of
values.

Algorithm 3 Pseudocode of perturb_weights
Input:W : weigths, σ
Output:W
W ← {w+ gaussian(0, σ ) : w ∈ W }
W ← {max(0,w) : w ∈ W }

One of the risks in using LA is that the initial solution
from which the adaptation starts might be excessively far
from a good one, i.e., it may require too many modifications
to become satisfying. In this context, the method may fail
in trying to escape some very bad local optima. In the
attempt to mitigate this problem, LA uses a threshold to
postpone the local adaptation until a minimum acceptable
solution is found. We can imagine this strategy as the
application of a bootstrap phase. This works by checking if
the performance of the robot is greater than a given value.
Basically, it allows exploring randomly by modifying the
totality of the couplings, starting then a finer optimization
as soon as a good enough solution is found. The choice of
the threshold value is important, in that it strongly impacts

the direction of the adaptation. A too high value would
prevent the local optimization, starting a random sampling of
solutions.5 A too low valuewouldmake the initial exploration
limited, maintaining the risk of optimizing ill-couplings as in
the LA implementation without threshold. Finally, since this
parameter is related to the performance of the robot, this has
to be tailored on the specific task. In this work, we selected the
threshold value through the qualitative analysis of limited set
of experiments. Nevertheless, it is also possible to calibrate
this parameter using some optimization techniques.

B. RANDOM ADAPTATION
In order to compare the quality of the guided adaptation
performed by LA, we decided to set up a baseline algorithm
generating a random configuration at each adaptation step
(see Algorithm 4). We call it Random Adaptation (RA).
This approach is able to potentially produce any possible
configuration, therefore allowing in principle to find the
global best solution in any situation. This makes RA
potentially more powerful than LA, that may instead get
trapped in some local maxima. Nevertheless, this approach
may prove to be inefficient as it lacks a strategy to drive the
adaptation. The result is that RA may waste time trying many
poor configurations.

Algorithm 4 Pseudocode of the Random Adaptation (RA).
The line in red is the main difference between LA and RA
let N be the set of nanowires of the NN
best_C ← new couplings
best_p← evaluate_performance(best_C)
for 1 to number of steps do
C ← new couplings
p← evaluate_performance(C)
if p ≥ best_p then
best_C ← C
best_p← p

end if
end for

Technically, the adaptation process is similar to LA, with
the couplings between the sensors and the NN being con-
tinuously modified. The algorithm also applies a weighting,
amplifying or attenuating the signals. The difference with LA
consists in the size of the modified set of couplings, that in
RA contains all of them. This means that using RA all the
couplings will be reconfigured towards random points of the
network, still maintaining the constraints of unique sensor
input per node and distance from the actuators. Additionally,
also the weight attributed to each coupling will be sampled
completely at random.

IV. NANOWIRE NETWORKS
The long-term goal of this work is the creation of cheap,
miniaturized, autonomous robots. This limits the use of

5This is the approach used by the Random Adaptation (RA), as described
later.
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FIGURE 2. Microscopy image of a Nanowire network. Picture taken
from [18] by courtesy of the authors.

computationally powerful controllers and supports the adop-
tion of novel computing devices. Specifically, in this work we
consider a recently proposed system that exhibits complex
dynamics: the Nanowire Network (see Figure 2). Those are
electrical devices composed of nanometric silver wires [18].
The production process is relatively simple, only consisting
in the drop-cast of wires into an insulating substrate [21].
The NN resulting from the production process can be

statically represented as a nanoscale circuit of resistors. The
junctions between wires represent the resistances, with their
conductance decreasing as the distance between the two
wires increases. Nevertheless, this static representation is
limited. Indeed, NNs present a complex dynamic in time,
with the resistivity of each junction changing according to
its recent stimulation. When two adjacent wires are subject
to a voltage difference, the silver particles that compose them
move towards the junction. This process creates a bridge that
shortens the distance and therefore reduces the resistivity
of the junction. The accumulation of the particles happens
in time, causing a smooth variation of the conductivity.
When a sufficient amount of particles is accumulated, the
decrease in resistivity stops in a stable state. Vice versa,
if the voltage difference across the wires is removed, the
bridge starts to dissolve. This leads the system back to its
original resistive state. In this work we consider the voltage
stimulation as the only way to modify the internal state of
the NN.

The interesting dynamics of the NNs has recently attracted
attention, especially from the area of computer science. The
main points of interest reside in the possibility to store
information directly into the computing device,6 and to
change its functioning accordingly [22]. This possibility is
thought to allow overcoming the costs related to information
transfer, as it is needed in systems based on the Von
Neumann architecture [23]. Additionally, the device presents
some similarities with the neural system [24], [25]. The
dynamic of the junctions has been indeed compared with
the strengthening of the synaptic connection between two
stimulated neurons, in what is commonly known as Hebbian

6The NN can be used as a short term memory by exploiting its memristive
properties.

theory [26], [27]. This suggests that the use of NNs may be
effective in AI systems. Recent works used NNs as reservoirs
in Reservoir Computing in order to solve some classical AI
tasks, such as digits recognition inMNIST andMackey-Glass
time-series prediction [19]. Another aspect that supports
the current interest on NNs is the expected reduced power
consumption in performing complex operations, a property
common to many analog computing devices [23].

V. EXPERIMENTAL SETTINGS
The aim of this work is to assess the overall quality of the
behavior during the life of an adaptive robot. To achieve this
result, we evaluate the robotic system in two experiments. The
first is the ‘‘T-maze’’, that assesses the ability to exploit the
network plasticity. The second is the ‘‘foraging’’, that checks
the system in a well-known minimally cognitive task in the
field of robotics [28], [29].
The setup consists in the generation of 150 unique NNs

replicas. These networks are the core of the robotic control
system and are not externally modifiable. The only way to
influence them is through the adaptation of their couplings
with the robot sensors, as described in section III. This is done
through the use of the two adaptive mechanisms: LA and RA.
The adaptation to each of the two tasks is guided by a specific
evaluation function, that acts as a driving force to adapt the
behavior [12]. This calculates the instantaneous performance
according to the local perception of the robot at discrete
time-steps (i.e., after each action). Before the adaptation, the
overall performance obtained by the coupling is computed
as a sum for the foraging, and as an average for the T-maze.
Each set of couplings between the robot and the NN is called
configuration or solution, and is tested during an epoch.
At the end of each epoch the solution is adapted according
to the obtained performance. The amount and duration of the
epochs is task-specific and depends on its complexity:

The performance of the robot in the task drives the
adaptation process. In order to be effectively autonomous, the
evaluation policy has to be defined as an intrinsic value of
the robot itself. In other words, the robot must autonomously
understand how well it performed. This policy must take in
consideration only the local perception and activity, namely
the state of the sensors and actuators. This means that no
external reward mechanism should be used.

To assess the quality of LA we compare its performance
with that of RA. The evaluation focuses on the overall
performances during life, and also considers the best results
found during the whole life. The goal is to assess how
effective the two proposed techniques are in exploring the
space of possible solutions while maintaining an acceptable
behavior.

144412 VOLUME 11, 2023
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We conduct all the experiments using theWebots simulator
and the Python programming language. The model of the
robot employed is the E-puck [30]. All the code and results
are available online [31], [32], [33].

A. T-MAZE
We designed the T-maze task to assess whether the intrinsic
dynamics of the NN can be effectively exploited by the
adaptation. In the T-maze task, the robot has to travel
a corridor till its end and then turn either left or right
(see Figure 3). The information on the correct direction is
provided by coloring the initial part of the corridor. The
intuition is that to perform the correct turning the system has
to take advantage of the junction plasticity to create some sort
of memory.

More precisely, in the T-maze task we require the robot
to reach the correct end-point of a T-shaped maze. This is
divided in different areas:
• the start;
• the transition;
• the ending points.

Each of them is characterized by a well-defined color,
allowing the robot to assess the quality of its behavior. The
start of the maze periodically alternates between two different
shades: white and black. The ending points are static and of
different colors, again black and white. Finally, the transition
area is gray, and it is intended for interrupting the signal
associated to the correct end-point.

The robot perceives its surroundings through the use of
a ground sensor, a negated ground sensor, and 8 proximity
sensors. The formers enable perceiving the color of the
ground; the latter to identify obstacles such as walls. At the
beginning of an evaluation epoch, the robot is placed
at the start point. The color of the ground determines
the correct destination to reach. Specifically, the robot
has to reach the area of the opposite shade (i.e., white
for a black start, and vice versa). At half of the epoch
duration the robot position is reset to the start, and the
color of the ground changes to the opposite shade (i.e.,
white → black or black → white), effectively changing
the destination. This design allows to test the ability of the
robot to reach both the destinations. Additionally, it permits
to understand if the correct destination has been reached
just by looking at the ground color through the sensors. The
evaluation policy can therefore be defined just according to
the perception, effectively allowing to embed it into the robot
itself and avoiding the presence of an omniscient rewarding
mechanism. It is defined as follows:

scorei = 2 · (1− αi) · (1− βi)− αi (1)

where:
• α ∈ {0, 1} is 1 if the ground color is the same as the
starting one, 0 otherwise;

• β ∈ {0, 1} is 1 if the ground is gray, 0 otherwise;
• i is the index of the evaluation step.

The given policy aims to reward behaviors which rapidly
escape the starting area and reach the correct destination.
Specifically, hovering an area of the same color of the
start causes the performance to decrease, while staying
on an opposite shade causes the performance to increase.
Traversing the transition area does not directly affect the
score, however this introduces a bias favoring the movement
of the robot towards the end of the corridor.

Finally, for the T-maze LA makes use of the adaptation
threshold as described in the Online Adaptation section. This
allows to explore randomly for few epochs until a minimum
acceptable solution is found. Preliminary investigations
suggest indeed that its use speedups the discovery of a
successful behavior [16], [17]. For this task, we chose
the threshold value according to a qualitative analysis of
some preliminary tests. The goal is avoiding a relentless
random exploration, and instead maintaining it relatively
brief. We decided to use a threshold value of 15, which
induced the longest bootstrap phase in the experiments to
last 30 epochs. Considering 300 epochs of adaptation, this
means that the longest bootstrap phase took 10% of the
whole adaptation. This is important to correctly compare
the two adaptive mechanisms and to avoid LA to behave
like RA.

B. FORAGING
The foraging is a classical robotic task that requires the agent
to find and bring preys to the nest. The arena is divided in two
areas:

• the nest;
• the hunt-field.

The nest is where the captured preys shall be brought, while
the hunt-field is where the preys are initially located.

In our implementation, we use a circular arena with an
external hunt-field and an internal nest (see Figure 3). Each
area is characterized by a different color that the robot can
distinguish through its ground sensors. A light source is
positioned at the center of the arena, providing a landmark
that the robot can perceive through its light sensors.

Thin white plates homogeneously distributed in the arena
represent the preys that the robot has to collect. They are
passive, meaning that they do not have any active behavior
and can be moved only by the robot. The latter is equipped
with eight light sensors and two ground sensors, one of
which is negated. Two wheeled motors and a gripper are the
actuators that allow the robot to influence the environment.
The firsts are controlled by continuous values, while the state
of the latter changes if the control signal from the NN exceeds
a given threshold.7

The evaluation policy should drive the adaptation in order
to obtain behaviors with a capture in the hunt-field and the
subsequent release in the nest. To achieve this result, we can

7We choose a threshold of 0.5 for an output in range [0, 1].
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FIGURE 3. The arena of the t-maze (left) and foraging (right) tasks.

define the evaluation function as following:

scorei =


50 if Ai ∧ ¬2i ∧ f (Pi)
100 if Ai ∧2i ∧ f (Ni) ∧ g(Pi)
−50 if Ai ∧2i ∧ f (Hi) ∧ g(Pi)
0 otherwise

(2)

where:
• A ∈ {False,True} is True if the gripper state changed,
False otherwise;

• 2 ∈ {False,True} is True if the gripper is currently
open, False otherwise;

• f (x) is a function that returns True if the color of
the ground before the gripper action was equal to the
parameter x, False otherwise;

• g(x) is a function that returns True if the color of the
ground after the gripper action is equal to the parameter
x, False otherwise;

• P,H ,N are respectively the colors perceived when
hovering a prey, hunt-field, and nest;

• i is the index of the evaluation step.
The given policy defines a capture as the closure of

the gripper while the robot is on a white ground (i.e., the
prey). Differently, it identifies a release by looking at the
color of the floor before and after the gripper opens. If,
after the release, the color is different from white, then
there has not been any release. It is important to underline
that the robot does not know if the gripper is open, and
neither if it is carrying a prey. Indeed, there is no feedback

loop going from the actuators to the control system, and
assumptions can be made only by looking at how its actions
influence the environment. The alternative is for the robot
to autonomously develop an internal memory, exploiting
the plasticity of the network to save information about its
state.
Another aspect that emerges from the evaluation function

is that a release in the hunt-field is penalized by the
same amount used to reward a capture. This prevents both
increments and decrements of the evaluation function value
in case of a capture-release sequence outside the nest.
Direct and interleaved deliveries to the nest will therefore
have the same final performance value. The only difference
may consist in the total delivery time, possibly allowing
additional captures to the fastest behavior. This choice
prevents the discarding of acceptable solutions, although
allowing the perpetuation of possibly inefficient ones. On the
long run, the expected result is the optimization of the length
of inefficient sequences in order to increase the delivery
speed.
It is important to highlight that a capture in the nest is

not possible. Indeed, the white plate (i.e., the prey) almost
immediately vanishes after the release. The permanence time
before disappearing is just sufficient for evaluation function
calculation, and does not allow a second capture.
Finally, for the foraging task LA does not make use of

the adaptation threshold. Indeed, preliminary analyses did
not show any advantage in using this bootstrap phase in this
task.

144414 VOLUME 11, 2023
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VI. RESULTS
In this work we are interested in understanding how the two
adaptive mechanisms impact the overall performance of the
robot during its life, and how well they explore the space of
possible solutions.

A preliminary analysis consists in assessing which per-
centage of the replicas succeeded in achieving a minimum
acceptable result during their life, and at which step they
did it. We can measure this by a Run Length Distribution
(RLD) that provides the percentages of successful replicas
along the epochs. For the T-maze task we consider the
number of correctly reached destinations, and for the foraging
task the amount of correctly delivered preys. We expect the
performances of the two mechanisms to be initially similar,
and to deviate in favor of LA as soon as it finds some good
enough solutions to optimize.8 The results of the foraging
task seem to confirm this expectation, with the difference
between LA and RA that increases with the simulation time
(see Figure 4). Nevertheless, the results of the T-maze are not
strong enough to confirm this thesis. Indeed, in this task the
difference in performance of the two mechanisms remains
relatively small.

The analysis of the RLD also shows that the distance
between the performance obtained by LA and RA does not
diverge only according to the epoch, but also according to
the chosen threshold of acceptability. Taken the foraging
task and increasing the threshold by one delivery at a time,
we can see that the gap between the performance of the
two mechanisms also increases (see Figure 4). This suggests
that the improvement of LA over RA directly correlates
to the number of deliveries required, and therefore to the
complexity of the task. In the T-maze this correlation is not
visible. Indeed, 100% of the replicas succeed in at least one
reach, and the percentage difference for the two reaches is
too small to draw any conclusion. Overall, we can expect
LA to perform better when the task is complex (i.e., when
the set of acceptable solutions reduces), provided that it is
granted with enough time for the local search to start being
effective.

The analysis of the RLD allows to understand the
effectiveness of the mechanisms according to the complexity
of the task and the available time (i.e., the number of
epochs considered). Nevertheless, it considers only if a
replica reaches a given threshold before a specific epoch.
This completely ignores if the performance was just by
luck or if the robot effectively learned and improved a
successful behavior. In order to address this question,
we analyze the average performance obtained by all the
replicas with the two mechanisms at each epoch. To have
a clearer view of the trend, we average the performance in
a 25 epochs window.9 The results show a higher life-wise
performance for LA in both the tasks (see Figure 5).

8In the very first epochs the behavior of LA and RA is comparable due to
the presence of the threshold.

9The trend remains the same even with narrower and wider windows.

FIGURE 4. Run length distribution indicating the percentage of replicas
that succeeded in reaching both the target destinations (T-maze), and in
delivering the specified amount of preys (foraging). On the right side of
each plot the difference between the final result of the two mechanisms
is highlighted. On the top we plot the T-maze results, on the bottom the
foraging ones. Both the results exclude the base-case of just 1 target
reach and 1 prey delivered in that all the replicas managed to achieve
these results with both the mechanisms in the very first stages of the
experiment.

Additionally, while the performance of RA remains low and
stable during all the simulation, in the foraging task the
performance of LA shows an increasing trend. This means
that the performance difference of the two mechanisms is not
constant, but increases with time in favor of LA. This trend
is of primary importance, as the online adaptation aims to
produce systems that maintain and improve the discovered
behaviors.

The analysis of the average performance in time allows to
understand the overall quality of the behaviors found by the
two mechanisms. Nevertheless, this measure may be sensible
to replicas outliers. Indeed, a subset of robots might have
learned an extremely well performing behavior, increasing
the average of thewhole group. Alternatively, few very poorly
performing replicas might affect the results in the opposite
direction. To verify this possibility we have to move to a
higher level of detail, verifying the performance distribution
of the replicas.We consider the cumulative amount of reaches
for the T-maze and of deliveries for the foraging. In both
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FIGURE 5. Average performance over all the replicas at each epoch. The
result is again averaged over a window of 25 epochs in order to more
clearly show the pattern. On the top we plot the T-maze results, on the
bottom the foraging ones.

the tasks the replicas adapted with LA performed better,
producing significantly different statistical distributions10

(see Figure 6). In the T-maze this difference is particularly
high, with the worst score obtained by LA being higher
than the median of RA. The results of the foraging tasks
are less impressive, but we can still observe a substantial
amount of replicas with high performance. Specifically, more
than 25% of the replicas earned higher scores than the best
obtained by using RA. These results indicate that the better
overall performance identified earlier is not due to outliers,
but to a factual difference in the quality of the generated
behaviors.

Another interesting aspect to analyze is the relation
between the maximum and the cumulative score for each
replica. This measure helps to understand the weight of the
best epoch in the life-wise performance. Additionally, it gives
supplementary information to compare the two adaptive
mechanisms. In the T-maze it is not possible to identify
any particular relationship between these two measures
(see Figure 7). Indeed, some replicas obtaining relatively

10We performed the pairedWilcoxon test obtaining p-values of 3×10−26

for the T-maze and 10−18 for the foraging.

low epoch-wise scores manages to obtain better cumulative
performances than others performing better on a single epoch.
The foraging results seem to suggest instead a tendency for
direct correlation, with replicas obtaining high epoch-wise
scores also displaying better life-wise performances. The
T-maze results may depend on the complexity of the task,
requiring a finer tuning and therefore complicating the
replication of the successful behaviors. This means that the
perturbation of a good solution is less frequently of the same
or higher quality and more luck is needed to improve the
performance. With an analogy to search landscapes [34],
it is likely that the landscape in our definition of the
T-maze task is rather rugged, i.e. characterized by the fact
that configurations that are close do not produce similar
evaluations. Obviously, since RA does not perturb the best
solution this argument is valid only for LA. Additionally,
the objective function of this task heavily depends upon
the reach of the target destinations, creating two disjoint
clusters of results. This means that when the adaptation
finds an effective configuration it experiences a substantial
increment in performance. On the other hand, it implies that
we cannot rely on small improvements to drive the adaptation
to the desired behavior,11 and that instead more luck is
needed. Producing good foraging behaviors may require
less refinement, increasing the cumulative performance and
allowing an easier propagation of good behaviors when using
LA.12 Also, in this task the objective function causes a
more continuous performance trend allowing the adaptation
to gradually improve the behavior. Finally, it is possible
that in this task the best score has a higher effect on the
cumulative performance. This impact is in any case limited,
as in the opposite case we would expect the cumulative
performances of RA and LA to be much more similar
when compared on replicas with similar best score. Instead,
it is clearly visible that the cumulative performances of LA
are much higher than the ones produced by RA, creating
two mostly disjoint clusters. This implies that a single
effective solution is not enough to strongly influence the
life-wise performance. Overall, we can conclude that finding
a successful solution simplifies the improvement of the
overall performance, at least when using LA. This mostly
depends on the level of tuning required by the task and
on the chosen objective function. We can also conclude
that the presence of a high life-wise performance does
not imply that the adaptation produced a good performing
solution. Indeed, the ability to effectively propagate mediocre
behaviors may still lead to obtain a high cumulative
performance.

VII. DISCUSSION
The goal of this work is to assess how two adaptive
methodologies perform during the whole life of a robot. Our

11The adaptation cannot follow a gradient of performance to improve.
12Differently from RA, LA operates by perturbing the best solution found

and can therefore replicate successful behaviors.
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FIGURE 6. Distribution of the life-long performance of each replica in the T-maze and foraging tasks by use of the two adaptive mechanisms. The orange
boxes show the distribution of the T-maze scores, the blue boxes the distribution of the foraging scores. On the ordinate axis (i.e., the y-axis) is indicated
which adaptive methodology generated the data. The top axis shows the values of the T-maze distribution, the bottom one the scores of the foraging
distribution.

results show that RA sometimes allows finding solutions that
outperform the ones of LA. We believe this to be due to LA
stalling in a local maxima, preventing the adaptation to better
results. However, when not blocked in the surrounding of a
poor solution the perturbation of a successful configuration
often leads to better performance, both epoch- and life-
wise. This is due to the search in the neighborhood of
the best configuration found, raising the probability to
find another acceptable solution and increasing the life-
wise performance. Contrarily, the almost unconstrained
search granted by random adaptation often leads to the test
of poor behaviors, lowering the cumulative score of the
robot.

Overall, RA explores the solution space without any
constraints, yet not being able to produce outstanding
configurations except for lucky trials. LA searches a way
to continuously improve its best solution, often landing
to quite good configurations and leading to a higher life-
wise performance. This characteristic of the performance
evolution over time is of primary importance, as the
adaptation of real robots is strongly interested in systems that
keep obtaining good results while attempting to improve their
performance.

Most current work about online adaptation and learning
start with some high level assumptions on the structure of the

controller. The robot often knows a set of fundamental actions
that enable it to obtain the desired behavior. Alternatively,
the robot may already know the logic of the algorithm
to run, limiting the adaptation to the runtime optimization
of some parameters. In our research we work at a lower
level of abstraction, where the robot starts the adaptation
completely unaware of any action or logic. The only
knowledge permitted is that of a function intrinsic to the
robot allowing to understand how well it is behaving.
This approach is more general and potentially allows the
emergence of novel behaviors. Indeed, the robot is not
constrained by some fundamental actions, and can create
them according to its needs. We were amazed to observe
the emergence of some unexpected behaviors during the
run of some preliminary experiments. In the T-maze task,
the robot started to exploit the elastic collisions supported
by the simulator to obtain better scores. The adaptation
discovered that a rapid impact against a perimetral wall
produces a bounce. This collision lifts the robot, allowing the
ground sensor to perceive a signal equivalent to the white
destination. This behavior does not effectively impact the
emergence of the desired result, as the performance increases
by spending more time on the white area. However, it initially
drove the adaptation of some robots unable to reach the
white destination. Also in the foraging task we observed
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FIGURE 7. Correlation between maximum and cumulative performance
obtained by each replica adapted by LA and RA in the two tasks. The
abscissa axes shows the cumulative performance during the life, the
ordinate axes the maximum score obtained. The results of the T-maze
task cluster into two main groups, discriminating the instances that
managed to reach both the target destinations.

some unexpected behaviors. The robot learned to exploit the
minimal time interval between the release on the nest and
the vanishing of the prey to perform an ulterior capture and
release action. This initially leads to performances otherwise
impossible to obtain. Obviously, although interesting, all
these exploits have been disallowed before the start of the
final experiments, in order not to affect the quality of the
analysis.

Both the mechanisms used in this work present some
strengths. RA allows a more homogeneous exploration, and
prevent stagnation on local maxima. LA makes it possible
to obtain better results both during life and in the single
epochs. In the online adaptation of robots we aim at all
those features. To attain this goal, we plan to work on the
definition of a new adaptive methodology able to maximize
the life-long performance while maintaining the ability to
explore. We believe that this mechanism should be able
to perturb the best solution dynamically, according to its
score. Alternatively, we may allow perturbing also worse
configurations. This would enlarge the set of solutions
that may be reached by the adaptation, possibly enhancing
diversification.

The ability to adapt to changes and to create novelty
makes our approach potentially powerful. Nevertheless,
there are some aspects that can be improved. The initial
ignorance and therefore the need to generate the actions
from scratch complicates the creation of good behaviors.
Additionally, the reconfiguration of a subset of couplings
towards random points of the network may cause a sudden
drop in performance. This is the case when we reconfigure
couplings that strongly influence the resulting behavior.
To improve these aspects we plan to devise some heuristics
allowing a more controlled adaptation. The idea is that
some information like the distance of the reconfiguration
point can be used to modulate the adaptation, possibly
being more aggressive in the first stages and less when
approaching a good solution. This may even help to solve
the previously stated problem of getting stuck in the
neighborhood of a local maxima. The expected result would
be the increment in the adaptation speed and in the life-long
performance.

Due to the limited availability of Nanowire Networks
devices, all the experiments of this work were performed in
simulation. This allows to test a wide amount of different
topologies, and therefore to avoid biases due to ill-instances,
i.e., devices very (un)suitable to perform the desired task.
Howbeit, there are plans to create a hardware implementation
of the proposed control system. We conceive a NN coupled
with a Microelectrode Array (MEA) injecting signals to
different areas of the device as it is done with neurons
and tissues [35], [36]. Although conceptually different
from stimulating a single nanowire, in reality the behavior
is expected to be similar. Indeed, neighbor nanowires
naturally exhibit negligible differences in their electric
potential. This means that stimulating a single nanowire
or its neighborhood has a comparable effect. Alternatively,
recent works and different but similar architectures (e.g.,
multiterminal memristive networks) show that is possible to
target single nanowires [18], [37]. This opens the way to the
development of a package enriched with pins connected to
single nanowires. The sensory inputs should be preprocessed
to avoid damaging the device, and then feed in it. In the
same way, the outputs should be adjusted to effectively
control the actuators. The adaptation mechanism can be
initially obtained through a proper usage of multiplexing
and memories, and eventually substituted by more advanced
solutions such as self-assembling wires [38]. We expect the
implementations of LA and RA to be very similar, just
differing in the use of the best configuration saved in the
memory.

Although not in the scope of this work, the obtained results
suggest that the proposed mechanisms may be applied to pro-
duce heterogeneous self-organizing multiagent systems. This
potentially allows the creation of more resilient and advanta-
geous networks of devices performing tasks for which they
were not initially developed. Specifically, we envision IoT
devices equipped with NNs for advanced and not pre-defined
AI tasks at low power consumption and costs. In future,
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entire factories may adapt their production processes accord-
ing to single constituents, automatically learning how to
balance the work-load according to a general evaluation
function.

VIII. CONCLUSION
In this work we analyze the life-long performance obtained
by the adaptation of robotic behaviors with two different
mechanisms. The assumption is that an online adaptation
should try to maximize the performance during the whole
process. We observe that a mechanism adapting the best
found solution (i.e., LA) usually performs better than a
mechanism exploring at random (i.e., RA). Specifically, the
obtained performance is higher both comparing the best
behavior and the whole life of the individual. However,
we occasionally witnessed some randomly adapted solutions
performing better in a specific instant. We attribute this
divergence to the adaptation of the best solution stagnating
in some local maxima. The random exploration of the whole
space of solutions prevents this problem, but it does not
perpetuate the valid behaviors and leads to poor life-wise
performances. Overall, we highlight the ability of the two
mechanisms to discover novel and unexpected solutions,
demonstrating the flexibility of the approach.

The obtained results suggest that a future development of
the local adaptive mechanism should consider the possibility
to occasionally perform a completely random search, or in
any case a destructive action, to try to escape from local
maxima. This includes also the possibility to dynamically
modulate the perturbation of the best solution, à la Variable
Neighborhood Search [39]. Finally, we aim to improve the
life-long performance by devising a mechanism to more
efficiently reuse the knowledge acquired by the robot during
its life.
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