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ABSTRACT

Standard methods, such as sequential procedures based on Johansen's
(pseudo-)likelihood ratio (PLR) test, for determining the co-integration rank
of a vector autoregressive (VAR) system of variables integrated of order
one can be signi cantly a ected, even asymptotically, by unconditional
heteroskedasticity (non-stationary volatility) in the data. Known solutions to
this problem include wild bootstrap implementations of the PLR test or the use
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of an information criterion, such as the BIC, to select the co-integration rank.
Although asymptotically valid in the presence of heteroskedasticity, these
methods can display very low nite sample power under some patterns of non-
stationary volatility. In particular, they do not exploit potential e ciency gains
that could be realized in the presence of non-stationary volatility by using
adaptive inference methods. Under the assumption of a known autoregressive
lag length, Boswijk and Zu develop adaptive PLR test based methods using a
non-parametric estimate of the covariance matrix process. It is well-known,
however, that selecting an incorrect lag length can signi cantly impact on the
e cacy of both information criteria and bootstrap PLR tests to determine co-
integration rank in nite samples. We show that adaptive information criteria-
based approaches can be used to estimate the autoregressive lag order to
use in connection with bootstrap adaptive PLR tests, or to jointly determine
the co-integration rank and the VAR lag length and that in both cases they
are weakly consistent for these parameters in the presence of non-stationary
volatility provided standard conditions hold on the penalty term. Monte Carlo
simulations are used to demonstrate the potential gains from using adaptive
methods and an empirical application to the U.S. term structure is provided.

JEL CLASSIFICATION
C32,C14

1. Introduction

It is well-known that standard methods for determining the co-integration rank of vector autoregressive
(VAR) systems of variables integrated of order one are a ected by the presence of heteroskedasticity.
In particular, sequential procedures based on (pseudo-) likelihood ratio [PLR] test as developed by
Johansen (1996) can be signi cantly over-sized, even in large samples, when the volatility process dis-
plays non-stationary variation (so called non-stationary unconditional volatility) and, moreover, the nite
sample power of these tests can vary enormously depending on the pattern of heteroskedasticity present;
see, in particular, Cavaliere et al. (2010). This is an important issue in practice because time-varying
behavior in unconditionalvolatility appears to be a common feature in many key macroeconomic and
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nancial time series; see, among many others, McConnell and Perez Quiros (2000), Wang and Bessler
(2005), and Cavaliere and Taylor (2008); see also McAleer (2005), McAleer et al. (2009), Asai et al. (2006),
and McAleer and Medeiros (2008).

In a series of recent papers, Cavaliere et al. (2010, 2014) show that a solution to the size problems
induced by non-stationary volatility is obtained by using wild bootstrap-based implementations of the
standard PLR tests. In particular, Cavaliere et al. (2010) show that the sequential procedure based on
wild bootstrap PLR tests leads to consistent co-integration rank determination in the presence of non-
stationary unconditional volatility. As alternative solution to the use of wild bootstrap PLR tests is
considered by Cavaliere et al. (2015, 2018) who show that methods based on information criteria can also
be used to consistently determine the co-integration rank in the presence of non-stationary volatility.
In particular, they show that popular information criteria such as the Bayesian information criterion
[BIC] (Schwarz, 1978) and the Hannan-Quinn information criterion [HQC] (Hannan and Quinn, 1979)
provide a useful complement to the wild bootstrap sequential procedures.

The wild bootstrap PLR tests are correctly sized in the presence of non-stationary volatility and attain
the same asymptotic local power functions as infeasible size-corrected versions of the standard PLR
tests. As such they can therefore display very low power properties for some patterns of non-stationary
volatility. Indeed, other things equal, their asymptotic local power functions are reduced, relative to the
unconditionally homoskedastic case, under non-stationary volatility. Similarly, the ability of the standard
information criteria-based methods discussed above to select the correct co-integration rank can also
be greatly reduced under non-stationary volatility. In particular, none of these methods exploit the
potential e ciency gains that could be provided by using inference methods which adapt to the volatility
process. Adaptive methods, where the covariance matrix process is estimated non-parametrically, have
the potential to be particularly useful in this context.

Under the assumption of a known autoregressive lag length, Boswijk and Zu (2022) develop an pro-
cedure based on adaptive PLR tests for determining the co-integration rank in possibly heteroskedastic
VAR models. Speci cally, they propose a procedure where the volatility process is estimated using a non-
parametric kernel estimator, with this estimate then used in the adaptive PLR test procedure. Under
suitable conditions, they establish that the non-parametric volatility estimator is consistent and that
the resulting adaptive PLR co-integration rank tests have the same asymptotic local power functions as
for infeasible tests based on the assumption that the volatility process is known. The asymptotic null
distribution of their proposed statistics are, however, non-standard and depend on the realization of
the volatility process. As such, asymptotic p-values for the adaptive PLR tests need to be obtained using
bootstrap methods.

The assumption of a known of autoregressive lag order is problematic in practice. It is well-known
that an incorrect lag length choice can signi cantly impact on the e cacy of both information criteria
and PLR tests, in particular where a lag order smaller than the true order is used; see, among others,
Boswijk and Franses (1992), Cheung and Lai (1993), Haug (1996), Litkepohl and Saikkonen (1999),
and Cavaliere et al. (2018). In practice the autoregressive lag length will need to be estimated along
with the co-integration rank. To that end, the practitioner can use either a sequential procedure, where
the lag length is consistently estimated in a rst step and then subsequently employed in the second
step in a procedure such as either the adaptive PLR test approach of Boswijk and Zu (2022) or an
information criterion for determining the co-integration rank, or a joint information criteria-based
approach can be used whereby the lag length and co-integration rank are determined simultaneously.
Cavaliere et al. (2018) show that both joint and sequential procedures based on standard information
criteria consistently determine both the lag length and the co-integration rank in the presence of non-
stationary unconditional volatility, provided standard conditions hold on the penalty term. They also
show the asymptotic validity of a sequential procedure based on wild bootstrap PLR tests with the
autoregressive lag length chosen by an information criterion.

The contribution of this article is to develop adaptive information criteria methods, based around
a (non-parametric) estimation of the volatility process, for jointly selecting the co-integration rank
and autoregressive lag order. We show that these adaptive information criteria-based methods are
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weakly consistent for the co-integration rank and autoregressive lag order under the precisely the same
conditions on the penalty function are as required for the consistency of standard (non-adaptive)
information criteria under non-stationary volatility of the form considered in this article. We also
establish the asymptotic validity of a sequential procedure selecting the autoregressive lag length by
an adaptive information criterion [ALS-IC] in the rst step and then determining the co-integration
rank using again an ALS-IC in the second step based on the rst step estimate of the lag length. Because
the co-integration rank is determined by minimizing an adaptive information criterion over all possible
values of the co-integration rank from zero up to the dimension of the system, the practitioner does not
therefore need to obtain p-values by bootstrap methods, making the procedure considerably less time
consuming than the Boswijk and Zu (2022) procedure based on adaptive PLR tests. We also establish
the asymptotic validity of a sequential procedure selecting the autoregressive lag length by an ALS-IC
in the rst step and then using the adaptive PLR test-based approach of Boswijk and Zu (2022) in the
second step based on the rst step estimate of the lag length.

The remainder of the article is organized as follows. Section 2 details our reference heteroskedastic
co-integrated VAR model. Section 3 outlines adaptive information criteria-based methods for deter-
mining the co-integration rank and the autoregressive lag length. The large sample properties of these
procedures are detailed in Section 4. Monte Carlo simulation experiments reported in Section 5 are used
to explore the nite sample performance of the ALS-IC methods relative to standard methods such as
those based on standard information criteria-based procedures. These results highlight the potential
gains that can be achieved by using adaptive methods. Section 6 provides an empirical application of the
methods discussed in this article to the term structure of interest rates in the US. Section 7 concludes.
Proofs of our main results are contained in Appendix A.

2. The heteroskedastic co-integrated VAR model

Consider the p-dimensional process {X;} which satis es the k-th order reduced rank VAR model:

k-1
Xt = 0B Xt—1 + i Xt—i+opDi+@di+g, t=1,...,T, (2.1)
i=1

where X; := (Xgt, ..., Xpt) and the initial values, X1, ..., Xo, are taken to be xed in the statistical
analysis. Let kg denote the true value of the autoregressive lag length k in (2.1). In the context of (2.1) we
assume that the standard ‘I1(1, ro) conditions’ hold, wherery {0, ..., p} denotes the true co-integration
rank of the system (see also Cavaliere et al., 2012); that is, the characteristic polynomial associated with
(2.1) has p — rg roots equal to 1 with all other roots lying outside the unit circle, and where a and 3 have
full column rank rg.

The deterministic variables in (2.1) are taken to satisfy one of the following cases (see, e.g., Johansen,
1996): (i) Dy = 0, d; = 0 (no deterministic); (ii) Dy = 1, d; = 0 (restricted constant); or (iii) Dy =t,dy = 1
(restricted linear trend).

The innovation process &; := (€, ..., &pt) i (2.1) is taken to satisfy the following set of conditions
collectively labeled Assumption 1.

Assumption 1. The innovations {€;} are de ned as & := 0z, where o; is hon-stochastic and satis es
ot:=0 (t/T)forallt=1,..., T, where g (-) Dgre=p[0, 1], with Drm=n[0, 1] used to denote the space
of m > n matrices of cadlag functions on [0, 1] equipped with the Skorokhod metric, and where ¢ (u)
is non singular for all u [0, 1] and continuous inu [0, 1]; z¢ is an i.i.d. sequence with E(z¢) = 0 and
E(ztz) = Ip.

Remark 1. Assumption 1 implies that E(gt) = 0 and that € has the time-varying unconditional variance
matrix ¢ := E(gtg;) = 0t0; > 0. In what follows, o will be referred to as the volatility matrix of &;.
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Elements of Assumption 1 have previously been employed by, inter alia, Cavaliere et al. (2010), Boswijk
et al. (2016), Cavaliere et al. (2018) and Boswijk and Zu (2022). In particular, Assumption 1 allows for
a countable number of discontinuities in o (-) therefore allowing for a wide class of potential models
for the time-varying behavior of the unconditional variance matrix of €. As discussed in Boswijk and
Zu (2022), the continuity assumption on ¢ (+) is made so that o () can be consistently estimated. This
assumption is not restrictive in practice however because one can always approximate discontinuities in
o (+) arbitrarily well using smooth transition functions. Moreover, one could relax this assumption by
assuming that o (+) is a piecewise Lipschitz-continuous function; see Xu and Phillips (2008).

Remark 2. In order to simplify our presentation, Assumption 1 rules out the possibility of conditional
heteroskedasticity in z;. We do so because adaptive estimation can only lead to e ciency gains over
standard estimation in cases where ¢ (u) varies across u which can only happen where non-stationary
volatility is present. Conditional heteroskedasticity of the form considered in Assumption 2(b) of
Boswijk et al. (2016), cannot induce time-variation in ¢ (u) and so it is irrelevant so far as adaptive
estimation is concerned. It is straightforward, however, to show that the large sample results given in
this article remain valid if we allow for conditional heteroskedasticity in z; of the form considered in
Assumption 2(b) of Boswijk et al. (2016).

3. Adaptive information criteria

In this section, we discuss adaptive information-based methods for determining the co-integration rank
and the autoregressive lag length in the context of (2.1). In particular, we rst derive the log-likelihood
function in Section 3.1 and the non-parametric estimator of the volatility matrix in Section 3.2. We then
outline the adaptive information criterion for the joint determination of the co-integration rank and the
lag length in Section 3.3 and we discuss how to sequentially estimate the lag length and the co-integration
rank using adaptive methods in Section 3.4.

3.1. Thelikelihood function

Dene :=[1:...: k-1]and Zt(k) =( Xi=1,--+» Xi_y41) » SUCh that the model in (2.1) with no
deterministic components (case (i)) can be rewritten more compactly as

X¢ = aBXi—g + ZM + gy (3.1)

Suppose for the present that {o:} is known, and that z¢ is Gaussian; i.e., z¢ i.i.d. N(O,Ip).

Then under Assumption 1 we have that &|Fi—1 N(O, ), where Fi—1:={X¢-1,...,X1, Xo,
..., X1—k}, and the log-likelihood function is given by (see Boswijk and Zu, 2022):

T

T 1
(@B, )=—-Tlogam—>  log| i
2 2
t=1
1 T
-5 (Xe—aBXeri— Z¥) M Xe—apXe— Z(). (32
t=1

Maximum likelihood estimation of the parameters (a,[3, ) can be achieved by using the so-
called generalized reduced rank regression procedure (Boswijk, 1995; Hansen, 2002, 2003), which uses
a switching algorithm in order to circumvent the issue of the lack of a closed-form expression for the
maximum likelihood estimator (MLE). In particular, because the MLE of (a, )for xed 3 and the MLE
of B for xed (a, ) have closed-form expressions, the maximization of (3.2) can be achieved, starting
from an initial guess, by switching between maximization over (a, ) and [3; see Boswijk and Zu (2022)
for further details.
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3.2. Volatility estimation

In this article, we focus on the two-sided smoothing non-parametric estimator of the volatility matrix
adopted by Boswijk and Zu (2022). This estimator is a multivariate extension of Hansen (1995)’s non-
parametric volatility Iter based on leads and lags of the outer product of the residual vector. A similar
approach to adaptive estimation has also been considered by Xu and Phillips (2008) and Patilea and
Raiissi (2012), among others.

Let K(-) denote some kernel function and de ne Ky (x) := K(x/h)/h with h > 0 awindow width. The
kernel estimator for { that we will consider is then de ned as,

T t=s
~ s=1 Kh T 6s€

e = —, (3.3)
where &; is the residual vector obtained by estimating an unrestricted VAR model of order K in the
levels of Xt, i.e., & = X¢ — :;1 AiXi—i,where Aj,i=1,...,K,arep % pcoe cient matrices. The value

K denotes the maximum autoregressive lag order we will allow for which, unless otherwise stated, is
assumed in the following to be at least as large as the true lag order, kg in (2.1).

The kernel function in (3.3) is implemented with two-sided smoothing, so that "¢ is based on leads
and lags of &:#,, as outlined in Assumption 3 in Boswijk and Zu (2022). In their Lemma 2, Boswijk
and Zu (2022) show that the volatility matrix process implied by the T non-parametrically estimated
covariance matrices is uniformly consistent over the compact interval [0, 1], which, in turn, implies
uniform consistency of the non-parametric estimator "¢ in (3.3) over t =1,...,T. Therefore, these
consistent estimators can be used to replace ¢ in the log-likelihood function in (3.2), thereby allowing
for a feasible version of the generalized reduced rank regression procedure and the computation of the
adaptive information criteria and the adaptive bootstrap PLR tests.

In implementing the non-parametric estimator of ¢ in (3.3), we will select the window width h by
minimizing the quantity

T

Cry:= I ') — &l

t=1
where || - || denotes the Euclidean matrix norm, and where At_t(h) is given by (3.3), but with K(0)
replaced by 0, so that &:&; does not enter the expression for ) t t(h). This leave-one-out cross-validation
technique is implemented in Boswijk and Zu (2016) and Patilea and Raissi (2012), and satis es the
requirement that h decreases with the sample size at a certain rate; see Lemma 2 of Boswijk and Zu
(2022) and Section 4 below.

3.3. Joint determination of the lag length and co-integration rank

The maximized pseudo log-likelihood function (3.2) associated with (3.1) under lag order k and co-
integration rank r, say A(Tk’r)(u, B, ). in conjunction with the volatility estimator in (3.3) substituted
for ¢ in (3.2) can then be used to construct a feasible adaptive information criterion of the following

generic form
ALS-IC(k, 1) := =2 "D (@, B, ) +crm(k,n), (3.4)

where the term ct may depend on the sample size T (see below) and where 1(k, r) denotes the number
of parameters in the estimated model.! The autoregressive lag order and the co-integration rank can

1The number of parameters which de nes the penalty term in (3.4) depends on the deterministic components included in
the model (2.1) as follows: (i) in the case of no deterministic component (Dt = 0,d¢ = 0in 2.1), t(k,r) = r(2p — r) + p2(k —
1); (ii) for the restricted constant case (Dt =1,dt =0in 2.1), m(k,r) =r(2p —r + 1) + p2(k — 1), and (jii) for the case of a
restricted trend (Dt =1,dt =1in2.1), i(k,r) =r@2p—r+1)+p+ pz(k —1).
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then be jointly estimated by minimizing the information criterion in (3. 4) jointly over both all possible

lag lengths, k =1, ..., K, and over all possible co-integration ranks, r = ., p; that is,
(kais-ic,FaLsic) == argmin  ALS-IC(K, f)-
r=0,...,p;k=1,....K

Di erent values of the coe cient ct yield di erent adaptive information criteria. In the standard
(non-adaptive) case, which can be obtained as a special case of the adaptive information criterion in
(3.4) by restricting = I, inthe likelihood function (3.2), the most widely used information criteria are
the Akaike information criterion [AIC] (Akaike, 1974), the Bayes information criterion [BIC] (Schwarz,
1978), and the Hannan-Quinn information criterion [HQC] (Hannan and Quinn, 1979), which obtain
setting ct =2, log T, and 2loglog T, respectively. We will denote the generic standard information
criterion in this case as IC(k, r) and the resulting estimate in (3.3) as (RK;, fic). In the context of (3.4), we
will refer to the adaptive information criteria based on the AIC, BIC and HQ choices of ¢t as ALS-AIC,
ALS-BIC, and ALS-HQC, respectively.

3.4. Sequential determination of the lag length and co-integration rank

Because the lag length k in (2.1) is in general unknown and needs to be estimated prior to estimating
the co-integration rank, practitioners o en use a two-step procedure, whereby the autoregressive lag
length is estimated in the rst step and then subsequently employed as if it were the known lag length
in a second step for determining the co-integration rank, such as a sequential procedure based on PLR
tests or an information criterion. In particular, Lutkepohl and Saikkonen (1999) and Nielsen (2006),
inter alia, show that the lag length in non-stationary VAR models can be consistently estimated from the
levels of the data using an information criterion. Therefore, the lag length could be selected in the rst
step of the sequential procedure according to a (standard) information criterion where we do not impose
areduced rank structureon :=af in (2.1), thatis by imposing r = p; see, among others, Cavaliere et
al. (2018).

As for the joint determination of the lag length and the co-integration rank considered in Section 3.3,
an adaptive version of the information criterion for determining the lag length can also be considered.
In particular, the lag length may be selected using an adaptive information criterion of the generic form

ALS-IC(k, p) = =2 8P (1, ) +erm(k, p), (35)

where A(Tk'p)( ,Ip, ) is the maximized pseudo likelihood (3.2) associated with (3.1) where we do not

impose a reduced rank structure on = af under lag length kand { in (3.2) is substituted with the
volatility estimator in (3.3). Again, the choice of the ¢t term identi es di erent information criteria
as outlined above and, in this case, Tt(k, p) = p(pk + i) with i = 0 when no deterministic component is
involved, i = 1in the case of restricted constant, and i = 2 for the restricted trend. The resulting adaptive
information criterion-based lag length estimator is then given by

kALS Ic = arg min ALS-1C(k, p).

We note again that the generic standard information criterion, which we will denote by IC(k, p), can
be obtained as a special case of the adaptive information criterion in (3.5), by restricting = 1p in

the likelihood function (3.2), with the resulting lag length estimator denoted by kic. In the simulation
experiments discussed in Section 5, we will consider both the standard and the adaptive versions of the
information criterion for determlnlng the lag lengthin the rst step of the two step sequential procedure.
The selected lag length, either k|c or kALS ic generically denoted by k for the remainder of this section,
is then used as if it were the true lag length in the second step for determining the co-integration rank.
The second step could be based on either the sequential procedure of Boswijk and Zu (2022) based on
adaptive bootstrap PLR tests or an adaptive information criterion for selecting the co-integration rank.
We now outline these two possibilities.
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The adaptive PLR test-based procedure of Boswijk and Zu (2022).Boswijk and Zu (2022) introduce the
adaptive PLR statistic for testing the null hypothesis that the true co-integration rank is (no more than)
rosr<sp-—1,

Qur==2 ¥@p )= 1, ) = g e e . (36)
t=1
where & and €t denote the residuals from the restricted and unrestricted VAR model in (2.1),
respectively. For the case where the autoregressive lag length is known (k = ko), they demonstrate that
the limiting distribution of (3.6) depends on the unknown volatility process. Consequently, bootstrap
methods are required to approximate the critical values from this distribution. In order to do so, a
bootstrap sample {Xr,t}tT=1 is generated recursively from

k—1
X =0OBOX + "0 X i+e t=1...T, (3.7)
i=1

initialized at X ; =X, for j=1—k,...,0, where a®, B, and ") are the estimated parameter
matrices from the model (2.1) obtamed using conventional reduced rank regression under the rank
r imposed by the null hypothesis. The adaptive PLR test statistic based on the bootstrap sample is then
computed as

Qr,k,T = ér,t t_lér,t - ép,t t_lép,t ) (3.8)
t=1

where €, ; and € ; denote the (bootstrap) residuals from the restricted and unrestricted models, respec-
tively. Followrng Boswuk and Zu (2022), we consider the following two bootstrap implementations: (i)
the variance bootstrap, €, l/Zzt , Where t1/2 is any square root of ¢andz, 1.i.d.N(O,Ip); (ii)
the wild bootstrap, €, ; := srtwt , Where w, is a scalar i.i.d. N(0,1) sequence; see Section 4.2 of Boswijk
and Zu (2022) for more details. As is typically done in practice, the unknown lag length k in (3.7) and
(3.8) is replaced by the lag length estimated in the rst step of the sequential procedure say k, in order to

compute the bootstrap statistic Q usrng the bootstrap sample in (3.7) based on k. The corresponding
p-value is then computed as P g . kT(Q ) where G N ( ) denotes the conditional (on the
original data) cdf of Q Startrng from r=0, the bootstrap algorrthm is repeated as long as P&

exceeds the signi cance Ievel n, thus yielding 7 (k) =r. If the null is not rejected for r =p — 1, then
f (k) =p.

The asymptotic validity of the two bootstrap procedures outlined above is established in Theorem 3
of Boswijk and Zu (2022) with the implication that, for the case where the autoregressive lag length
is known (k = ko), the variance and wild bootstrap adaptive PLR test-based procedures, f (kp), are
asymptotically accurately capped estimator of the co-integration rank ro.2 In Section 4 we will generalize
these results to the case where the lag length is unknown and estimated in the rst step of the sequential
procedure.

The adaptive 1C-based procedure. Alternatively, to determine the co-integration rank in the second
step of a sequential procedure based on ALS-IC, k in the generic form (3.4) can be replaced by the lag
length estimated in the rst step, thus yielding

ALS-IC(k 1) = —2" &0, B, ) +crm(k.p). (3.9)

2The sequential rank determination procedure of Johansen (1996) is asymptotically accurately capped in that if each PLR (or
bootstrap PLR) test in the sequence is run with nominal (asymptotic) signi cance level n, then the limiting probability of
selecting a rank smaller than, equal to, and greater than the true rank will be 0, 1 — n and n, respectively, when rg < p and
0, 1and 0O, respectively, when rg = p.
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The resulting adaptive information criterion-based co-integration rank estimator is then given by

fALs_K;(R) :=argmin ALS—IC(R, p).
r=0

4. Asymptotic analysis

In this section, we establish the large sample properties of the adaptive methods for determining the
co-integration rank and autoregressive lag length outlined in Sections 3.3 and 3.4.

Lemma 2 of Boswijk and Zu (2022) establishes that the non-parameteric estimate of the volatility
matrix process de nedas T(U):= (=; tlfe—1)/Tr1](u) is uniformly consistent over the compact
interval [0, 1]. This result is a basic building block needed to demonstrate weak consistency® for the
adaptive information criteria in (3.4) and (3.5) and so for completeness we rst reproduce that result
below as Result 1.

Result 1. Let {X;} be generated as in (2.1) with the parameters satisfying the I(1, rp) conditions and
let Assumption 1 hold, and let K be a bounded non negative function de ned on R which satis es

ZKXdx=1,0< Eoo K(X)dx<land0< 0°° K(x)dx <1. Then, if T — oo, h — 0and Th? -
oo, it holds that

sup || r(uy— (il 2o,
0,1]

u [

where (u) :=a(u)o(u) isthe true variance matrix process.

Using Result 1, we rst show in Lemma 1 that the adaptive information criterion in (3.4) is weakly
consistent for the co-integration rank, regardless of the autoregressive lag length used, provided standard
conditions hold on the penalty term, ct. Then second in Lemma 2 we show that for the true co-
integration rank, ro, the adaptive information criterion in (3.4) is weakly consistent for the autoregressive
lag length.

Lemma 1. Let the conditions of Result 1 hold. Then, for any 0 <k < K, it holds that, as T — oo:

(i) forr > rg, Pr(ALS-IC(k,r) > ALS-IC(Kk, rp)) — 1, provided ct — oo;
(ii) forr <rg, Pr(ALS-IC(k,r) > ALS-IC(Kk, rp)) — 1, provided ct/T — 0.

Lemma 2. Let the conditions of Result 1 hold. Then it holds that, as T — oo:

(i) forany k such that kg < k =< K, Pr (ALS-IC(k, rg) > ALS-IC(ko, rg)) — 1, provided ¢t — oo;
(if) for any k such that 0 < k < ko, Pr (ALS-IC(K, ro) > ALS-IC(ko, ro)) — 1, provided ct/T — 0.

Remark 3. The results in Lemma 1 imply that, provided the standard condition that CTT + % - 0, as
T — oo, holds on the penalty term, ct, then for any lag length k =1, ..., K, the adaptive information
criterion-based estimator of the co-integration rank is weakly consistent for the true co-integration rank,
ro. The results in Lemma 2 imply that, under the same conditions on cy, the adaptive information
criterion-based estimator of the lag length, computed by imposing the true co-integration rank, i.e.,
r=rp in (2.1), is a weakly consistent estimator for the true lag order ko. Consequently, in each case,
the use of either the ALS-BIC or ALS-HQC, but not the ALS-AIC penalty, will yield weakly consistent
estimates. Cavaliere et al. (2018) demonstrate that analogous results hold, with the same condition on
cT, for the corresponding non-adaptive information criterion-based estimators.

3An estimator Ty, is de ned to be weakly consistent if it converges in probability to the true value of the unknown parameter
0; thatis, Tp 2 0.
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Using the results in Lemmas 1 and 2, we are now in a position to establish the weak consistency of
the joint procedure. This is now given in Theorem 1.

Theorem 1. Let the conditions of Result 1 hold. Then it holds that (RALS-IQ FaLs-1c) I (Ko, ro), provided
cr in (3.4) satis es the condition that CTT + % -0asT - oo,

Remark 4. An immediate consequence of the result in Theorem 1 is that the resulting ALS-BIC-
based and ALS-HQC-based estimators are weakly consistent for both the co-integration rank and
autoregressive lag length, but that the corresponding ALS-AIC-based estimator is not.

To conclude this section, we now detail the large sample behavior of the two-step sequential
procedures outlined in Section 3.4 where in the rst step we select the autoregressive lag and then in
the second step an adaptive procedure based on this estimated lag length is used to determine the co-
integration rank.

First, in Lemma 3, we generalize the results in Lemma 3 of Cavaliere et al. (2018), which show the
su cientconditions on the term ct that ensure weak consistency for an information criterion of the form
given in (3.5), to the case of its adaptive analogue, ALS-IC(k, p). In particular, we derive the conditions
under which minimizing an adaptive information criterion consistently selects the true lag order, ko, in
the rst step when we do not impose a reduced rank structure, so that we set r = p.

Lemma 3. Let the conditions of Result 1 hold. Then, for any 0 < k < K, it holds that, as T — oo:

(i) fork = ko, Pr ALS-IC(k,p) > ALS-IC(ko,p) — 1, provided ct — oo;
(if) for k <kg, Pr ALS-IC(k,p) > ALS-IC(ko,p) — 1, provided ct/T — 0.

The results in Lemma 3 imply that kALS Ic - ko, again provided a + = L ,0,asT - oo. Using
the results in Lemmas 1 and 3, we are now in a position in Theorem 2 to establlsh the large sample
properties of the bootstrap adaptive PLR test-based estimator of the co-integration rank using the lag

length estimated by an information criterion as in (3.5) at the rststep, ¥ (KaLs-ic).

Theorem 2. Let the conditions in Result 1 hold. Then, provided ct in (3.5) is such that CTT + % —0as
T — oo, the variance and the wild bootstrap PLR-tests satisfy:

(i) lim7_ oo Pr(? (RALS_K;) =r)=0foralr=0,1,...,rp — 1,

(ii) limT_ oo Pr(f (katsic)=ro)=1—n-1(ro<p),and_lim sup Pr(f (kaisic)=r)=n.
T =1 {rg+1,..p}

Remark 5. The results in Theorem 2 show that, provided the information criterion used in the rst
step of the sequential procedure is a consistent lag length estimator, that is CT + é —~0,a8T — oo, the
bootstrap adaptive PLR test-based procedure is an asymptotically accurately capped estimator of the
true co-integration rank, rg.

Remark 6. The results in Theorem 2 can also be shown to hold (under the same conditions) for any
consistent lag length estimator obtained in the rst step. Therefore, the consistency result in Theorem 2
will also hold for variance and wild bootstrap adaptive PLR tests when a standard information criterion,
such either BIC(k, p) or HQC(k, p), is used to select the lag length at the rst step.

Finally, in Theorem 3 we generalize the results in Theorem 2 of Cavaliere et al. (2018) by establishing
the large sample properties of the adaptive IC-based estimator of the co-integration rank as in (3.9) using
the lag length estimated by an information criterion as in (3.5) at the rst step, fars-ic(KaLs-ic).
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Theorem 3. Let the conditions in Result 1 hold. Then it holds that ?AL5-|C(RAL3_|C) 4 ro, provided ¢t in
(3.5) and (3.9) satis es the condition that CTT + % -0asT - oo.

Remark 7. Itis easy to show that the condition placed on ¢t in Theorem 3 is not required if our purpose
is to consistently estimate the co-integration rank. Indeed, as was shownin Lemma1,any xed lag length
k will also su ce in that case. However, as shown in Cavaliere et al. (2018), inter alia, the nite sample
performance of the information criteria for determining the co-integration rank can deteriorate badly
if a xed lag length is used which is not equal to the true lag length, ko, and particularly so where it is
smaller than kp.

5. Numerical results

In this section, we use Monte Carlo simulation methods to investigate the nite sample performance of
the joint and sequential adaptive methods for determining the co-integration rank and autoregressive
lag length outlined in Sections 3.3 and 3.4 and compare these with their standard (non-adaptive)
counterparts. The results from these Monte Carlo experiments are reported in Tables 1-6.

We will consider the following second-order VAR model of dimension p = 2 as our simulation DGP:

Xe=0aB Xi—1+ 1 Xi—1+ &, a.= g 8 , B= (1) 2 ,
witht=1—K,..., T, Xck = X—k =0, where K denotes the maximum lag order. In order to allow
for true co-integration ranks, ro, of 0, 1 or 2, we set the parameters a and b in the long-run parameter
vector a in (5.1) as follows: a=b=0forrp =0,a=—04andb=0forrp=1,and a=h = —0.4 for
ro = 2 (full rank). Moreover, we set 1:=vyl,withy {0,0.1,0.5,0.9}.*

We will consider three cases for the the innovation vector, & in (5.1). The rst case is that &
i.i.d. N (0, I) so that & is homoskedastic. This case will provide a useful benchmark to investigate the
e ects of using adaptive methods when they are not needed. The second case considers conditionally
heteroskedastic innovation processes, where the individual components of &; follow the rst-order
AR stochastic volatility [SV] model sets as €jt = vij; exp (hit), hit = Ahjt—1 + 0.5&;, with (jt, vit)
i.i.d. N(O, diag(ozz, 1)), independent across i = 1, 2. Results are reported for A = 0.951, gz = 0.314. This
case constitutes a well-known conditionally heteroskedastic model for the innovations which has been
used with the same parameter con guration in many other Monte Carlo experiments such as Gongalves
and Kilian (2004) and Cavaliere et al. (2010, 2015, 2018). The third case we consider sets & to be a non-
stationary, unconditionally heteroskedastic independent sequence of Gaussian variates, characterized
by a late positive variance shi . Speci cally,

(5.1)

1 fort< 2T/3

& N 0,0tzlz , With oy := 3 fort> 2T/3

In order to evaluate the behavior of the adaptive and corresponding standard procedures in practically
relevant sample sizes, we report results for T = 50 and 100. All experiments are run over 1,000 Monte
Carlo replications and were programmed using MATLAB. Our experiments are based on the no
deterministic component case. In all of our simulation experiments, we set K =4 as the maximum
lag length considered. Results for the joint information-based estimates of the co-integration rank
and lag length from Section 3.3 are reported rst in Table 1, while results relating to the sequential
procedures from Section 3.4 are reported in Tables 2 and 3 for the 1C-based approaches in the case of SV
innovations and single volatility break, respectively, and in Tables 4 and 5 for the sequential bootstrap-
based procedures, again for the SV and single volatility break cases, respectively. Finally, for comparison
purposes, Table 6 reports the results for the joint information-based approaches in the homoskedastic

“4For the simulation DGP in (5.1),itsu cesthat (a,b,y) (-2, O]2 x [0,1) in order to satisfy the I(1, r) conditions.
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case. Additional Monte Carlo simulations, not reported here in the interests of space but available on
request, consider the case of the presence of a “seasonal e ect” in the volatility. In particular, in the
spirit of Hounyo (2021, cf. Section 4), we consider the case of a periodic variation in volatility where the
innovation vector in (5.1) isde nedasgt N 0, otzlz , With oy := st0 where {s¢} is the repetition of the
sequence {1,1, 2,4} and 0 = 1. Although this model does not satisfy our Assumption 1, the results we
obtained nonetheless suggest that the adaptive versions of the information criteria and bootstrap-based
likelihood ratio tests perform at least as well as their standard counterparts.

Consider rst Table 1 which reports results for determining the co-integration rank r (le two
panels of Table 1) and the lag order k (right two panels of Table 1) using the joint ALS-1C-based
procedures detailed in Section 3.3 together with their corresponding standard information criteria-
based counterparts. In particular, Table 1 reports the empirical frequencies with which ¥ and k from
the joint information-based estimator de ned in (3.3) select the values r=0,1,2 and k=1,2, 3,4,
respectively, for each of the adaptive criteria ALS-HQC and ALS-BIC, and the corresponding standard
criteria, HQC and BIC. We do not consider the ALS-AIC estimator nor its standard counterpart in the
Monte Carlo experiments because the poor performance of AIC-based approaches in nite samples is
documented in many contributions in the literature (see e.g., Cavaliere et al., 2015, 2016; Kapetanios,
2004; Wang and Bessler 2005). Additional simulations show that, also in the case of adaptive estimation,
this criterion tends to overestimate both the true co-integration rank and the lag length. Nevertheless,
the adaptation with respect to the variance matrix pro le considerably improves the nite sample
performance of the AlIC-based approach. These results are available on request.

A number of observations can be made from the results reported in Table 1. Consider rst the
estimators of the co-integration rank.

(i) In the case of autoregressive SV innovations reported in the upper portion of Table 1, the
performance of the adaptive version of the information criteria, i.e., ALS-HQC(k, p) and ALS-
BIC(k, p), is overall superior than (or at least as good as) their standard counterparts, HQC(k, p) and
BIC(k, p). The only exception seen is for the case of no co-integration, ro = 0, where the standard
BIC outperforms its adaptive counterpart. However, this is likely to be an artefact of the tendency
of the standard BIC to under- t the ‘true’ value of the co-integration rank, which can be seen from
the results in Table 1 for BIC and ALS-BIC when rg > 0.

(ii) Inthe case of asingle volatility break (lower portion of Table 1), for a given penalty choice, i.e., HQC
or BIC, the adaptive estimator is more e cacious, and o en considerably so, than the standard
estimator in all but two of the cases reported in Table 1. As an example, while ALS-HQC selects the
correct value of r 81.4% of the time when rp =0,y =0.5and T = 100, the standard HQC picks the
correct rank only 64.5% of the time.

(iii) In the no co-integration case, rg = 0, the ALS-BIC penalty delivers superior performance to the
ALS-HQC, with the same ordering holding for the approaches based on the standard BIC and HQC
criteria. In particular we see that for both the adaptive and standard cases the HQC penalty over- ts
the co-integration rank considerably more o en than the BIC penalty. The degree of over- tting is,
however, smaller for the ALS-HQC vis-a-vis the standard HQC criterion.

(iv) For the case where ro = 1 there is overall little to choose between the estimators based on the BIC
and HQC penalties; in particular, those based on the HQC penalty again tend to over- t the rank
to a greater degree than those based on the BIC penalty, with this e ect again lessened for the
adaptive version of the estimator. In contrast, the BIC-based estimators can tend to under- t for
T =50, exceptingy = 0.9.

(v) For the full rank case, ro = 2, the HQC-based estimators generally select ro =2 more 0 en than
the corresponding BIC-based estimators, although this is likely to some degree to be an artefact of
the tendency of the former to over- t, discussed above.

(vi) For all of the estimators considered, the lag length and the magnitude of the lag parameter, y, can
have a considerable impact on the nite sample behavior of the co-integration rank estimators. This
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impact appears to be less pronounced, other things equal, for the adaptive variants of the estimates
and for the BIC-based procedures relative to the corresponding HQC-based procedures.

The following observations can also be made concerning the behavior of the estimators of the
autoregressive lag length seen in Table 1.

(i) Asobserved above for co-integration rank estimation, the adaptive information criteria outperform
their standard counterparts in selecting the true autoregressive lag length, ko, in almost all of the
cases reported in Table 1. These di erences can again be large and generally tend to be larger, other
things equal, for the HQC penalty than for the BIC penalty. As an example, while the ALS-HQC
estimate of k selects the correct lag length 91.5% of the timewhenrg =1,y =0.0and T = 100, the
standard HQC estimate selects the correct lag length 71.7% of the time.

(if) The behavior of each of the lag length estimators considered is very similar, other things equal,
across the three values of the co-integration rank considered. Consequently, the value of the true
co-integration rank would appear to have relatively little impact on the nite sample properties of
the lag length estimators.

(iii) The HQC-based procedures are superior to the BIC-based procedures for y = 0.1, presumably
because of the greater tendency of the HQC-based procedures to over- t, a tendency which is
clearly seen for the larger values of y considered, most notably with the non-adaptive versions
of the estimators.

Let us now turn our attention to a discussion of the results in Tables 2-5 which relate to the sequential
estimates from Section 3.4.

We rst focus attention on the results reported for the two-step IC-based procedures in Tables 2 and
3 for the cases of SV innovations and a single volatility break, respectively. In particular, we report the
empirical frequencies with which both standard and adaptive 1C-based procedures select the lag length,
k, at the rststep (‘Step I’ in the tables) and those with which they select a co-integration rank, r, of zero,
one or two at the second step (‘Step 11’ in the tables), using the lag length estimated at the rst step by
each standard and adaptive information criterion, IC(k, p) and ALS-IC(k, p).

The results for where the co-integration rank is determined using the same information criterion
at both steps of the sequential procedure are overall similar to the results for the corresponding joint
IC-based approaches discussed above. As an example, the joint ALS-BIC estimate of r in Table 1 selects
the correct co-integration rank 77.6% (91.3%) of the time whenrg =1,y =05and T =50 (T = 100)
in the SV case, while the corresponding sequential procedure based on ALS-BIC estimate at both
steps, i.e., ALS—BIC(ﬁALs-mc, r), selects the true rank 77.1% (90.9%) of the time. Moreover, all of the
approaches considered appear to be fairly robust to the choice of whether to use an adaptive or standard
information criterion in the rst step of the sequential procedure as the results for the co-integration
rank determination appear very similar using either ALS-1C(k, p) or IC(k, p).

We now turn to a discussion of the results for the wild bootstrap PLR procedure [denoted PLR-WB],
together with the adaptive PLR procedures of Boswijk and Zu (2022) implemented with either a variance
bootstrap [denoted ALR-VB] or a wild bootstrap [denoted ALR-WB] in Tables 4 and 5 for the cases of
SV innovations and a single break in volatility, respectively. For each of these we report the empirical
frequencies with which they select a co-integration rank, r, of zero, one or two. We report results for three
case for the lag length used in these procedures. The rst is an infeasible version based on knowledge of
the true lag length, i.e., we set k = kg. The other two select the lag length in the rst step of the two-step
sequential procedure using either standard BIC, k = Keic, or its adaptive counterpart, k = KaLs-sic.?

A number of observations can be made from the results reported in Tables 4 and 5.

5In Tables 4 and 5 we focus on BIC-based approaches for the selection of k because these provide the best overall
performance, see e.g. Cavaliere et al. (2018). Moreover, we only report the results for the lag length determination for the
case of rp = 1. The results for rg = 0 and 2 are very similar and thus, in the interest of space, are not reported.
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(i) Inthe no co-integration case, ro = 0, the PLR-WB procedure is seen to have better “size” properties
than either of the ALR-VB and ALR-WB procedures which both tend to over-estimate the co-
integration rank to a greater degree than does the PLR-WB procedure. The behavior of the ALR-VB
or ALR-WB procedures for ro = 0 are fairly similar.

(ii) In the co-integrated case, ro = 1, the ALR-VB and ALR-WB procedures both show a signi cantly
higher empirical probability of selecting the correct rank, ro = 1, than does the PLR-WB procedure
which displays a tendency to under- t the co-integration rank, most notably for T = 50. Inthe rg =
1 case the ALR-VB procedure appears to be slightly more e cacious than the ALR-WB procedure.

(iii) In the full rank case, ro = 2, and with SV innovations (Table 4), the adaptive procedures overall
provide slightly better performance than the PLR-WB procedure. Conversely, in the single volatility
break case (Table 5), the PLR-WB procedure is, as in the zero rank case, more e  cacious than either
the ALR-VB or ALR-WB procedures, both of which display a consistent tendency to under- t the
rank. As with the the ro =1 case, the ALR-VB procedure appears to be slightly superior to the
ALR-WB procedure for both the heteroskedastic cases considered.

(iv) All of the PLR-WB, ALR-VB and ALR-WB procedures appear to be fairly robust to the choice of
the lag length made at the rst step of the sequential procedure. In particular, a comparison of

the results for k = Rmc and k= lA(ALS-BIC with those for the corresponding infeasible procedures
based on a known lag length, k = ko, reveals that the loss in e cacy shown by the procedures
for determining the true co-integration rank at the second step due to the estimation of the
unknown lag length at the rst step appears very small and in some cases even negligible. This is a
comforting result as it suggests there are only small losses in  nite sample e cacy from estimating
the autoregressive lag length, relative to an infeasible benchmark based on knowledge of the true lag
length.

(v) Focusing on the results for the lag length determination reported in the right panel of Table 2, we
can observe that, overall, ALS-BIC appears to be more reliable than the corresponding standard
BIC. For example, in the case of a single volatility break and y = 0.5 the selection frequency of

the true lag order, k =ko = 2, for ALS-BIC is 82.0% (98.4%) against 74.8% (93.3%) for BIC when
T =50 (T = 100).

Finally, we investigate the potential losses of e cacy seen when using the adaptive methods in the
benchmark case of homoskedastic innovations by comparing the results reported in Table 6 for the
adaptive IC-based methods with those of their standard counterparts. These results suggest that the
performance of the joint adaptive 1C-based procedures do not deteriorate to any signi cant degree when
the shocks are homoskedastic, such that the use of adaptive methods is unnecessary. Indeed, when either
ro = 1 or 2, the performance of the ALS-1C-based approaches is similar and sometimes even better than
the results for their corresponding standard counterparts. Conversely, in the case of no co-integration,
ro = 0, standard BIC and HQC-based approaches outperform their adaptive counterparts. However, as
pointed out above, this is mainly an artefact of the overall tendency of the standard criteria, especially
BIC, to under- t the true co-integration rank.

To conclude this section, we compare the nite sample behavior of the adaptive information criteria-
based methods with that of the adaptive PLR test-based approaches. By comparing the results reported
in Tables 1-3 with those in Tables 4 and 5, we observe that, for the co-integrated case (ro = 1), the

nite sample performance of either joint or sequential ALS-IC is similar to that of adaptive PLR test-
based procedures. Conversely, when ro =0 the PLR test-based procedures outperform the adaptive
information criteria-based approaches, while this behavior is reversed when rp =2 and T =50. In
the case of full rank and T = 100, the performance of the methods considered are similar. Finally, by
comparing the results in Tables 1, 2 and 3 for the joint and the sequential information criteria-based
approaches for selecting the lag length, we note that the ability of these methods to determine k are very
similar.
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6. Anempirical application: US term structure of interest rates

In this section we provide an empirical application of the adaptive information criteria-based approaches
to the term structure of interest rates in the US. In particular, we analyze the time series X; =
(X1t ..., Xst) of monthly zero yields from January 1970 to December 2012, for maturities equal to
3 months (Xyt), 1 year (Xat), 3 years (Xst), 5 years (Xat), and 10 years (Xst).

The co-integration analysis of X; has already been considered by Boswijk et al. (2016) and Boswijk
and Zu (2022). In particular, in order to account for the unconditional heteroskedasticity present in
the data, sequential procedures where the lag length is selected at the rst step according to (standard)
HQC(k, p), and then the co-integration rank of the system is determined using either PLR-WB (Boswijk
et al., 2016) or adaptive PLR tests (Boswijk and Zu, 2022) were adopted. Here we apply the adaptive
information-based methods to estimate the co-integration rank and autoregressive lag order of the
system and compare these results with those obtained in the two previous analyses cited above. In what
follows, the VAR models are tted with a restricted trend and, for all methods, the maximum number of
lags considered is K = 4. The number of bootstrap samples used in the bootstrap algorithms is B = 999.

We rst focus on the joint determination of the co-integration rank and lag length using adaptive
joint information criterion-based procedures as outlined in Section (3.3) and the standard counterparts.
These results are reported in Table 7. The results in Table 7 show that all of the joint information criteria,
both adaptive and non-adaptive, agree on selecting a lag length of k = 2. Moreover, both standard and
adaptive versions of the joint BIC-based approach delivers the same estimate of the co-integration rank,
namely fgic = faLs-Bic = 2. Conversely, the joint HQC-based approaches select a higher co-integration
rank. Speci cally, the co-integration rank selected using the (standard) joint HQC-based approach is 3,
i.e., THoc = 3, whereas TaLs-HQc = 4 is obtained using the adaptive version.

We now consider in Table 8 the results obtained using the sequential procedures for determining the
lag length and then the co-integration rank. In particular, the upper panel of Table 8 shows the results for
the selection of k in the rst step of the sequential procedure, whereas the results for the determination
of r at the second step using information criteria and PLR tests are reported in the middle and lower
panels of Table 8, respectively. Note that the results reported in the lower panel of Table 8 for the case
ofk=2 reproduce those in Boswijk et al. (2016) and Boswijk and Zu (2022) who use standard HQC to
select the lag length and therefore they set k = 2. The results for the ~ rst step of the sequential procedure
show that all but the standard BIC information criteria agree on a choice of k = 2; standard BIC chooses
RBK; = 1. Therefore, on balance, we would recommend a VAR model of order 2.

Let us next focus on the second step of the sequential procedure and, in particular, on the determi-
nation of the co-integration rank obtained by the PLR tests (see the lower panel of Table 8). For k=2,
the results for the adaptive and non-adaptive bootstrap-based PLR test procedures vary according to the
nominal signi cance level considered. In particular, at a standard 5% level we select ¥ = 2 using the (non-
adaptive) PLR-WB procedure, whereas the two adaptive PLR methods yield f = 4, again replicating the
results in Boswijk et al. (2016) and Boswijk and Zu (2022), respectively. Using a 1% signi cance level,
we still select a co-integration rank of 2 using the (standard) PLR-WB but we would now select f =3
using the two adaptive PLR test-based procedures. The results for the information criteria used in the
second step of the sequential procedure show that, using k = 2, HQC-based approaches in both adaptive
and non-adaptive form agree with the selection of f = 4 also made at the 5% level made by the adaptive
PLR test-based procedures. The co-integration rank of ¥ = 2 selected using both the adaptive and non-
adaptive BIC-based approaches matches that chosen by the (non-adaptive) PLR-WB test procedure. It
is worth noting that, when setting k=1as suggested by the (standard) BIC(k, p), the results for both
information criteria and PLR tests in step 2 of the sequential procedure are much more variable across
the methods with the rank selected anywhere between 2 and 5. Therefore, we would not recommend
the conclusions based on k= 1. In particular, because BIC uses a stricter penalty term than HQC, we
would expect, other things equal, that BIC-based approaches will o en select a lower lag length and/or
co-integration rank than HQC-based approaches. Moreover, this tendency of standard BIC might be
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Table 7. Co-integration rank and lag length determination for the term structure of interest rates in the US using standard and adaptive
joint information-based procedures, IC(k, r) and ALS-IC(K, r).

HQC BIC ALS-HQC ALS-BIC
k 2 2 2 2
f 3 2 4 2

Note: VAR models are tted with a restricted constant. The maximum number of lags isK = 4.

Table 8. Co-integration rank and lag length determination for the term structure of interest rates in the US using standard and adaptive
sequential procedures.

HQC BIC ALS-HQC ALS-BIC
Step I k 2 1 2 2
Step 11 (IC)
fic(k =1) 4 2 5 3
fick=2) 4 2 4 2
Step Il (PLR) PLR-WB ALR-VBS ALR-WBS

k=1 k=2 k=1 k=2 k=1 k=2
r=0 0.000 0.000 0.000 0.000 0.000 0.000
r=1 0.000 0.000 0.000 0.000 0.000 0.000
r=2 0015 0.091 0.000 0.000 0.000 0.001
r=3 0270 0.309 0.010 0.038 0.000 0011
r=4 0914 0.806 0.082 0172 0.035 0.124
fn=010) 3 3 5 4 5 4
fn=005) 3 2 . . > ;
Fn=001) 2 2 3 3 4 3

Notes: VAR models are tted with a restricted constant. The maximum number of lags is K = 4. ‘PLR-WB’ denotes the (non adaptive)
wild bootstrap PLR test-based approach; ‘ALR-VB’ denotes the adaptive PLR test based on the volatility bootstrap; ‘ALR-WB’ denotes the
adaptive PLR test based on the wild bootstrap. The number B of bootstrap samples used in the wild bootstrap algorithm is 999.

exacerbated by the presence of heteroskedasticity in the data, thus allowing the adaptation with the
respect to the volatility process to deliver more reliable results in small samples.

In summary, overall our results seem strongly in favor of a selection of an autoregressive lag length
of 2. However, the selected co-integration rank varies according to the method used. In particular, the
joint and sequential (for k= 2) HQC-based approaches select a co-integration rank of 4, while the joint
and sequential (for k= 2) BIC-based approaches select rank 2. The sequential procedures based on PLR
tests and k = 2 select f = 2 in non-adaptive form, f = 3 when using a 1% signi cance level and f =4
when using a 5% signi cance level. This is in some ways consistent with the ndings for BIC and HQC-
based methods since decreasing the signi cance level is qualitatively the same as using a stricter penalty
in the information criterion. Finally, it is worth noting that the choice of a rank equal to 4 implies the
presence of asingle stochastic trend driving the ve yields and is in line with the (weak-form) expectation
hypothesis of interest rates (see, e.g., Campbell and Shiller, 1987), which implies that the (long-term)
level factor—but not the slope nor the curvature of the interest rate yield curve is a random walk process,
so that B X; consists of spreads Xj; — Xyt fori =2,3,4,5.

7. Conclusions

In this article, we have proposed new methods for determining the co-integration rank and the lag order
in heteroskedastic VAR models which exploit the time variation in the unconditional error variance
matrix. In particular, we have proposed adaptive information criteria-based approaches to jointly deter-
mine the co-integration rank and the autoregressive lag length. Provided standard conditions hold on
the penalty term hold, these methods are proved to be weakly consistent for co-integration rank and lag
order determination. We have also demonstrated that the adaptive PLR rank determination procedure
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of Boswijk and Zu (2022), originally developed under the assumption of a known autoregressive lag
length, remains asymptotically valid when a consistent lag length estimate, such as that provided by an
adaptive information criterion, is used. Monte Carlo experiments reported indicate that the adaptive
information criteria-based approaches generally outperform standard methods in nite samples when
non-stationary volatility is present in the data.

A. Appendix

Notation and preliminary results. Write the unrestricted model (with r = p and k = K) without determin-
istic terms as

Xp= X1+ Zi+e=[ @ Wi+e= W, Iy 6+¢g,

where Wy = (X;_1,Z;) with Zy = ZI(K) =( Xi—gs---» Xi_k41) andwhered =vec[ = ]
The lag order restriction k < K implies particular zeros on vec , say,
(k)
= qu
vec 5

The cointegration restriction rank < rimplies =af , and hence
vec =vec(aB)=(lp o)vec B ,

where a and [ are p < r matrices. Depending on r, we normalize B as ¢ 3 = I, for some known p > r matrix
¢ of full column rank. De ning ¢ as the orthogonal complement of ¢, and ¢ = c¢(c ¢) ¢, this leads to B =
c+¢ for somer > (p —r) matrix  of unknown parameters; hence

vec =(lp a)(vec(c)+(c 1N9) =g (g, a), (A)

where @ = vec and the function g is implicitly de ned.
With known ¢, minus two times the log-likelihood of the unrestricted model, up to an additive constant,
is given by

.
-2 1(8)= Xe— Wy 1p 8 71 Xe— W, 1, 0
t=1
T
= B— W, b 0—-8) [EaE—-w 1, (0—6)
t=1
T T
= & {+0-6) wiw, @ -96),
t=1 t=1
where § is the unrestricted MLE
T -1
6= wew, ot Wy X
t=1 t=1

and &= X¢e— Wy | 6. Estimating di erent submodels (r, k) involves minimizing —2 (8) over 8
under the restriction
(k) g(r)(((lli')u)
) —
o = Wy
0

which yields the restricted estimator § &),
Using the true value 3¢ and hence ro, de ne

Tl TV, 0

Dt = _ Iy,
T 0 0 T UZIp(K—l) P



28 (&) H.PBOSWIKETAL.

such that
T—l/ZC Xi—1
Dr Wy I, =T7%2 BoXt-1 lp.
Zy

This is used to normalize the factors of the log-likelihood ratio function:

@) =-2 1(0)- ()
T
=@-6) ww, @©®-0
t=1
.
=@®-6)D; ! Dr WiW, ;! Dr D@ —§).
t=1

Note that Dt has been de ned such that D;l(e —6) and the normalized observed information matrix in
square brackets are bounded in probability (and the latter has a non singilar limit). Indeed, as shown by
Boswijk and Zu (2022),

-1

1,4 b O S
D7Y@ —6o) & 7 L
T ( 0) 0 \]2 SZ
and
T
-1 w J]_ 0
DT W[Wt t DT bnd 0 JZ y

t=1

where S; and J; are the limits of the normalized score vector and information matrix of the cointegration
parameters ¢, and S, and J, are the corresponding limits for the remaining parameters (o and ). Further-
more, Boswijk and Zu (2022) show that the same limit results apply if the true sequence { t}tT=1 is replaced
by the non-parametric estimate { ~ t}tT=1 in the expression for T and hence 7.

Extending the above results to the case with a (possibly restricted) constant or linear trend term requires
Xt—1 and possibly Z; to be extended by such deterministic terms, and a corresponding extension of the matrix
D+. This will not be considered explicitly here.

Finally, it will be convenienttode ne LR(Hy, r,[Hi,r,) = (8% ) — 1 (§%22)), the likelihood ratio
statistic for Hy, r, against Hy, r,, where (kg, r1) and (kz, rp) are particular values of (k, r) with ky <k, and
rh<rnr.

Proof of Lemma 1. To obtain the results of Lemma 1, we proceed to analyze
ALS-IC(k, r) — ALS-IC(k, ro) = 1(6®D) — (%) +¢r [m(k,r) — 1 (k, r0)],

whereTt(k,r) =r(2p — r) + p?(k — 1). We  rst consider the case where k = ko, such that the chosen lag length
is well- (or over-) speci ed. A er that, we consider the case of under-speci ed dynamics (k < ko).

When k = ko, then Hr, is a well-speci ed model, and hence  1(§®0)) is the LR statistic for the null
hypothesis that the lag length is (less than or) equal to k and the cointegrating rank is rg in the unrestricted
model. As this null hypothesis is true, (%)) will have a limiting null distribution, being the distribution
of the sum of the LR statistic in Boswijk and Zu (2022) and a x? random variable. Most importantly,

T(6¢10) = 0p(2).

Forr>rg,wehave 1(8%N)— (%)) =—LR(Hy,|Hkr), which is minus the LR statistic for a true

null hypothesis in an overspeci ed model, and hence it is Op(1). Because m(k, r) — m(k, ro) = 0, it follows that

Pr (ALS-IC(k, r) — ALS-IC(k, rg) > 0) — 1,

provided ct — oo.
Forr <rg,wehave t(@&D)— (@& ))=LR(Hxr|Hky,). In thiscase, the null hypothesis is violated,
which will cause the statistic to diverge (to +oo) at the rate Op(T). To obtain this rate, consider rst the
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simplest case where r = 0 and kg = k = K = 1, so that the estimator of  is zero under both constraints, and
gk =vec ™ &N =0, Therefore,

LR(Hirl ) = 160 = (6%

.
=6D;Y Dy WiW, ! Dr D7Y— (k)
t=1
Since D718 = D60 + Op(1), with
—1g = TRy ¢ )Py — 0
DT bo = TlPZ(C BO)_lC IP Bo |p Vecoo = Tllzvecao '

and 1(8®))isOp(L) asbefore, thisleadsto  7(*N) — (K1) =0y (T). More generally, we will nd
that the divergence rate of

1@« =@F*D -t b wew, ' Dr DFY@EKN —4@)
t=1

will be determined by
D7@% " —§) = D7 (E*D — 8g) + Op(2),

and since 8y does not lie in the constrained parameter space such that the di erence " — 8, will be Op(1)

but not op(1), it follows that D7 (6" — §) = Oy (TY/2) as before, and hence  1(§*7) = Oy(T). The term
cr [m(k, r) — 1 (k, ro)] is negative and diverges at the rate ct; therefore

Pr (ALS-IC(K, r) — ALS-IC(K, rg) > 0) — 1

provided ¢ct/T — 0.

Next, consider the case k < kg, so that we are comparing two (dynamically) misspeci ed models. When
r >rp, such that the larger model encompasses the correct cointegration rank, we may use the following
decomposition:

LR(Hyro[Hkr) = LR(Hk ro IHK ) + LR(Hk ro|Hk o) — LR(Hir[Hk 1), (A.2)

which follows from Hyr, Hkr, HkrandHyr,, Hygr Hk,r, andequating the sum of the LR statistics
for both nested sequences of hypotheses. The  rst right-hand side expression in (A.2) is the LR statistic for the
correct cointegration rank in a well-speci ed model, and hence Op(1). The second and third terms in (A.2)
are LR statistics for an incorrect lag length against an unrestricted lag length. Both test statistics will diverge,
but their di erence is Op(1), as we will now show.

Recall the de nition of g0 (¢, a) in (A.1), and de ne the corresponding Jacobian matrix

a9 (g, a) g (g, a)

() =
SCIL 0 " dvec(a)

=c a:p I,

where B is determined from ¢ as vec = vec((cc)~c) + (c I1)@. Next, de ne the Jacobian matrices
evaluated at the true values

Go = G (g, ), G =G0, of).

Here (@o, 0o) is the true parameter value in the model H r,, and similarly ((pér), aér)) is the true value in
the overspeci ed model Hg ; with r > rg. Note that ¢ and a are not identi ed in the over-speci ed model,

but one can choose a true value such that vec o = g® (", a{"). Using a linearization of the rank-restricted
model, and hence a quadratic approximation of the log-likelihood, we have

T -1 7
O\p/0 0 —-1/2
W WY Wiz + 0p(T ),
t=1 t=1

ft (o) — g Go 0

gKrn) —_g, =
° %  (r0) — g U
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where z; = ot_lst (with ot the symmetric square root of ) and

Wgt Go(Xt-1 Ot_l)
W= wy = Zi ot
Wt Zyy of*
Here the vector of lagged di erences Z; has been partitioned into the retained lags Zyt = ( Xi—q,..., X_,41)
and the excluded lags Zot = ( X,_,.,..., Xi—k+1) in the model Hy,; with coe cients Y1 and yp,

respectively. By the same quadratic approximation of the log-likelihood,
T

~ (K, ~ (K,
LR(Hk,ro|HK,ro):llJ2( o) Wg-lo,th-lo,tllJz( rO)"'Op(l)v (A3)
t=1
with
T T
~ ',(l _ -
P = g0 + W3.10W3.10 W10t + 0p(T™2),
t=1 t=1
and where
0 ! 0 TowiwR wiw,, - Wi
Y, = Woy — Wor (W W , A4
2.10t 2t . 2t(Wor, Wiy) oy WaWo WaiWy, Wit (A4)

the least-squares residual of a regression of Wa; on W8t and W1;. By the same derivations, an approximation
analogous to (A.3) applies to LR(Hy[Hk ) for r > ro, but with (<™ replaced by (", and W9 101
replaced by Wy.10t, which in turn is de ned by (A.4) with W8t replaced by Woy = G (X¢—1  0; 1). This
leads to the following result:
T
LR(Hicro[Hic ) = LR(HielHicr) = B W10 W3, 10, G5 (A5)
t=1

T
— §fen Wz-lo,th.lo,tlI]z(K’r) +0p(1)

t=1
.
_ 0 0o _
=y W3.10tW2.101 = W210tWo.101 W20
t=1
.
0
+ 20, Wi.10t — Waaor Zt
t=1
T T -1
+  zW9 W9 10, WY WY 10,2
tWa.10t 2.10tW2.101 2.10,t2t
t=1 t=1 t=1
T T -1 7
- tWhygy W2.10tW5.104 W2.1042t
t=1 t=1 t=1
+0p(1).

The third and fourth terms in the nal right-hand side expression are Op(1), since they represent essentially
the two likelihood ratio statistics under the null hypothesis g2 = 0. We will now analyze the rst two terms.

Because Hg r, is nested in Hgr, it follows that the column space of G is a subset of the column space
of G. Without loss of generality (a er suitable rotation), we may write G =[Gp : G ] for some matrix G ,
orthogonal to Gg. Using standard derivations involving projection matrices, this leads to

T T -1
0 _ —
Wz-lo,t Wa.10t = W2t Wy WotWor Wi,
t=1 t=1
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with W), the least-squares residual of a regression of G (Xi—1  0; 1) on W3, and Wy; and

-1
T T T
Wg.lo,thlo,t —W210tWa10t = WaWy Wt Wo Wt Wo.
t=1 t=1 t=1
It can be shown that G (X¢—1 ot_l) selects I1(1) linear combinations from X;—1, which implies

T T T
WoWo, = Op(T?), Wt Wy = Op(T), Wizt = Op(T),
t=1 t=1 t=1
and substituting this in (A.5) leads to LR(Hy r,|Hk r,) — LR(Hyr[Hk r) = Op(1). Hence, because m(k,r) —
mt(k, ro) = 0, it follows that

Pr (ALS-IC(K, r) — ALS-IC(K, ro) > 0) — 1

|f CT — OO,
For k < ko, r < rg, the proof follows from a combination of ingredients from the previous two cases: now

LR(Hkr[Hkro) = LR(Hk r[Hk o) + LR(Hk r[Hi r) = LR(Hk ro [Hi 1)

The rst right-hand side term will diverge at the rate Op(T), analogous to the result for k = ko, r < ro; and
the nal two terms together will be Op(1) as in the case k < ko, r = rg. This again leads to the required result.
O

Proof of Lemma 2. As in the proof of Lemma 1, we start with expressing the ALS-IC di erence in terms of
likelihood ratio statistics and 1t (k, r). For kg < k <K,

ALS-IC(k, ro) — ALS-1C(Ko, ro) = —LR(Hyy,ro IHk.ro) + 1 [T1(K, ro) — 1t (Ko, ro)] .

The rst right-hand side term is an LR test statistic for a true null hypothesis in a well-speci ed model, and
hence Op(1). Because Tt (k, ro) — 1(ko, ro) = 0, the ALS-IC diverges provided ct — oo, which proves part (i).
For 0 <k < ko,

ALS-1C(k, rg) — ALS-IC(ko, ro) = LR(Hy ry|Hko.rp) + C1 [T1(K, ro) — 11 (Ko, ro)] .

The rstright-hand side term is an LR statistic for a false null hypothesis in a well-speci ed model, and hence
will diverge at the rate Op(T); see the proof of Lemma 1, case k < ko, r = rq. Since 1t (k, ro) — 1(ko, ro) <0in
this case, the ALS-IC diverges provided ¢t = o(T), which proves part (ii). O

Proof of Theorem 1. The theorem is a direct extension of Theorem 1 of Cavaliere et al. (2018) to the case of
ALS-based information criteria. Making use of Lemmas 1 and 2, the line of the proof is exactly the same as in
their proof. O

Proof of Lemma 3. The proof is analogous to the proof of Lemma 2; the di erence is that the true cointegrating
rank rg in Lemma 2 has been replaced here by p = rg. Therefore, the LR test statistics are now for a true or
false null hypothesis in an over-speci ed model; but this does not a ect the divergence rates, hence the same
results obtain. O

Proof of Theorem 2. It follows from Boswijk and Zu (2022), Theorem 3, that when using the true lag length
ko, the bootstrap PLR-tests have correct size and are consistent, i.e., for the chosen signi cance level n, and as
T - oo,

Pr t (ko) <r -0,
Pr t (k)=rp - 1—n.

Together with Lemma 3, this implies the result of Theorem 2, analogously to the proof of Theorem 3 of
Cavaliere et al. (2018). O

Proof of Theorem 3. The theorem is a direct extension of Theorem 2 of Cavaliere et al. (2018) to the case of
ALS-based information criteria. Making use of Lemmas 1-3, the line of the proof is exactly the same as in
their proof. O
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