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Abstract—The increasing availability of data generated by
Internet of Things (IoT) and Industrial IoT (IIoT) devices, as
well as privacy and law regulations, have significantly boosted
the interest in collaborative machine learning (ML) approaches.
In this direction, we claim federated learning (FL) as a promising
ML paradigm where participants collaboratively train a global
model without outsourcing on-premises data. However, setting
up and using FL can be extremely costly and time consum-
ing. To effectively promote the adoption of FL in real-world
scenarios, while limiting the overhead and knowledge of the
underlying technology, service providers should offer FL as a
Service (FLaaS). One of the major concerns while designing
an architecture that provides FLaaS is achieving trustworthi-
ness among involved typically unknown participants. This article
presents a blockchain-based architecture that achieves trustwor-
thy FLaaS (TruFLaaS). Our solution provides trustworthiness
among third-party organizations by leveraging blockchain, smart
contracts, and a decentralized oracle network. Specifically, during
each FL round, the service provider supplies a sample, without
overlapping, of its validation set to validate all partial models
submitted by clients. By doing so, poor models, which tend to
degrade performance or introduce malicious backdoors, are iden-
tified and discarded. Due to the transparency of the blockchain,
not changing the validation set would enable participants to forge
a malicious partial model that passes the validation phase. We
evaluate our approach over two well-known IIoT data sets: the
reported experimental results show that TruFLaaS outperforms
the state-of-the-art literature solutions in the field.

Index Terms—Blockchain, federated learning (FL), federated
learning as a service (FLaaS), security, trust, trustworthiness.

I. INTRODUCTION

HE INCREASINGLY widespread adoption of Internet of

Things (IoT) and Industrial IoT (IIoT) devices is notably
contributing to the design and development of next-generation
services [1]. As reported in recent statistics, the number of
such devices will surpass 125 billion by 2030 [2], gener-
ating an unprecedented amount of data that paves the way
for new applications based on artificial intelligence (AI) [3].
However, traditional machine learning (ML) techniques, which
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require data centralization, are not feasible when a remarkable
amount of information comes from multiple locations; both
in terms of privacy awareness [4] and energy consump-
tion [5]. Furthermore, law and privacy regulations, such as
the European General Data Protection Regulation (GDPR) [6],
hinder centralized ML approaches that may lead to potential
data leakages.

These reasons are pushing industrial and academic com-
munities toward more decentralized and collaborative ML
approaches. In this direction, federated learning (FL) is envi-
sioned as a promising ML paradigm in which the parties
involved, which share common goals, collaboratively train a
global model. Unlike centralized ML, which typically relies
on cloud-based resources, data are no longer sent to a central
entity, as training is performed directly on remote clients using
on-premises data. Each client trains a local ML model with its
own data and, subsequently, sends it to a server that combines
all the partial models retrieved according to an aggregation
strategy [7]. Nowadays, different services and companies,
which could be also competitors, have to face similar problems
that can be effectively solved through the use of distributed
ML. Adopting a collaborative approach to train ML mod-
els can be extremely beneficial, especially for small/medium
enterprises that may not have enough on-premises data to build
useful models on their own. For example, in smart manufac-
turing environments, the various equipment and uneven load
distribution may lead to unbalanced data regarding faults. In
such a context, implementing a diagnostic model requires gath-
ering a large amount of high-quality fault data, which is a hard
task. Therefore, the lack and imbalances in fault samples rep-
resent two main factors that negatively affect the performance
of fault diagnosis models [8]. These limits can be overcome
through the training of a shared model, bringing advantages to
every participant. Edge nodes deployed in multiple sites and
the use of FL allow the exploitation of unbalanced samples
to train models with excellent accuracy, generalizability, and
efficiency [9].

Although FL is gaining much popularity in various
fields [10], [11], [12], [13], there are just a few works that pro-
pose to provide FL as a Service (FLaaS) [14] to interested third
parties. In the last decade, cloud providers have offered many
cloud-based ML as a Service (MLaaS) [15] that comprise com-
puting resources, APIs, open-sourced libraries, and tools for
data analytics. However, despite increasing interest, current
commercial solutions do not support collaborative training.
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Providing FLaaS with minimum overhead and knowledge of
the underlying technology is a key factor in promoting the
successful use of FL solutions. An effective FLaaS should
be designed to: 1) offload developers from collecting data
allowing them to only focus on the algorithm to implement;
2) preserve data privacy by avoiding data transfers from the
owner to external entities; and 3) provide trustworthiness
among unknown participants, which is the main focus of this
work. For example, regarding the fault diagnosis use case
reported above, smart manufacturing enterprises may want
to be sure that the employed model can effectively predict
a certain failure.

Although the FL paradigm enables tackling some Al-based
challenges, such as preserving privacy, the global model can
still be the target of different attacks (i.e., model poisoning
and inference attack) [16]. Regarding trustworthiness, the main
concern that hampers FL adoption in third-party applications
is the presence of malicious clients and servers that negatively
impact the performance of FL training and introduce malicious
backdoors [17]. Furthermore, the traditional FL architecture
based on the client—server model suffers from a single point
of failure, low scalability, and tampering of the global model,
including possible biases that induce some partial models over
others [18].

To effectively improve the trustworthiness of the whole
FL process, this article proposes a blockchain-based trustwor-
thy FLaaS (TruFLaaS). Our solution provides trustworthiness
among third-party contributors to the FL process by leveraging
blockchain, smart contracts, and decentralized oracle networks
(DONs). TruFLaaS proposes a novel validation strategy to
aggregate partial models, resulting in an improved quality of
the global model. Clients’ models are validated by a smart
contract through a sample of the validation data set given by
the service provider through a DON. By evaluating the partial
models on defined quality metrics (e.g., accuracy), we can gen-
erate high-quality global models. We associate a level of trust,
updated during each round, with each client in order to prop-
erly weigh their contributions. To the best of our knowledge,
we are the first to propose a validation protocol that leverages a
smart contract to directly validate partial models. The exper-
iments demonstrate that TruFLaaS outperforms conventional
baselines and the state-of-the-art literature under different cir-
cumstances that are particularly relevant to FL scenarios. The
following summarizes the major contributions of this article.

1) We present a novel blockchain-based architecture for
enabling TruFLaaS. Our solution combines blockchain,
smart contracts, and a DON to build a collaborative trust-
worthy Al model training system that can resist attacks
from the server and malicious participants.

2) We design a novel validation protocol based on smart
contracts and a DON. The DON is needed to dynam-
ically feed the smart contract with a sample of the
validation data set.

3) We propose a weighted aggregation strategy that takes
into account the level of trust of each participant. To
properly consider contributions, each client has a level
of trust that is given by its performance achieved during
all previous rounds.

21267

The remainder of this article is structured as follows.
Section II motivates the need for the FLaaS and discusses
the main guidelines to design a TruFLaaS. Section III presents
the blockchain-based architecture for enabling trustworthy FL,
while Section IV discusses in detail the validation protocol as
well as the level of trust of participants. Section V evalu-
ates the proposed approach and presents experimental results.
Section VI analyzes related work on trustworthiness and FL.
Finally, Section VII draws our conclusions.

IT. MOTIVATION AND DESIGN GUIDELINES

FL is emerging as a valuable solution for creating ML mod-
els in a distributed manner without sacrificing data privacy.
Despite the benefits, setting up and using FL can be extremely
expensive and time consuming, especially in some sectors,
such as industry or healthcare, where the necessary infrastruc-
ture and expertise are often lacking. FLaaS provides clients
with an easy way to use FL with limited overhead and tech-
nological knowledge, allowing them to eliminate the heavy
burden task of developing and tuning algorithms and tools.
Furthermore, FLaaS is flexible to meet different participants’
requirements while implementing FL training.

To facilitate the understanding of our proposal and to prac-
tically clarify the motivations behind the primary TruFLaaS
design choices, we introduce an example that will be used as
a reference use case throughout this article. Let us consider a
company that sells industrial machines and offers a predictive
maintenance service. All the customers who use a specific
machine are interested in joining such FLaaS since predicting
the breakdown of an industrial component brings significant
advantages [19], such as reducing maintenance costs and
increasing production capacity. Since all the machines of the
same model share the same characteristics, they are prone
to the same performance degradation trend over time. For
this reason, the environmental condition experienced by each
machine can be beneficial to others to understand the reasons
behind, and so prevent, a component fault. In this context,
when a smart manufacturing company buys a machine, it
obtains the infrastructure needed to run FL training, too. Each
local training resulting parameters are then sent to the vendor
that aggregates them into a more generalized model able to
predict the behavior of the machine under a wide spectrum of
circumstances.

Therefore, due to the above consideration, FLaaS is
designed to address the following scenarios.

1) FL training for a single client on an existing ML problem

without the need of developing and tuning algorithms.
For example, a smart manufacturing enterprise may want
to model the temperature of a given machine to avoid
overheating.

2) FL training between two or more clients to solve an
existing task, which is the same for all the involved
parties (e.g., predictive maintenance) giving access to
a wider knowledge spectrum.

3) FL training two or more clients to solve a novel task
not explored yet. For example, a smart manufacturing
enterprise may want to model the temperature of a given
machine during a specific month.
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4) Allowing clients to specify the requirements to address
while implementing FL training. Clients’ requirements
comprise quality metrics, aggregation strategy, and the
number of nodes involved.

Although FLaaS can bring many advantages to third-party

organizations, there are several challenges arising that need to
be properly addressed.

A. Trustworthiness

Clients require transparency in the FL process, especially if
they do not fully trust each other and/or the service provider.
For example, the node in charge of aggregating models might
have biases and prefer one update over another. In addition,
it is important to check the models sent by clients, as they
may be Byzantine. Aggregation of a malicious model could
generate a global model with poor performance and/or back-
doors [20], Therefore, to effectively allow unknown clients to
collaborate, service providers have to guarantee that: 1) all par-
tial models are equally treated without possible biases inducing
to prefer some partial models over others and 2) malicious
attempts to arbitrarily alter the global model are properly
mitigated through a validation process of partial models.

Concerning the smart manufacturing example reported
above, there are two potential targets for an attack: 1) the ser-
vice provider (i.e., vendor) and 2) the customers (i.e., smart
manufacturing industries). A malicious competitor of the ser-
vice provider could be interested in joining the FL training as a
client to negatively contribute to the global model or make the
service unavailable, impacting the service provider’s reputation
and reliability. On the other hand, a contender of a third-party
customer could buy that equipment only to participate in the
FL process and degrade the performance of the global model,
exposing the customer to potential machine failures.

These considerations lead us to claim that trustworthiness is
one of the major requirements that service providers have to
guarantee to offer an effective FLaaS. With this idea in mind, we
propose the exploitation of blockchain and smart contracts to
make more trustworthy the validation and aggregation processes
of partial models. Many research works propose enriching FL
with blockchain, but the use of blockchain is mainly devoted to
avoiding a single point of failure, providing higher reliability,
and tracking participants’ contributions. This ensures account-
ability and maintains data providence [21], [22], [23], [24].
However, unlike our proposal, the validation and aggregation
processes in these studies are usually performed off-chain,
meaning they occur outside the blockchain network.

However, performing these operations off-chain signifi-
cantly reduces the usefulness of the blockchain, while also
reducing the benefits of its consequent overhead. Off-chain
approaches, which do not rely on smart contracts, are neither
public nor verifiable. Therefore, the results obtained do not
represent solid evidence and could be challenged by clients.
Furthermore, a participant may not have adequate or enough
validation data to perform an accurate validation process.
For example, in the case of predictive maintenance, a smart
manufacturing enterprise may not have data on a particular
fault and therefore could not assess whether the model can
predict it.
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Although keeping the validation on the blockchain avoids
Byzantine contributions that could introduce backdoors in the
global model, on-chain validation also brings challenges to
address. In particular, validating a partial model through a
smart contract implies that validation data are published on the
blockchain. Hence, malicious contributors could intentionally
craft an evil model that achieves satisfying performances on
the validation data. Therefore, to offer a reliable FLaaS, ser-
vice providers must implement security mechanisms that allow
partial models to be validated using smart contracts without
making validation data publicly available. Moreover, due to
the transparency by-design nature of blockchain environments,
service providers have to offer the possibility to verify how
validation was performed.

B. Privacy-Preserving Techniques

Although one of the main advantages of FL is to avoid
data exchange between the server and clients, personal
information can still be inferred by analyzing the partial
models submitted by the clients [25]. Therefore, to further
improve privacy, privacy-preserving techniques are generally
employed [26], [27]. Differential privacy (DP) is one of the
most representative approaches [28]. It consists of adding
artificial noise to the partial model before sending it for aggre-
gation. However, while higher noise will result in higher
privacy, the global model performance would be worst and a
longer convergence time of the training process is likely to be
required. Hence, an adequate tradeoff is needed to preserve
privacy while guaranteeing satisfying performance. Another
approach that is emerging in FL consists of using homomor-
phic encryption [29]. It is an encryption technique that allows
operations to be performed on the encrypted data without hav-
ing to decrypt them first. The result is provided in encrypted
form and is equivalent, when decrypted, to that obtained by
performing the same operation on plaintext data. In this way,
clients encrypt partial models before sending them. The result
of the aggregation is an encrypted global model that can be
used by clients once decrypted.

C. Authentication and Authorization

Participants of FLaaS need to interact with each other
transparently and securely. However, the highly distributed
operating environment of FL hinders the adoption of central-
ized identities to identify clients and regulate their participa-
tion in FL training. Centralized approaches own and control
clients’ data that could be also shared with other services with-
out their awareness. In addition, storing sensitive information
in a unique server increases the risk of data leakage. Due
to these considerations, a framework that offers FLaaS has
to implement decentralized authentication and authorization
mechanisms. Decentralized identities are only under the con-
trol of the data owner that decides with whom to share its
information. The authorized access to FLaaS can be regu-
lated through decentralized identifiers (DIDs) and verifiable
credentials (VCs) [30]. A DID is a new type of identifier
that enables verifiable, decentralized digital identity [31]. VCs
are claims made by an issuer that states something about a
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Fig. 1. TruFLaaS architecture.
subject [32]. DIDs and VCs enable claim-based identity, a
method of authenticating entities in other systems.
Specifically, to use FLaaS, clients need VCs with the
necessary permissions to join the desired FL processes.
Moreover, since participants may have different requirements,
the service provider has to guarantee that the issued VCs allow
clients to only join the FL training that satisfies its demands.

D. Incentive and Penalization

Clients are always reluctant to share their data, hence, incen-
tives are needed to attract sufficient distributed training data
and computation power. Therefore, to effectively involve as
many positive participants as possible, resulting in a high-
quality global model, service providers have to implement
mechanisms to reward clients according to their contribu-
tions [33]. It sharpen that to correctively reward participant,
avoiding low participation rate or financial loss, contribu-
tions have to be accurately evaluated. However, implementing
incentives is not enough, because Byzantine participants may
participate only to attempt to gain a reward. Thus, service
providers must also determine penalization mechanisms to dis-
courage spamming and incorrect computations, which could
impact the quality of the global model.

III. TRUFLAAS ARCHITECTURE AND
PRIMARY DESIGN CHOICES

This section describes the architecture of TruFLaaS whose
main components are highlighted in Fig. 1, and their inter-
actions in Figs. 2 and 3. Clients interact with the service
that offers FLaaS. The blockchain, smart contracts, valida-
tion set, and DON are the architectural entities that enable
achieving a TruFLaaS. A DON is a middleware layer that
enables to deliver off-chain validation data to the blockchain
in a secure and reliable manner. The use of blockchain and
smart contracts improves the trust of the participants in the FL
process. Specifically, a smart contract validates partial models
on a validation set provided by the DON. Then, it aggregates
clients’ contributions weighting them according to their level
of trustworthiness. Honest participants are promoted to par-
ticipate through incentives, while malicious adversaries are
discouraged by penalization mechanisms. TruFLaaS provides
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the flexibility needed to meet the demands of different clients.
To the best of our knowledge, TruFLaaS is the first designed
and implemented framework that provides trustworthiness in
the FLaaS paradigm and performs validation of partial models
in FL by leveraging smart contracts and a DON.

A. Service Provider

The service provider is the entity that offers FLaaS to its
clients for tasks that are usually worthy for all participants.
For instance, it is noteworthy that all the smart manufac-
turing enterprises that use certain machinery are willing to
prevent its breakdown. However, although the goal may be
common, clients still may have different requirements in terms
of metrics, number of involved nodes, and aggregation strat-
egy. For example, a client may want to obtain the global
model as soon as possible, hence, it can determine a threshold
of participants that must be satisfied to aggregate collected
partial models. On the other hand, another client may not
be interested in retrieving the global model in a short time
window since it may prefer to wait longer in order to col-
lect a higher number of contributions. Therefore, the service
provider has to implement a flexible service capable of meet-
ing different demands. Clients provide such information to
the service provider which in turn uses them to implement
a smart contract that realizes an FL process compliant with
them. The service provider is also responsible for registering
clients and providing them with a valid identifier to inter-
act with the blockchain. This way guarantees that only an
identifiable and authorized client participates in the proper FL
training.

Furthermore, since the service is directly offered by the ser-
vice provider on a task that is under its control (e.g., predictive
maintenance of its machines), we can assume that it has a
validation data set large enough to validate partial models [8].
After each round of FL training, the service provider feeds a
sample of this set into the blockchain. Such data are used to
validate all the partial models before aggregating them. Given
two distinct rounds, the validation sample has to be different



21270

to avoid possible model forging attacks. Otherwise, malicious
participants could exploit it to build a crafted partial model
that passes validation checks. This could result in the introduc-
tion of backdoors in the global model that can compromise its
integrity and effectiveness. Thus, to securely and reliably inject
data into the blockchain, the service provider has to count on
a DON that allows it to accurately fetch data off-chain and
deliver it to the blockchain.

1) Decentralized Oracle Network: Oracles are trusted third
entities that serve as bridges between blockchains and external
systems. They enable smart contracts to make computations
leveraging inputs and outputs from the real world. An oracle
is a software component that queries, verifies, and authenti-
cates external data sources and then relays that information
to the blockchain. As previously mentioned, TruFLaaS relies
on oracles to provide the validation data set to the smart
contract. These oracles are responsible for feeding the smart
contract with the validation data set managed by the ser-
vice provider. This approach helps to ensure the integrity and
security of the validation process, as the oracles act as trusted
intermediaries between the participants and the smart contract.
However, the usage of a single oracle leads to a central point of
failure, which could contradict the decentralization principles
of blockchain technology and lead to security vulnerabilities.
The issue is known in the literature as the “blockchain oracle
problem” [34]. To address this challenge, DONs have emerged
as a solution [35]. A DON employs a combination of multiple
independent oracle node operators and multiple sources of
reliable data to provide decentralized and secure access to off-
chain information. By leveraging the collective intelligence of
multiple independent nodes, a DON helps to ensure the relia-
bility and accuracy of data inputs into the blockchain network,
while also maintaining the decentralization and security that
blockchain promises.

In TruFLaaS, we use a DON as a middleware layer between
the service provider and the blockchain. Without a DON, val-
idation data have to be published on the blockchain. As a
negative side effect, all participants may exploit published val-
idation data for forging a partial model that, even if malicious,
passes the validation phase. To ensure the integrity and secu-
rity of the FL process, validation data should only be provided
after the necessary requirements for performing aggregation
have been met. For example, concerning the predictive main-
tenance use case, a malicious client may attempt to construct
a partial model that achieves satisfying performance on the
validation data although its model fails while estimating the
remaining useful lifetime (RUL) when it falls under a certain
threshold.

B. Client

Clients collect data provided by IoT and IIoT devices and
use them to train local models, independently from the ML
algorithm employed. Once the training is completed, the par-
tial model is forwarded to a smart contract deployed on the
blockchain. Thus, a client has a module to perform tasks
related to the FL and hosts a node of the blockchain to join
the service. Before joining an FL, the client has to express its
willingness to join an FL. In case existing processes do not
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meet its demands, the client can provide new conditions to the
service provider that meet them while setting up a novel FL
training.

C. Blockchain Node

As discussed above, we leverage blockchain and smart
contracts to improve the trustworthiness among unknown par-
ticipants in the FL process. Therefore, the service provider has
to deploy blockchain nodes. Clients may either run locally a
blockchain node, as shown in Fig. 1, or connect to one of those
deployed by the service provider. On the one hand, running
a blockchain node can provide clients with direct visibility of
FL processes. On the other hand, it comes with the poten-
tial downside of consuming a nonnegligible amount of client
resources, which can be a challenge for clients with limited
computing power or storage capacity. Therefore, it is important
to carefully consider the tradeoffs between direct monitoring
and resource consumption when deciding whether to run a
blockchain node or connect to one of the proxy nodes and
submit its partial model. This flexible configuration increases
the ease of use of FL since each participant is not involved in
the operations to manage a blockchain node, while it has to
only train partial models and send them to the corresponding
smart contract.

1) Validation and Aggregation: The validation and aggre-
gation of the global model are performed through a smart
contract, which is implemented according to the client’s
requirements. The smart contract first verifies whether the
client is authorized or not to join the desired FL process.
Then, before validating and aggregating partial models, it waits
until the training requirements are satisfied. For example, if the
aggregation strategy foresees that all participants have to pro-
vide their contributions, the smart contract waits until all the
clients have submitted their partial models and then it sends
a request for the validation set for that round. As anticipated
above, the validation set is provided by the service through a
DON. All the partial models are validated against the collected
validation set and, if they achieve satisfying performance on
the selected threshold, are considered in the aggregation phase.

2) DID-Based Access Control System: We regulate access
to the FLaaS through DIDs and VCs. Each client has only one
digital identity, which is a DID issued by the service provider,
but has multiple claims (i.e., VCs) that prevent misuse of
services and Sybil attacks [36]. Such identity information is
not stored or controlled by other parties, rather they are kept
in a wallet under the surveillance of the user, thus, improv-
ing both the control over the client’s data and the degree
of trust and security for external entities (e.g., apps or ser-
vice providers) [37]. Our DID-based access control system
comprises the following actors.

1) Claim Holder: To access the FLaaS, clients need VCs

issued by the claim issuer and associated with their DID.
A VC represents proof of membership for a specific FL
training.

2) Claim Issuer: The service provider attests to the proof

provided by the claim holder and generates a VC and
signs it with its DID. Such a VC, which includes the
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TABLE I
CONFIGURATION PARAMETERS

Value
Positive integer
Positive integer
Positive integer

Parameter
Minimum rounds
Minimum participants
Budget

Aggregation algorithm JSON
Structure of the model JSON
Privacy techniques JSON
Metrics JSON

claim holder’s DID as the subject DID, is returned to the
claim holder that will use it to join the corresponding
FL process.

3) Claim Verifier: Verifying claims is implemented through
a smart contract. A client signs a verifiable presentation
(VP), which embeds a VC, with its DID and sends it
to the claim verifier that checks if the client owns a
valid VC to participate in the FL training for which it

is applying.

IV. TRUFLAAS TRUSTWORTHINESS PROTOCOL

This section discusses the main phases that enable achieving
trustworthiness in an FLaaS environment. Let us consider a
service provider s that offers FL training f; € F to its client
set C to collaboratively train, according to given requirements,
a global model mg; on a given task. To join the FLaaS offered
by s, a client ¢; € C must be already registered with that s.
Once c; is registered with s, it owns a DID issued by s that
enables it to join the FLaaS.

A. Starting and Joining FL Training

A client ¢; can either join an existing f; or start a new one
if the requirements implemented by existing processes do not
satisfy its demands. TruFLaaS employs a robust authorization
workflow, illustrated in Fig. 2, that leverages DIDs and VCs to
regulate all interactions. In the following, we detail the steps
involved in initiating a new f; or becoming a member of an
existing one.

1) c; presents its DID and provides s with the requirements
that f; has to address. Table I summarizes the parameters
that can be customized.

2) In case there are no preexisting smart contracts sc; that
meet the client’s needs, s creates a novel sc; that verifies
and aggregates partial models according to the specified
criteria. However, if such sc; does exist, refer to step 3).

3) sreturns to ¢; a VC vc; ; signed with its DID that enables
¢; to interact with the deployed sc;.

4) once the local training is completed, ¢; signs with its
DID the previously obtained vc;; generating a VP vp; ;.
Then, it provides such vp;; and the partial model mp;
to scy.

5) sc; verifies the validity of vp;; through the DID of s,
which has released the vc;;, and subsequently grants or
denies the participation to f;.

It is worth noting that starting a new f; is an expensive oper-
ation that should be avoided if there is existing training that
already satisfies the client’s demands.
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B. Trust Level

Each client ¢; € C is assigned a trust level #;; € [0, 1].
As pointed out in [38], most trust models in P2P networks
distinguish trust toward a peer into direct and indirect. Direct
trust is based on previous interactions with that peer, while
indirect trust is based on that peer’s global reputation. We
denote with TAR; ; the Transaction Acceptance Rate, which is
defined as

TA; |
TAR; | = —- (D)
’ Ti,
where TA;; is the number of accepted transactions and 7; is
the total number of transactions made, both referred to the f;
process. The Global Trust Value, which is denoted with GT;,
is defined as

N
> e i o
N

where the trust levels are obtained by the clients in past or
current FL processes. Thus, leveraging the direct and indirect
trust, we calculate the trust level as follows:
= Gl AR 3)

2
These values are updated at each round, through the specific
smart contract (Fig. 3, step 11). At this point, we also consider
whether to revoke the vc;; from client ¢; in case its TAR;
does not meet minimum requirements (i.e., pass a threshold).
At each round, the average TAR p74g, among all participants,
and the corresponding standard deviation o74g are calculated.
Then, we estimate whether or not a client can, considering the
number of remaining rounds, exceed the threshold value set to
UTAR —OTAR. In case it fails, the corresponding vc; ; is revoked

and the client is excluded from f;.

GT; =

C. Validation and Aggregation

After having started a novel f; or joined an existing one, a
client is provided with the necessary vc;; to contribute to that
training. In the following, we detail the validation and aggre-
gation workflow depicted in Fig. 3. These steps are repeated
for each round k.

1) Each ¢;; € C; collects local data from the deployed

IoT/IoT devices.

2) Data are used to locally train a partial model mpif I

3) Each ¢;; provides mpﬁ ; and vp; ;, which is obtained by
signing vc;; through its DID, to sc; that validate and
aggregate all partial models MP'Z‘. Algorithm 1 shows the
algorithm implemented by the smart contract to validate
and aggregate partial models.

4) sc; forwards vp;; to a smart contract responsible for
authorizing participants.

5) This smart contract will grant or deny access to fj.
Specifically, it jointly verifies the validity of vp;; and
ensures that the embedded vc;; has not been revoked.

6) Before aggregating all partial models MP;‘, sc; waits
until the aggregation requirements are met and validates
MP;‘ against a validation set Vlk C V), provided by a
DON d.



21272
D)
g A
= : Validation &
IoT/IIoT Devices Client Aggregration
1. Local data ' ' '
2. Train partial : !
i model : 1
h y |
1 ! h
H . L 4. Authorize VC 1
! 3. Send partial model
1 H
: ' +Ve 5. Grant or deny
: : 1
1 1 1
‘ . T :
1 1 ' 1
1 1 ! 1
1 ] L 1
1 R [ P ——
1 1
: E 10. Validate partial !
' ' models '
1 1 1
h ' \
H ! 11. Update reputations ,
! ! ! 12. Reputations
1 1 1
: ! 13. Aggregate partial}
| L 14. Global model models ,
‘ H ‘
1 1 ]
1 1 1 ]
Fig. 3. Validation and aggregation workflow.
7) d requests VZ to s;

8)

9
10)

11

12)
13)

14)

IEEE INTERNET OF THINGS JOURNAL, VOL. 10, NO. 24, 15 DECEMBER 2023

2 8 B B B ¢ &

Authorization Reputation

Decehtralized

Oracle Network Service Provider

6. Get validation data

7. Get validation data }
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s provides V' to d. Given two round j, z, where j < z, 14
must be # V{; otherwise, ¢;; could craft mp? to achieve
satisfying performance on a known V; [].

d returns Vlk to scj.

sc; validates MP;‘ against V[k. To be accepted, a partial
model must achieve performance equal to or better than
a specific threshold. We employ the interquartile range
(IQR) method for detecting outliers. This method does
not use the median, mean, and standard deviation, being
more robust to extremely large or small values. The IQR
is calculated as O3 — Q1, where Q1 is the first quartile of
the data, and Q3 is the third quartile. To detect outliers,
we calculate the threshold as Q1 — 1.5 x IQR. Any data
that falls below this value is considered an outlier and
consequently discarded.

According to the collected metrics, sc; sends the updated
reputations to a smart contract employed to trace the #;
of each c;.

The smart contracts calculate all the trust levels 7% of
each ¢;; and returns them to sc;.

sc; aggregate all validated all mpi-‘ € MP]; weighting
them according to the corresponding tf-‘ e Tk

The global model mg;c is provided to all ¢; ;.

It is worth outlining that transparent collaboration among
smart contracts plays a key role in achieving a TruFLaaS. In
particular, such a design choice is justified by the following
considerations.

1y

2)
3)

All MP;C are validated and aggregated without any
biases, guaranteeing the correctness of gm;‘.

Only c¢;; having satisfying the process can join f;.
Reputations of ¢;; are calculated by a smart contract
using as input the output of sc;. Thus, we ensure the
correctness of #; for each participant.

Algorithm 1 Smart Contract—Validation and Aggregation

Input: dids®, partialModels*, valSet*, metric
Output: globalModel
acceptedPartialModelsk <~ 1
acceptedDidsk <~ 1
performances® < []
for i < 1, partialModels* .size() do
mp < partialModels(i)*
performance < evaluate(mp, valSet*, metric)
performances® push(performance)
end for
threshold < generatedThreshold(performances)
for i < 1, dids*.size() do
did < dids(i)¥
mp < partialModels(i)*
accepted < false
if performances® (i) > threshold then
acceptedPartialModels* push(mp)
acceptedDids* push(did)
accepted < true
end if
updateReputation(did, accepted)
end for
* <« getTrustLevels(acceptedDids")

globalModelk - Zf‘i, t(i)kaccgériﬂiledi?;iialModels(i)k
i=11U

D. Incentives and Penalization

To start a novel f; or join an existing one, clients use
tokens that are by design the natural incentive mechanism
for blockchain-based platforms. Tokens are purchased from s
and earned by clients through positive participation. Moreover,
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in order to participate in an already settled f;, tokens are
also required to discourage malicious behavior. Participants
who provide incorrect contributions are penalized by having a
portion of their tokens withdrawn in proportion to their con-
tribution quality score (GT;). This ensures that all participants
have a vested interest in contributing high-quality work and
helps maintain the integrity of the f;. More in detail, at the
time of the creation of a new f;, the budget b; (i.e., tokens)
is locked up into the corresponding sc; by the ¢;; that initial-
ized that f;. This budget represents an incentive to promote
participation to freshly started f;. Indeed, at the end of f;, it
will be distributed among the participants C; according to the
corresponding TAR; ;. The reward r;; assigned to each c; is
calculated as follows:

g = bl )
Zj:l TAR;
Such an incentive scheme fairly distributes b; according to the
contributions of all the ¢;; € C;. For each ¢;, the contribution
corresponds to its TAR; ;. It is clear that, given c;;, cj; € Cj,
and TAR;; > TAR;, it follows that r;; > r; ;.

Furthermore, to deter malicious behavior, before joining fj,
each c¢;; has to deposit an amount of tokens d;; bounded by
to b;(1/GT;). Thus, the higher a client’s reputation, the less it
will have to deposit, and vice versa. This amount will be fully
returned to the participant c;; at the end of f; only if the TAR;
is greater than a threshold. Otherwise, the amount returned will
be equal to d; ;TAR; ;. Such a mechanism is a strong deterrent
to voluntarily submitting malicious or inaccurate models, as it
would result in an economic loss of tokens.

V. EVALUATION RESULTS

To validate our proposal and compare it with the exist-
ing literature, we consider predictive maintenance and botnet
attack detection use cases, which are of high interest for
industrial deployment environments and call for data collec-
tion from multiple distributed sources. We first describe the
implementation setup for our experiments and the employed
data sets, then we present the details of the performed experi-
ments, and, finally, we discuss the performance indicators that
we have experimentally measured, by drawing some related
considerations.

A. Implementation Setup

TruFLaaS can be integrated into any blockchain infrastruc-
ture that supports smart contracts and DONs. For instance,
for the following assessment and evaluation, we have made
TruFLaaS work with Hyperledger Fabric,! an open-source,
modular, and extensible framework for deploying permis-
sioned blockchains. Fabric-based applications are enterprise-
grade and offer a high level of security, scalability, and
performance [39]; in particular, Fabric smart contracts are
written in general-purpose languages, such as Java, Go, and
Nodel]S. To implement the proposed validation protocol,
we have implemented our smart contracts in Nodel]S by

1 https://www.hyperledger.org/use/fabric
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using TensorFlow libraries. This choice is motivated by the
need to recreate an ML model directly in the smart con-
tract: TensorFlow is one of the few frameworks that imple-
ment ML also in JavaScript [40]. Concerning the DON,
we have used Provable,> whose only requirement is to
deploy a specific smart contract that acts as a connec-
tor between the blockchain and the outside world. Our
experiments were run on a Python-simulated FL frame-
work.?

B. Data Set

For the predictive maintenance use case, we selected the
NASA Turbofan Jet Engine data set [41], which is a widely
accepted and well-known baseline data set from NASA for
engine degradation modeling. It enables estimating the RUL
of the considered engine; the data set was generated through
the simulation of the commercial modular aero-propulsion
system. Specifically, it comprises four subdatasets, with tem-
poral signals from 21 sensors (e.g., temperature and fuel flow
ratio); each of the subdatasets consider different combina-
tions of operational conditions and fault modes. To employ the
data set effectively, first, we performed a data preprocessing
step to remove features with nonconsistent values. In addi-
tion, since the training set does not present RUL values but
only the number of time cycles of engine usage, we were
forced to calculate them manually. For the purpose of the fol-
lowing evaluation, We assume that RUL decreases linearly
over time so that it would have a value of O at the last time
cycle of the engine: for each engine, RUL is calculated as
max_time_cycle — time_cycle; moreover, as usual for regres-
sion problems, we have normalized the input values. Finally,
we have split the data set into training and testing subsets for
100 engines to replicate the behavior of an FL network during
the training phase.

Concerning the botnet attack detection use case, we
employed the N-BaloT data set [42], which contains real traffic
data gathered from nine commercial IoT devices authenti-
cally infected by Mirai and BASHLITE. Malicious traffic is
divided into multiple different attacks (e.g., network scanning
and firmware), thus, enabling us to use it for multiclass clas-
sification: 10 classes of attacks, plus 1 class of benign. To
prepare the data for training, we first used a Label Encoder
to convert the target value for each sample into a numer-
ical value. The target value indicates the type of network
traffic, either benign or belonging to one of the ten pos-
sible attacks. Next, we applied one-hot encoding to these
values, resulting in a vector for each sample. Additionally,
we normalize each feature by using a MinMaxScaler, which
scales the data in the range of [0, 1]. To minimize the
number of features, we implemented a feature selection mech-
anism based on an ExtraTreesClassifier. Tree estimators are
utilized to compute feature importance through impurity cal-
culations, which can subsequently be used in combination with
the SelectFromModel meta-transformer to eliminate irrelevant
features.

thtps://provab]e.xyz
3 https://github.com/MMw-Unibo/TruFLaaS
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TABLE 11
BOTNET ATTACK DETECTION—TRUFLAAS EXPERIMENTS RESULTS

Exp Nodes Cross Accuracy | Precision | Recall F1
: % Entropy % % % %
0 0.549 77.51 79.31 75.77 | 73.92
#1 10 0.461 75.83 74.15 76.42 | 70.51
25 0.419 71.5 75.86 79.11 72.20
0 0.390 77.55 81.13 79.47 | 73.38
# 10 0.409 75.83 78.12 76.81 70.7
25 0.387 74.16 71.43 77.53 | 69.39
0 0.41 77.39 70.31 77.39 | 71.95
" 10 0.41 77.38 70.29 7738 | 71.94
25 0.42 76.43 82.04 76.43 | 70.74

C. Experiments

To show the effectiveness of our solution, we conducted
several experiments considering the application domains of
predictive maintenance and botnet attack detection. In each
of them, we considered both honest clients with a limited
data set and malicious nodes, which aim to either disrupt
the training process or introduce backdoors within the global
model. We compare TruFLaaS against both the conventional
baseline (i.e., no validation mechanisms) and TrustFed [21],
i.e., a framework for fair and trustworthy FL. For the sake
of fairness, in the predictive maintenance use case, we use
the same FL model, configured as follows. The input layer
takes input_size x 24 input neurons for each window.
Two middle dense layers represent 24 x 24 neurons, while the
output dense layer is mapped on 24 x 1 neurons. The ReLU
activation function is used for all the layers and weights are
adjusted through stochastic gradient descent (SGD) optimizer.
Mean absolute percentage error (MAPE) is used to evaluate
the accuracy of each model at the end of the final aggre-
gation, while we calculated mean absolute error (MAE) to
validate partial models and identify the most beneficial ones
for training. However, TrustFed was not thoroughly validated
against multiple data sets and models. Therefore, for the bot-
net attack detection scenario, we developed a novel FL model
consisting of four layers. The first two layers are Dense layers
with ReLU activation functions, comprising 64 and 32 neu-
rons, respectively, followed by a Dropout layer with a rate of
0.2 to minimize overfitting. The final layer is a Dense layer
with 11 neurons, one for each class to be predicted, utiliz-
ing a softmax activation function. Due to the nature of the
problem being a multiclass classification, we used categorical
cross-entropy as the loss function. Moreover, since this use
case does not aim to solve a regression problem, in Table II,
we report the final evaluation metrics for the experiments
conducted.

1) Heterogeneous Data Distribution: First, we consider a
scenario where the distribution of data, among honest clients,
is heterogeneous. Hence, some nodes have more or fewer data
samples than others. Having clients with heterogeneous data
distribution is one of the major cases that justifies the adoption
of FL: this situation is quite common in industrial environ-
ments since the size of enterprises directly affects the amount
of data generated. We run this type of experiment while vary-
ing the number of participants and with different percentages
of nodes having augmented data.
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2) Heterogeneous Data Distribution on Rare Cases: This
experiment is a special case of the previous set. In FLaaS,
clients may be interested only in a specific subtask (e.g., RUL
under a given threshold or a specific botnet attack). We focus
on a deployment environment where some nodes have no data
on a particular class of events, which we define as rare cases.
For example, there may be smart manufacturing enterprises
that have not experienced the breakdown of specific machin-
ery yet or have never been affected by a certain attack. In
this experiment, for the predictive maintenance use case, we
discriminate the data records accordingly to their RUL val-
ues. In particular, we tag as rare records all the samples inside
a low percentile of a pseudo-normal distribution, by separat-
ing the low RUL values from the others. We identify, through
statistical analysis, a subset of the data containing the data
records with low RUL. To do that, we calculate the 10th per-
centile values on both the training and the validation sets.
Since NASA data do not follow a normal distribution, we
operate a standardization process to use z-score table to calcu-
late exact areas for any given normally distributed populations.
Mathematically, the standardization operation is described by
the following formula:

xX—p
o

(&)

=

where z is the z-score value, x is the observation value, u
is the mean of the distribution, and o is the standard devia-
tion of the distribution. Figs. 4 and 5 illustrate the obtained
percentiles on training and validation data sets, respectively.
For the botnet attack detection use case, a multiclass classi-
fication approach is used. Thus, we consider the two attack
classes with the lowest occurrence as rare cases. Specifically,
as shown in Fig. 6, such classes are represented by junk and
scanning attacks. Our experiments involve varying the num-
ber of nodes without rare cases and the strategy for discarding
nodes. We test four strategies using two validation sets: one
with only rare cases (Rares) and another with the same data
distribution as the global test set (Overall). The first strategy
entails discarding nodes that perform poorly on the validation
set that contains only rare cases. The second strategy involves
discarding nodes that perform poorly on the second validation
set. The third strategy requires discarding nodes that perform
poorly on both the first and second validation sets. Finally, the
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Fig. 6. N-BaloT—Types of botnet attacks and their occurrences.

fourth strategy involves discarding nodes that perform poorly
on either the first or second validation set.

3) Model Forging Attack: Ensuring the security and
integrity of FL platforms is a major concern due to their
widespread adoption in various domains. In model forging
attacks, a malicious participant could craft a partial model
to introduce backdoors into the global model or simply dis-
rupt the training process. To assess the resilience of TruFLaaS
against this class of attacks, we conducted several experiments
with different percentages of malicious nodes. In these exper-
iments, as done in TrustFed, we simulated malicious nodes’
behavior by performing training on data containing random
noise to corrupt the model.

D. Results and Associated Considerations

The experimental results reported in this section show that
our solution outperforms conventional baselines and TrustFed
under all the considered circumstances.

1) Heterogeneous Data Distribution: TrustFed only aggre-
gates partial models whose accuracy falls in the interval
identified by the neighborhood of the medium and standard
deviation. However, the TrustFed approach neglects clients
with a heterogeneous data distribution that results in high-
quality partial models (which can achieve performance results
that overcome the bound of the interval). Also, TruFLaaS dis-
cards partial models whose performance is below its threshold;
on the opposite, in the aggregation phase, TruFLaaS involves
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all the partial models whose accuracy is more significant than
the lower neighborhood of the medium and the standard devia-
tion. Figs. 7 and 8 show how TruFLaaS outperforms TrustFed
by better identifying clients’ contributions with significantly
larger data sets. TruFLaaS not only reaches the target accu-
racy faster than the others but also gains a greater advantage
with the increase in the number of nodes with augmented data.

2) Heterogeneous Data Distribution on Rare Cases: In this
type of experiment, for the sake of fairness, we have not com-
pared TruFLaaS with TrustFed because the latter does not
make any distinctions on the rare cases and our approach
would certainly perform better. Figs. 9 and 10 highlight the
experiment results by varying the number of nodes with no
rare data and the strategy used to discard nodes with poor
performance. We can observe that in the predictive mainte-
nance scenario the first two strategies, i.e., discarding nodes
that perform poorly on the validation set comprising only rare
cases and discarding nodes that perform poorly on the valida-
tion set with the same distribution as the test set, performing
better than the other aggregation strategies considered. In the
botnet attack scenario, we can see the resilience of our solu-
tion to an increasing amount of nodes without rare data. The
accuracy is not affected negatively by the higher amount of
heterogeneous nodes.

3) Model Forging Attack: In the predictive maintenance
use case, since the FL configuration employed by TrustFed
was not leading to acceptable results in comparison with
our solution, we increased the number of FL rounds to 100.
Figs. 11 and 12 sharply outline how TruFLaaS is more robust
than TrustFed against model forging attacks by varying the
number of malicious nodes. This is mainly motivated by the
fact that TrustFed, by using the mean and standard deviation to
detect outliers, is less accurate in the presence of excessively
large or small values. For example, there might be an outlier
with such poor performance that would significantly shift the
total mean. In this case, TrustFed ends up accepting outliers
with performance that should not be accepted under nomi-
nal conditions. Moreover, by not weighing the partial models,
aggregating an outlier will completely ruin the training per-
formed up to that point. It is also interesting to observe that,
in the predictive maintenance experiment, TrustFed performs
worse than the baseline with 0 malicious nodes. This could
be caused by the fact that TrustFed also removes nodes that
reach performances much greater than the average.

On the contrary, TruFLaaS employs a more robust out-
lier detection algorithm, achieving in all cases very similar
performance. Moreover, due to the use of weights based on
the number of accepted transactions (i.e., level of trust), spo-
radic errors during the validation process would result in very
little influence on the global model, without disrupting the
whole training process. These results provide valuable insights
into the robustness of our proposal and help ensure that it can
effectively protect from model forging attacks.

VI. RELATED WORK

One of the biggest challenges facing the widespread adop-
tion of FL in real-world scenarios is the lack of trust among
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Fig. 8. Botnet attack detection: heterogeneous data distribution—Accuracy comparison of different node selection strategies with (a) 0 nodes having augmented
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Fig. 9. Predictive maintenance: heterogeneous data distribution on rare cases—Accuracy comparison of different node selection strategies with (a) 0 nodes
without rare data, (b) 10 nodes without rare data, and (c) 25 nodes without rare data.

unknown participants. However, in recent years, there has been
a growing interest to design novel solutions that can increase
the trustworthiness and fairness of FL environments. Many of
these proposals are made possible by blockchain technology,
which, in some cases, only ensures the correctness of the gen-
erated global model by replacing the centralized server (as
in [47] and [48]). In this section, we review some of the most
relevant works that aim to enhance the trustworthiness of FL.
Table III provides an overview of such approaches and their
main limitations, while Table IV summarizes their key features.

A. Accountability and Fairness

Blockchain technology can be utilized as a reliable data
source that offers all participants a consistent and transpar-
ent view of the stored data. For this purpose, Lo et al. [23]
employ blockchain to enable accountability and improve fair-
ness in FL systems. Data-model provenance is granted through
the blockchain that stores the hashed value of data, local,
and global model versions. To increase fairness, the authors
present an algorithm that dynamically samples training data
from classes poorly represented according to the inverse of
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Fig. 12. Botnet attack detection: model forging attack—Accuracy comparison of the compared approaches with (a) O malicious nodes, (b) 10 malicious

nodes, and (c) 25 malicious nodes.

the weight distribution of the data set used for testing. Their
approach can contribute to building fairer models in a scenario
where each client trusts the other. However, they do not prevent
malicious participants are excluded from the model aggrega-
tion which is, as discussed above, one of the major concerns
in an FLaaS context. Abdel-Basset et al. [24] presented Fed-
Trust, a blockchain-orchestrated edge intelligence framework
for trustworthy cyberattack detection in IIoT. However, their
approach does not bring remarkable novelties in terms of vali-
dation of partial models since the verification phase consists in
allowing fog nodes to collect the block comprising the partial

models from all contributors to calculate the global model. In
this work, trustworthiness is intended as one of the main tar-
gets of cyberattacks for the IIoT that can be protected through
a distributed temporal convolution generative network.

B. Validation Mechanisms

The absence of adequate validation mechanisms led to
the aggregation of any submitted model, leaving room for
the introduction of malicious backdoors. Consequently, many
papers in the literature have been dedicated to introducing
novel validation methods. TrustFed [21] is a blockchain-based
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TABLE III

COMPARISON OF RELATED WORK APPROACHES AND LIMITATIONS

Work

Approach

Limitations

Li et al. [8]

Partial models are validated against a secondary server-side
dataset and included in the aggregation only if they achieve
satisfying performance

Depend on a central server for the aggregation of partial
models, exposing the system to vulnerabilities associated with
the centralized aggregation

Remhan et al.
[21]

Remove malicious participants through statistical outlier de-
tection techniques

Honest clients that may have performed significantly better
are excluded from the aggregation

Chen et al. [22]

A set of devices validates partial models through a local
dataset and casts a vote on the legitimacy of the model.
Devices with negative scores are considered malicious and
removed

The validation is affected by the quality of the local dataset
and by the number of compromised participants

Lo et al. [23]

Hashed value of data, local, and global model versions are
stored on a blockchain. To build fairer models, training data
are sampled from classes poorly represented according to
the inverse of the weight distribution of the dataset used for
testing

Failure to consider the possibility of malicious participants in
the training process can result in security vulnerabilities that
compromise the integrity of the entire system

Basset et al. [24]

Fog nodes collect the block comprising the partial models and
calculate the global model

Assume that all participants will behave correctly, overlooking
the possibility of malicious actors

Keng et al. [43]

Clients are selected through their reputations that are stored
on a consortium blockchain, which are measured according
to previous task completion

In some cases, discarding nodes in advances can be unfeasible
and the lack of validation for partial models can compromise
the overall reliability

Cao et al. [44]

Partial models are combined based on their weights, which
are determined by their trust scores. These trust scores are
computed by measuring the degree of similarity between the
clients’ updates and that of the server

Rely on a centralized server and the quality of the dataset used
by the server. Honest clients that achieve better performance
could be assigned with a low trust score

Wang et al. [45]

Leverage a local proof to ensure the authenticity of the partial
models

Partial models are aggregated using a centralized server.
Malicious contributions could be aggregated if their proofs
are correct

Gao et al. [46]

Verify the integrity of partial models and the correctness
of their aggregation through BLS signature and multi-party
security

Do not validate the quality of the partial models. Their
approach involves a centralized trusted authority

TABLE IV

COMPARISON OF RELATED WORK BASED ON THEIR FEATURES

. Smart Validation Validation Statistical Weight . .

Work Blockchain Contracts Mechanism Dataset Analysis Contribgutions Reputations | Incentive
Li et al. [8] - - X X - - - -
Rembhan et al. [21] X X X - X - X X
Chen et al. [22] X - X X X - X X
Lo et al. [23] X - - - - - - -
Basset et al. [24] X - - - - - X
Keng et al. [43] X - - - X - X X
Cao et al. [44] - - - - X X - -
Wang et al. [45] - - X - X - - -
Gao et al. [46] - - X - - - - -
TruFLaaS X X X X X X X X

framework for fully decentralized cross-device FL systems.
It provides fairness by removing malicious participants from
the training distribution through statistical outlier detection
techniques. While it employs blockchain and smart con-
tracts to maintain participating devices’ reputations. However,
their approach removes outliers including contributions of
clients that may have performed significantly better by hav-
ing a local training set bigger than all the other participants.
Experimental results demonstrate that TruFLaaS outperforms
TrustFed under different circumstances. Chen et al. [22]
presented a blockchain-based decentralized FL framework
that validates partial models through a decentralized valida-
tion mechanism. During each round of the FL training, a
set of devices is selected to act as validators. All the local
updates are validated by all of them using their local data
set. After having observed the experimental results, a valida-
tor casts its vote on the legitimacy of each model. Collecting

votes from multiple validators enables removing malicious
devices that are associated with a negative model. Such an
approach improves robustness since validating operations can
be properly performed despite several compromised validators.

Li et al. [8] proposed a dynamic verification strategy to
decrease the influence of abnormal customers on the global
model. Similarly to our work, the authors use a secondary
server-side data set to validate the contribution of each client.
Only the partial models that achieve satisfying accuracy are
involved in the model aggregation process. However, their
approach still suffers from all the weaknesses related to using
a centralized server for model aggregation. Recently, there
has been a rise in novel approaches that ensure the correct-
ness of partial model aggregation without being dependent
on blockchain and smart contracts. However, these new tech-
niques still have a vulnerability to a single point of failure,
which can compromise the entire system. Wang et al. [45]
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proposed PTDFL, a decentralized FL scheme that prioritizes
privacy and trustworthiness. Their method employs a local
proof mechanism to verify that the partial model submitted
by the client is the genuine output of their training. However,
it is worth noting that a malicious model could still be aggre-
gated if the corresponding proof is correct. The previous two
approaches do not rely on blockchain technology, which means
they are vulnerable to the drawbacks associated with utilizing
a centralized server for model aggregation. Gao et al. [46]
developed SVeriFL a novel protocol based on BLS and
multiparty security that enables verifying the integrity of par-
tial models provided by clients and the correctness of their
aggregation. However, like previous work, the authors do
not prioritize the quality of the submitted partial models.
Furthermore, their protocol relies on a trusted authority, which
introduces an additional element of centralization and potential
vulnerability.

C. Reputations and Weighted Contributions

To improve trustworthiness among participants, clients can
be selected according to their reputations and partial models
can be weighted based on a trust score associated with each
participant. Kang et al. [43] proposed to evaluate the reputa-
tion, stored on a consortium blockchain while selecting the
participants of an FL training. According to the authors, rep-
utation is measured from its training task completion history
with the past behaviors of good or unreliable activities. Their
approach is specifically for mobile devices. Indeed, it may not
apply to scenarios, with a restricted number of clients that
impede discarding nodes in advance. In these cases, only a
small number of participants may satisfy the threshold mak-
ing FL pointless. When the number of clients is not huge, all
the contributions can be relevant to improve the quality of the
global model.

Cao et al. [44] introduced FLTrust, a Byzantine-robust FL
method that protects against malicious attacks by training a
server model using a small, manually collected clean training
data set as if it were a client. FLTrust assigns trust scores to
each local model update based on its similarity with the server
model update. Such trust scores are then used for weight-
ing local model updates and generating the global model.
Beyond the weaknesses of the centralized server, FLTrust
heavily depends on the training data set provided to the server.
In addition, honest clients that perform much better could be
assigned with a low trust score.

VII. CONCLUSION

Service providers can simplify and promote the use of FL
by offering it as a service. FLaaS significantly reduces the
overhead and technological knowledge to develop and tune
algorithms and tools for collaboratively training a global model
on a shared task. However, despite the discussed advantages,
designing and developing effective FLaaS still arise several
technical challenges that have to be properly addressed.

In particular, the lack of trustworthiness among unknown
participants is one of the major factors that hinders the adop-
tion of FL in real-world scenarios. To overcome this concern,
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this article proposes a novel blockchain-based architecture and
approach, which transparently validate partial models by lever-
aging blockchain, smart contracts, and a DON. In particular,
before being aggregated, partial models are validated against
a sample of the validation set, different for each round, pro-
vided by the service provider through a DON. TruFLaaS uses
smart contracts to keep the level of trust of each participant,
which is used to weigh the contributions of each partial model
during the aggregation phase. The extensive experimentation
work described in this article shows that TruFLaaS outper-
forms conventional baselines and the state-of-the-art literature
for the detection of malicious nodes under different relevant
families of use cases, i.e., when forging an ad-hoc model to
pass the validation process, or discarding low-quality models
on rare data, or making a global model converge by varying
the number of malicious nodes.
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