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ABSTRACT
The shift in the industrial ecosystem from closed and spe-
cialized technologies to the open and general-purpose vision
of Industry 4.0 faces numerous challenges. The absence of
viable solutions to replace Programmable Logic Controllers
(PLCs), vital components in control infrastructures, with
their virtual equivalent (vPLCs) embodies those difficulties.
In this paper, we introduce a framework that aims at truly
materializing the integration between Operational (OT) and
Information Technologies (IT) by defining an open, general
ecosystem around vPLCs. Previous work either could not
meet the performance and determinism requirements of the
OT or did so by sacrificing the generality of IT. Building
on these experiences, our framework provides both flexi-
bility and efficiency by clearly separating the data path for
OT and IT communications. To do that, we integrate tools
from both domains: techniques to ensure low network per-
formance and variability (TSN), to ease portability (OPC-UA),
and to enhance management and deployment (Kubernetes).
Experiments on a real testbed show that vPLCs within our
framework can meet strict performance requirements and
yet provide the same flexibility as cloud-based applications.

CCS CONCEPTS
• Networks → Overlay and other logical network struc-
tures; • Computer systems organization → Embedded
and cyber-physical systems;
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1 INTRODUCTION
The fourth industrial revolution (Industry 4.0) is driving com-
panies to expand their operations beyond local and limited
environments to a broader, global, and interconnected indus-
trial sector. Machines continuously generate and export data
that are filtered, processed, and analyzed in near real-time
to extract business insights and facilitate accurate and cost-
effective decision-making. Thanks to the introduction of the
Industrial Internet of Things (IIoT), sensors and software are
embedded in smaller and smarter connected devices that al-
low cloud-native communications and immediate actions on
the surrounding environment [6, 30]. The growing number
of IIoT devices is driving companies to increase local compu-
tational power and actively pursue integration between their
existing Operational (OT) and Information Technologies (IT).
In this context, the increasing amount of scattered data

produced by machinery and the necessity of analyzing them
is rapidly pushing companies to replace or adapt machine
field technologies from proprietary ad hoc industrial proto-
cols to open and more flexible standards (e.g. OPC-UA [9]).
Industries have a real opportunity to enhance the automation
level and the cohesion between OT and IT in a cost-effective
and affordable manner by utilizing Commercial-off-the-Shelf
(COTS) hardware and software. This has several benefits:
increased community support, reduced maintenance effort,
continuous updates, and improved cybersecurity.
A noticeable example of such integration is Virtual Pro-

grammable Logic Controllers (vPLCs), which enhance the
functionalities of a Programmable Logic Controller (PLCs)
with the flexibility only virtualized software can guarantee.
Historically, the introduction of PLCs was an essential build-
ing block of the automation revolution in industrial control
systems. It allowed centralizing the intelligence of systems,
controlling all the machines’ functional areas from a single
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logical point and interconnecting complex systems by ex-
changing signals and coordination breakpoints. Nowadays,
vPLCs stand as the ideal choice to embody the integration of
OT and IT. Easily scalable, interoperable, deployable every-
where, debuggable, replaceable on the fly, and enriched in
features, vPLCs pave the way for the digital revolution and
ease the development of digital twins [5, 14]. Coupled with
containers that run on general-purpose computing hardware,
the power of vPLCs encounters the flexibility of the microser-
vice architecture, becoming even more portable and allowing
migration of cloud services closer to the machine field.
However, despite the several advantages of such inte-

gration, the actual implementation of vPLCs and other IT-
enabled components is still difficult to achieve: OT has de-
manding requirements in terms of latency, jitter, and Quality
of Service (QoS), whereas IT is designed for best-effort be-
havior. As a consequence, current cloud-native virtualized
controllers cannot offer the deterministic behavior and low
network latency required by traditional specialized solutions
or do so by sacrificing the generality of IT (§ 3).
In this paper, we propose an open framework that com-

bines a set of vendor-agnostic technologies to fully support
the adoption of containerized PLCs in industrial control in-
frastructures. At the same time, the framework guarantees
compliance with typical OT requirements such as determin-
istic network behavior and low-latency communication with
the controlled devices. Within our framework, container-
ized vPLCs are managed by the Kubernetes orchestrator [23]
and use the OPC-UA middleware to communicate both with
cloud-based nodes (IT traffic) and with the controlled devices
(OT traffic). The key novelty of our solution is a clear separa-
tion between the infrastructural support for those communi-
cations. Whereas IT traffic follows the standard best-effort
datapath of general-purpose operating systems, OT traffic
uses the OPC-UA Time Sensitive Networking (TSN) profile
to signal the need for network determinism. TSN packets
are intercepted by KuberneTSN [12], a userspace TSN sched-
uler that puts them directly on the network fabric, removing
typical virtualization overhead. The proposed solution, eval-
uated on a real testbed, showcases compliance with the most
demanding industrial application performance requirements,
yet retaining all the advantages of containerized applications.
The remainder of this paper is structured as follows. § 2

provides a concise background, laying the foundation upon
which our solution is built and inspired. § 3 explores related
works with similar objectives, emphasizing the distinctions
and unique characteristics of our framework. A blueprint
architecture of our solution is presented in § 4, detailing its
design and structure. § 5 presents the results of our experi-
ments conducted on a real industrial infrastructure. Finally,
§ 6 offers insights into potential future research directions.

2 BACKGROUND
Programmable Logic Controllers (PLCs) represent the first
layer of the industrial control infrastructure, directly con-
nected to sensors and actuators and responsible to command
their low-level feedback control loops [11]. PLCs must cope
with demanding performance constraints: typical industrial
applications follow a cyclic behavior of periodic communica-
tion with the controller, and even minimal deviations from
this patternmight lead to system failures. Thus, PLCs are usu-
ally designed as modular embedded systems, programmed
with a specialized software and running on dedicated hard-
ware. Controllers are co-located with the industrial machines
and interact with them through industrial protocol stacks
(e.g., PROFINET, EtherCAT, Modbus) that minimize packet
processing overhead, reduce unpredictable delays, and guar-
antee timely feedback decisions. Although that high degree
of specialization guarantees maximum operation efficiency,
it also creates a closed ecosystem: PLC hardware is expen-
sive and requires expert programmers; communication is
confined to closed networks, thus preventing valuable pro-
duction data to reach analytics platforms.
In contrast, the fourth industrial revolution breaks that

isolation and proposes to replace specialized technologies
with general-purpose tools. The novel concept of virtualized
PLC embodies that transformation by moving the PLC con-
trol logic into software that runs in virtualized environments
(containers, VMs) and on commodity hardware decoupled
from the controlled machines. This approach makes PLC de-
velopment and deployment easier and cheaper because the
PLC control logic becomes a software programmable with
general-purpose languages. The integration with standard
IT tools, such as orchestrators (e.g., Kubernetes [23]), allows
the dynamic (re)scaling and (re)configuration of the whole
control infrastructure. Furthermore, while still managing the
feedback loops of their controlled devices, vPLCs are also
interoperable and integrated with typical IT platforms, thus
empowering industrial automation with the advantages of
modern big data analytics techniques (see Figure 1).

To cope with their mixed-criticality requirements, vPLCs
use general-purpose network equipment and protocol stack.
Although suitable for IT platforms, which have no timeli-
ness or determinism constraints, the introduction of general-
purpose networking between vPLCs and the controlled ma-
chines risks receiving inadequate support from machine ven-
dors and introducing unacceptable delays and unpredictabil-
ity. To address these concerns, new technologies have been
recently introduced: the OPCUnified Architecture (OPC-UA),
a platform-independent standard that promotes device in-
teroperability, and the Time-Sensitive Protocol (TSN) which
guarantees a deterministic behavior of Ethernet networks.
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Figure 1: The vPLC embodies the integration between
the Operation (OT) and Information Technologies (IT).

The OPC-UA [7] middleware plays an increasingly im-
portant role in Industry 4.0. On the one hand, it simplifies
machine-to-machine connectivity by defining a unified infor-
mation model that enables seamless interoperability between
heterogeneous systems. This model defines a common set
of data structures, services, and semantics, facilitating data
exchange and integration between disparate industrial au-
tomation components. On the other hand, the scalable design
makes OPC-UA capable of conveying data to IT platforms
either in the cloud or at the edge [16]. To support those differ-
ent usage patterns, OPC-UAmay follow either a client-server
or a publish-subscribe communication model [25].

When real-time communication and determinism are criti-
cal, OPC-UA can be used in combination with the TSN proto-
col, a set of standards that provide deterministic, low-latency,
and time-synchronized communication over standard Eth-
ernet networks [19, 26]. TSN is based on two fundamental
ideas: time synchronization and priority-based frame sched-
uling. TSN requires all the communication participants to
synchronize on a single time reference using a protocol called
generic Precision Time Protocol (IEEE 802.1AS) [1]. Then, the
common time reference can be divided into communication
windows (time-aware traffic windows) that cyclically repeat;
in turn, each window is split into time slots. Each participant
can configure a scheduler, defined by the IEEE 802.1Qbv stan-
dard as Time-Aware Shaper (TAS), to associate time slots to
different traffic classes. As a result, frames belonging to the
same class are exchanged only during that slot. This way,
TSN guarantees bounded latency and jitter for time-critical
traffic and minimizes the interference from best-effort traffic.

Together, vPLCs, OPC-UA, and TSN promise to transition
industrial control infrastructures toward full OT/IT integra-
tion. However, their combination in a framework that guar-
antees both flexibility and minimal performance overhead is
still challenging, as we discuss in the remainder of the paper.

3 RELATEDWORK
Despite their crucial role in the vision of Industry 4.0, vPLCs
are still far from materializing in real-world industrial set-
tings. Previous research was indeed successful in the defini-
tion of architectures for software-based PLCs [2, 4, 8, 16, 17,
24], but the introduction of flexible, cloud-native IT technolo-
gies often contrasts with the stringent requirements of the
OT layer. In fact, these works agree that currently, their ap-
proaches can only support control scenarios without strong
performance requirements. In particular, two major sources
of variability and performance overhead obstacles to the evo-
lution of traditional PLCs into their virtual equivalent, both
related to the replacement of specialized control-to-machine
communication with general-purpose techniques: the use
of lightweight virtualization mechanisms, such as Virtual
Machines (VMs) or containers, and the adoption of general-
purpose communication protocols and equipment [13].
To improve the behavior of software-based controllers,

other works trade the full generality and flexibility for a
more predictable computing and network performance. For
example, the use of Real-Time Operating Systems (RTOS)
may reduce the variability associated to process schedul-
ing [8, 27], and the adoption of hypervisors from specialized
vendors may reduce the virtualization overhead for criti-
cal components, including vPLCs [3, 8, 15, 18]. However,
RTOSs might harm network latency [27] and specialized
hypervisors require specific expertise for software program-
ming, configuration, and deployment, and thus might re-
produce the same forms of vendor lock-in that Industry 4.0
promises to eliminate. Similarly, networking techniques such
as passthrough reduce the number of software layers packets
should cross, resulting in lower latency and more predictable
network operations [15], but also in reduced flexibility (e.g.,
passthrough prevents live migration).
In recent work, we demonstrated that compromises be-

tween the flexibility of virtualized controllers and the OT
performance requirements are not always necessary [12, 13].
By combining a novel implementation of the TSN scheduler
(§ 2) with modern kernel-bypassing networking techniques
(in particular, DPDK [10]), we created KuberneTSN, a plu-
gin to create TSN overlay networks among containers. Ku-
berneTSN runs on general-purpose OSes, does not require
special hardware, and yet allows virtualized controllers to
achieve network performance and determinism comparable
to bare-metal deployments.

Building on that work, this paper proposes a novel frame-
work that allows mixed-criticality virtualized control appli-
cations, such as vPLCs, to fulfill the typical OT requirements
of low network latency and determinism, and yet to run on
COTS hardware and software, decoupled from the controlled
machines. The key insight of this contribution is the combi-
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nation of a set of open-source, general-purpose technologies,
including our KuberneTSN plugin, into a comprehensive so-
lution that specifically targets Industry 4.0 scenarios. Thus,
we enable the dynamic management of the control infras-
tructure and its full integration within IT platforms, but
without sacrificing the primary goal of device control. The
next Section describes our proposal in more detail.

4 ARCHITECTURE BLUEPRINT
This Section illustrates our proposed framework to support
the requirements of vPLCs in Industry 4.0. On the one hand,
we aim to provide an open solution based on COTS software
and hardware for the integration of IT into industrial control
infrastructures; on the other hand, we must preserve the low
network latency and deterministic behavior required by the
OT layer. Figure 2 shows a framework overview.

We begin the description of our solution from its core com-
ponent, the vPLC, which we place within a container (§ 2).
That choice minimizes the overhead of virtualization while
retaining its several benefits in terms of enhanced portabil-
ity and scalability, isolated and reproducible environments,
simplified dependency management, and improved resource
efficiency (§ 3). Containerization allows industrial control
systems to benefit from orchestration tools: in our frame-
work, we use Kubernetes as the orchestrator and insert the
vPLC container in a Kubernetes pod, thereby ensuring its
automated scaling, high availability, reliability, and efficient
resource allocation in the control infrastructure.

As previously discussed, the hardest challenge for a frame-
work supporting vPLCs is to fulfill their mixed-criticality
communication requirements. On the one hand, the vPLC
communicates with the IT infrastructure on a best-effort net-
work, exchanging data with the cloud (or edge cloud). On the
other hand, it must also interact with the controlled devices
on the time-critical network fabric with no or minimal differ-
ence from traditional dedicated connections (§ 2). Given the
substantial differences between those two classes of traffic,
we decided to provide them a corresponding substantially
different infrastructural support, at the same maintaining
programming transparency for software PLC programmers
as well as compatibility with existing PLC software.
We consider that vPLC adopts the OPC-UA middleware

for both IT and OT communications. In fact, several vendors
already adopt OPC-UA as their communication middleware
for new and legacy PLC software [6, 22]. OPC-UA guarantees
developers a single point of access to the network, transpar-
ent scalability for the interaction with the cloud, and also
the rich and standard OPC information model to interact
with the OT devices. Although several proprietary OPC-UA
implementations exist, there are also open-source versions

Machinery

Host

Linux Kernel

Pod

Container 1

KubeletvPLC

KTSN

TSN 
traffic

Network 
traffic

OT Traffic

IT Traffic

Cloud

Figure 2: Overall Architecture.

(e.g., open62541 [29]), which make that software available
for vendor-independent deployments.

We leverage a specific configuration of OPC-UA, the TSN
profile, to let developers signal time-critical traffic directed to
the OT fabric (OT traffic) and thus requiring determinism and
bounded latency, whereas we assume that best-effort guar-
antees suffice for any other communication (IT traffic). We
route IT traffic (blue line in Figure 2) through the standard
datapath of containerized applications on general-purpose
operating systems, which makes packets cross various soft-
ware layers before reaching the physical network [12].

On the contrary, we leverage KuberneTSN(§ 3) to design
a high-performance, TSN-enabled datapath for OT traffic.
KuberneTSN (KTSN) creates a virtual overlay network be-
tween the vPLC and its controlled devices: any packet sent
on that overlay is not forwarded to the standard path, but
is intercepted by KTSN and forwarded to a userspace TSN
scheduler. When the transmission time specified by the appli-
cation (in this case, the vPLC) comes, the scheduler will send
the packet directly to the physical network. This approach
bypasses the performance overhead and the intrinsic vari-
ability of the standard datapath, thus ensuring deterministic
and low-latency communication. KTSN is open-source [28],
runs as a daemon on the host, is integrated with Kubernetes
as a network plugin [12, 21], and can be controlled by the
local Kubernetes component (Kubelet), thus making it easily
available and configurable for integration in our framework.

However, by default, KTSN handles packets according to
the standard UDP/IP protocol stack, whereas the OPC-UA
Pub/Sub TSN profile uses the Unified Architecture Datagram
Protocol (UADP) as the primary binary payload represen-
tation. UADP is a binary communication protocol within
OPC-UA that optimizes data packet size and efficiency for
secure and reliable exchange in industrial automation sys-
tems. To accommodate for this packet format, we extended
KTSN to handle the forwarding of raw Ethernet packets and
made also this modified version publicly available [28].
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Overall, our framework combines a set of open-source
tools, protocols, and technologies to support the effective
deployment of vPLCs on COTS hardware, significantly re-
ducing the development and operationalization cost of tradi-
tional PLCs, allowing much more flexibility, and guarantee-
ing the respect of the demanding performance requirements
of OT. Furthermore, the use of open-source technologies
protects our solution from new and hidden forms of vendor
lock-in (e.g., the use of proprietary hypervisors). The next
Section demonstrates these properties by running vPLCs
within our framework over a real industrial testbed.

5 EXPERIMENTAL RESULTS
In this section, we evaluate the performance of a vPLC appli-
cation runningwithin our frameworkwith a twofold purpose.
First, we want to assess the virtualization overhead intro-
duced on the network by the use of containers. Hence, we
compare the behavior of the same vPLC application running
in two configurations (within our framework and bare-metal)
in a real industrial testbed, represented in Figure 3. Second,
we evaluate the compliance of the results with the require-
ments of the strictest industrial communication scenarios.
For the purpose of this evaluation, we implement a sim-

ple software PLC that we consider a black-box, as we only
investigate its networking performance, and that runs in a
Docker container. Internally, the vPLC implements an OPC-
UA publisher using the open-source OPC-UA implementa-
tion open62541 [29]. On the same host, we deploy the Kuber-
neTSN daemon [28] through Kubernetes. On a remote host
on the same local network, we run an OPC-UA listener to
reproduce the behavior of an industrial device.

5.1 Experimental Settings
The evaluation analysis is conducted on a real testbed com-
prising two edge nodes and one industrial network switch,
as shown in Figure 3. Each host node is equipped with an
Intel I225 NIC that supports TSN, an Intel i9-10980XE 18/36
CPU, and 64GB of RAM. The two hosts are interconnected
through a physical TSN-compliant switch. Each host runs
Ubuntu 22.04 with Linux kernel 5.16. The two nodes and the
switch are synchronized using the PTP protocol, as required
by TSN (§ 2). In particular, the two nodes run the linuxptp im-
plementation and are configured as PTP slave clocks, where
the switch works as the PTP master clock of the network.

5.2 Virtualization Network Overhead
In this first part, we evaluate the virtualization overhead asso-
ciated with containerization by comparing the performance
of the vPLC (1) containerized within our framework and (2)
running bare-metal on the same hardware. In both cases, the
vPLC is configured to publish OPC-UAmessages with a cycle
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Host 2 - Machine

PTP

Pod/Container

vPLC

TSN 
traffic

Network 
traffic

Linux Kernel TSN
NIC

KTSN

TSN
NIC

TSN Switch
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Figure 3: Schematic representation of the testbed.

of 25 µs, a typical value in the most demanding industrial
scenarios (§ 5.3). The test measures two representative indi-
cators of time-sensitive communications: end-to-end latency
and jitter. The end-to-end latency of a message is defined
as the time interval between the transmission time set by
the publisher and the actual reception time by the OPC-UA
subscriber. The jitter measures how much the actual arrival
time of each message differs from the expected arrival time:
more precisely if 𝑡𝑖 is the arrival time of the 𝑖-th message, its
jitter is defined as 𝐽𝑖𝑡𝑡𝑒𝑟 (𝑖) = 𝑡𝑖 − (𝑡𝑖−1 +𝑇 ), where 𝑇 is the
transmission period (in this work, 𝑇 = 25`𝑠).

Figure 4 reports the end-to-end latency and jitter measured
for the two considered cases and for three typical payload
sizes (64 B, 256 B, 1024 B). A first consideration is that the per-
formance of the containerized version of the vPLC is always
very good (orange boxes in Figure 4a), with median latency
values ranging from 29.7 µs in the case of small packets (64 B)
to 50.1 µs for 1024 B. These values are very close to those
registered for the bare-metal deployment, showcasing a con-
stant difference of about 7.6 µs, whereas latency variability
is negligible in both cases. The constant performance differ-
ence originates in the additional network steps required for
packets to reach the network in the containerization case:
instead of being directly sent and received on the wire, in
our framework they have to cross the KTSN scheduler and
a virtual switch, as well as a VXLAN encapsulation step
and vice-versa on the receiver side [12]. Nevertheless, the
overhead of these steps is minimal.

The performance strength of our approach is even clearer
by considering jitter, reported in Figure 4b. The median value
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Figure 4: Performance of the test vPLC running bare-
metal (green) and within our framework (orange). The
experiment is repeated for increasing payload sizes.

is around 0 in all cases, as expected on a deterministic net-
work, but the variability, although minimal, is lower in the
containerization case. This is the effect of KTSN: a userspace
TSN scheduler introduces less variability than the standard
kernel-based version, even in this small-scale experiment
with no background traffic to introduce noise.

From these results, we conclude that containerization in
our framework introduces minimal overhead in terms of net-
work latency, and even improves determinism by supporting
the OT traffic with a more efficient packet scheduler. In the
next paragraph, we comment on how these results are suit-
able for the most demanding industrial control applications.

5.3 Industrial Communication Compliance
We now briefly comment on whether our framework effec-
tivelymeets its design goals of flexibility and high-performance
support for virtualized control applications. On the flexibil-
ity side, we execute vPLCs in Docker containers managed
by Kubernetes, on a general-purpose operating system and
COTS hardware, adopting standard communication proto-
col stacks. These are all open-source resources easy to inte-
grate with IT platforms: hence, we consider meeting the goal

of an open and vendor-independent framework for vPLCs.
On the performance side, previous work [17] considers that
the most demanding industrial applications, such as closed-
loop motion control, require cycles under 1ms with a jitter
of at most 1 µs. Our evaluation proves that vPLCs within
our framework can support even significantly shorter cy-
cles (25 µs), with a jitter below the 1 µs for more than 90%
of the times (Figure 4b), despite not being co-located with
the controlled machines as in traditional PLC deployments.
Therefore, our framework successfully enables vPLCs to also
meet the strictest performance requirements of the OT traf-
fic, thus paving the way for full integration of OT and IT in
the next-generation industrial control infrastructures.

6 CONCLUSIONS AND FUTUREWORK
Toward the Industry 4.0 goal of open industrial technolo-
gies, this paper proposed a framework based on open-source
tools (containers, Kubernetes, OPC-UA, TSN, KuberneTSN)
to support the demanding needs of virtualized PLCs (vPLCs)
without limiting their distinguishing flexibility. The evalua-
tion of a vPLC on a real industrial testbed showed that our
framework introduces minimal overhead, improves deter-
minism, and still retains all the advantages of virtualization.
The work reported here should be understood as a first

snapshot, as we are actively enriching our framework with
additional capabilities. Short-term goals include at the OT
layer the integration of monitoring capabilities within the
TSN fabric, and at the IT layer the adoption of smarter forms
of container orchestration for the dynamic reconfiguration
of the entire control infrastructure. We also plan to assess the
scalability of our solutions in more complex settings involv-
ing multiple vPLCs and switches. In the longer term, we are
interested in the integration of our solution within existing
open initiatives for PLC software development (e.g. Open-
PLC [2]) and with existing standards for safety regulations
and requirements (e.g., IEC 62443 [20]), so as to offer a single
support platform from PLC development to operationaliza-
tion. Finally, the recent availability of lightweight forms of
Artificial Intelligence and Machine Learning motivates our
research for further performance improvements in order to
possibly accommodate AI logic directly within virtualized
control components.
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