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#### Abstract

We consider the problem of devising suitable quantum error correction (QEC) procedures for a generic quantum noise acting on a quantum circuit. In general, there is no analytic universal procedure to obtain the encoding and correction unitary gates, and the problem is even harder if the noise is unknown and has to be reconstructed. The existing procedures rely on variational quantum algorithms (VQAs) and are very difficult to train since the size of the gradient of the cost function decays exponentially with the number of qubits. We address this problem using a cost function based on the quantum Wasserstein distance of order 1 ( $Q W_{1}$ ). At variance with other quantum distances typically adopted in quantum information processing, $Q W_{1}$ lacks the unitary invariance property which makes it a suitable tool to avoid getting trapped in local minima. Focusing on a simple noise model for which an exact QEC solution is known and can be used as a theoretical benchmark, we run a series of numerical tests that show how, guiding the VQA search through the $Q W_{1}$, can indeed significantly increase both the probability of a successful training and the fidelity of the recovered state, with respect to the results one obtains when using conventional approaches.
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## I. INTRODUCTION

Performing reliable computations on physically imperfect hardware is something that has become usual nowadays, given the current state of classical computers, which can produce perfect results without any software-side mitigation of the imperfections of the physical media where the computation happens. Error correction is based on the fact that these machines automatically perform, on the hardware side, procedures that allow errors to happen and to be fixed without any intervention from the end user. This kind of setting is even more crucial in a quantum scenario where the current noisy intermediate-scale quantum (NISQ) computers have a much larger error rate than their classical counterparts [1]. Performing reliable computations with a trustworthy error correction procedure has direct implications not only in quantum computation $[2,3]$ but potentially also in all the other sectors of quantum technology which indirectly rely on it (e.g., quantum communication or quantum key distribution [4-6]).

In the typical quantum error correction (QEC) scheme, the quantum information that has to be protected is stored in a subspace of a larger Hilbert space, using an encoding procedure. Stabilizer codes [7,8], which are within the best analytical results in this field, are not universal because they are tailored for a generic noise acting on a small but unknown subset of qubits. Several attempts have already been made to create a numerical optimization procedure to find an error
correction code for specific noise models [9-12], but these studies are not universal because they rely heavily on the type of noise in the specific quantum circuit and this is a problem because real quantum devices are not characterized by a single kind of quantum noise. Some attempts have been made to characterize the noise of the current and near-term devices [13,14], but these methods will become very difficult to implement soon because classical computers are not able to simulate efficiently quantum circuits when the number of qubits increases. Near-term devices with approximately 50 qubits may already be intractable to simulate for supercomputers [15].

If we define a figure of merit of the quality of the state after the action of the noise and its corresponding correction, the obvious choice for the kind of maximization algorithm is a variational quantum algorithm (VQA) [16]. These are hybrid algorithms that couple a quantum computer with a classical one. In this setting, usually, a parametric quantum circuit is applied to some reference state, some measurements are performed on the system, and the outcomes are given to the classical computer to perform a minimization procedure of a given cost function (from this point of view the optimization procedure in a VQA can be seen as the training phase in machine learning). Some examples of this class of algorithms are the variational quantum eigensolver [17] and the quantum approximate optimization algorithm [18]. Proposals to use VQAs to address QEC problems are already present in
literature [19]. Unfortunately, VQAs usually suffer from the phenomenon of barren plateaus [20,21], namely, the gradient of the cost function decays exponentially with respect to the number of qubits of the system, leading to an untrainable model. The fundamental theoretical reason for such behavior has been associated with the presence of barren plateaus which originate when the cost function of the problem is global, i.e., mediated by a highly nonlocal operator [21]. To avoid these effects we propose here to guide the VQA search using cost functions inspired to quantum Wasserstein distance of order 1 (or $Q W_{1}$ in brief) introduced in Ref. [22] as a quantum generalization of the Hamming distance [23] on the set of bit strings. As detailed in the following, at variance with more conventional quantum distances typically adopted in quantum information, $Q W_{1}$ is lacking a fundamental symmetry (unitary invariance) which makes it a suitable candidate to avoid the barren plateau problem. The rationale behind this is that for unitarily invariant distances as the trace distance or the distances derived from the fidelity, all the states of the computational basis are equally orthogonal and thus have all maximum distance one with respect to the other. The $Q W_{1}$ functional instead measures how many qubits are different between the two states allowing the VQA gradient to be less flat in the regions that are not already very close to a local minimum. While this special property of $Q W_{1}$ has been already observed in other contexts, such as the study of quantum generative adversarial networks presented in Refs. [24-29], here we test its effectiveness in identifying effective QEC procedures. For this purpose, we run a series of numerical tests which compare the performances of a VQA that adopts a conventional (i.e., unitary invariant) cost function with that of a VQA which instead refers to $Q W_{1}$-like distances. Our findings confirm that, in the second case, the effectiveness of the numerical optimization significantly increases both in terms of the probability of a successful training and in the fidelity of the recovered state.

This paper is organized as follows: in Sec. II we present a concise yet rather complete review on the $Q W_{1}$ distance for qubits; in Sec. III we present some basic notions on conventional QEC procedures which allow us to set the notation and the theoretical background; in Sec. IV we introduce our VQA discussing the different choices of cost functions that can be used in order to guide it; in Sec. V we present our numerical results where comparing the performances of the VQA implemented with different types of cost functions. Conclusions are given in Sec. VI.

## II. THE QUANTUM WASSERSTEIN DISTANCE OF ORDER 1 FOR QUBITS

The theory of optimal mass transport [30-32] considers probability distributions on a metric space as distributions of a unit amount of mass. The key element of such a theory is the Monge-Kantorovich distance between probability distributions, which is the minimum cost that is required to transport one distribution onto the other, assuming that moving a unit of mass for a unit distance has cost one [33-35]. Such a distance is also called earth mover's distance or Wasserstein distance of order 1, often shortened to $W_{1}$ distance. The exploration of the theory of optimal mass transport has led to the creation of an extremely fruitful field in mathematical analysis, with
applications ranging from differential geometry and partial differential equations to machine learning [ $31,35,36$ ].

The most natural distance on the set of the strings of $n$ bits is the Hamming distance [23], which counts the number of different bits. The resulting $W_{1}$ distance on the set of the probability distributions on strings of $n$ bits is called Ornstein's $\bar{d}$-distance [37]. Reference [22] proposed a generalization of the $W_{1}$ distance to the space of the quantum states of a finite set of qubits, called quantum $W_{1}$ distance (or $Q W_{1}$ in brief). The generalization is based on the notion of neighboring quantum states. Two quantum states of a finite set of qubits are neighboring if they coincide after discarding one qubit. The quantum $W_{1}$ distance of Ref. [22] is the distance induced by the maximum norm that assigns distance at most 1 to any couple of neighboring states; in the case of quantum states diagonal in the computational basis it recovers Ornstein's $\bar{d}$ distance and inherits most of its properties.

The $Q W_{1}$ quantity can be computed with a semidefinite program, whose formulation requires to define a notion of Lipschitz constant for quantum observables. The Lipschitz constant of the observable $\hat{H}$ acting on the Hilbert space of $n$ qubits is [22]

$$
\begin{equation*}
\|\hat{H}\|_{L}=2 \max _{i=1, \ldots, n} \min _{\hat{H}_{i^{c}}}\left\|\hat{H}-\hat{\mathbb{I}}_{i} \otimes \hat{H}_{i^{c}}\right\|_{\infty} \tag{1}
\end{equation*}
$$

where the minimization is performed over all the observables $\hat{H}_{i^{c}}$ that do not act on the $i$ th qubit. The quantum $W_{1}$ distance between the quantum states $\hat{\rho}$ and $\hat{\sigma}$ can then be expressed as [22]

$$
\begin{equation*}
\|\hat{\rho}-\hat{\sigma}\|_{W_{1}}=\max _{\hat{H} \|_{L} \leqslant 1} \operatorname{Tr}[(\hat{\rho}-\hat{\sigma}) \hat{H}] . \tag{2}
\end{equation*}
$$

The present paper is based on the following lower bound to the quantum $W_{1}$ distance. Let

$$
\begin{equation*}
\hat{H}^{(\text {wass })}=\sum_{i=1}^{n}|1\rangle_{i}\langle 1| \otimes \hat{\mathbb{I}}_{i^{c}} \tag{3}
\end{equation*}
$$

be the quantum observable that counts the number of ones in the computational basis. We have $\left\|\hat{H}^{(\text {wass })}\right\|_{L}=1$ [22]; therefore, for any quantum state $\hat{\rho}$ we have

$$
\begin{equation*}
\| \hat{\rho}-|0\rangle\left\langle\left. 0\right|^{\otimes n} \|_{W_{1}} \geqslant \operatorname{Tr}\left[\hat{\rho} \hat{H}^{(\text {wass })}\right] .\right. \tag{4}
\end{equation*}
$$

$Q W_{1}$ has found several applications in quantum information theory and many-body quantum physics, among which we mention a proof of the equivalence between the microcanonical and the canonical ensembles of quantum statistical mechanics [38] and a proof of limitations of VQA [39,40]. Furthermore, $Q W_{1}$ has been extended to quantum spin systems on infinite lattices [41]. In the context of quantum state tomography, the quantum $W_{1}$ distance has been employed as a quantifier of the quality of the learned quantum state and has led to efficient algorithms to learn Gibbs states of local quantum Hamiltonians [42-44]. In the context of quantum machine learning, the quantum $W_{1}$ distance has been employed as a cost function of the quantum version of generative adversarial networks [24,26-28].

## Related approaches

Several quantum generalizations of optimal transport distances have been proposed. One line of research by Carlen,

Maas, Datta, and Rouzé [45-51] defines a quantum Wasserstein distance of order two from a Riemannian metric on the space of quantum states based on a quantum analog of a differential structure. Exploiting their quantum differential structure, Refs. [47,48,52] also define a quantum generalization of the Lipschitz constant and of the Wasserstein distance of order 1. Alternative definitions of quantum Wasserstein distances of order 1 based on a quantum differential structure are proposed in Refs. [53-56]. References [57-59] propose quantum Wasserstein distances of order 1 based on a distance between the vectors of the canonical basis.

Another line of research by Golse, Mouhot, Paul, and Caglioti [60-70] arose in the context of the study of the semiclassical limit of quantum mechanics and defines a family of quantum Wasserstein distances of order two. Reference [71] proposes another quantum Wasserstein distance of order two where the optimal transport is implemented with quantum channels.

The quantum Wasserstein distance between two quantum states can be defined as the classical Wasserstein distance between the probability distributions of the outcomes of an informationally complete measurement performed on the states, which is a measurement whose probability distribution completely determines the state. This definition has been explored for Gaussian quantum systems with the heterodyne measurement in Refs. [72-74].

## III. PRELIMINARIES FOR QUANTUM ERROR CORRECTION

Let $Q$ be a quantum register we wish to protect (at least in part) from the action of some external noise source. In a typical QEC scenario [75], this problem is addressed through the following three-step procedure:
(i) Before the action of the noise, a unitary encoding gate $\hat{V}_{Q A}$ is used to distribute the information originally contained in $Q$ on the larger system $Q A$. Here $A$ is an auxiliary quantum register that is assumed to be initialized in a fiduciary quantum state and that is affected by the same noise that tampers with $Q$.
(ii) After the action of the noise, a measurement on $Q A$ is performed to reveal the nature of the latter and, based on the associated outcome, a unitary recovery operation is applied to the system. Equivalently this step can be described by introducing yet an extra quantum register $B$ (also initialized on a fiduciary state but not affected by the noise) that is coupled with a $Q A$ trough a recovering unitary transformation $\hat{W}_{Q A B}$ which effectively mimics the measurement and the recovery operation;
(iii) The inverse of the gate $\hat{V}_{Q A}$ is finally used on $Q A$ to refocus the recovered information in $Q$.

Denoting with $|\psi\rangle_{Q}$ the input state of $Q$, the corresponding output state of $Q A$ that emerges from the process at the end of the step (iii) can bde expressed as the density matrix

$$
\begin{aligned}
\hat{\rho}_{Q A}^{(V, W)}(\psi):= & \operatorname{tr}_{B}\left\{\mathcal{V}_{Q A}^{\dagger} \circ \mathcal{W}_{Q A B} \circ \Phi_{Q A}\right. \\
& \left.\circ \mathcal{V}_{Q A}\left(|\psi\rangle_{Q}\langle\psi| \otimes|\emptyset\rangle_{A}\langle\emptyset| \otimes|\emptyset\rangle_{B}\langle\emptyset|\right)\right\} \\
:= & \mathcal{V}_{Q A}^{\dagger} \circ \Phi_{Q A}^{(R)} \circ \Phi_{Q A} \circ \mathcal{V}_{Q A}\left(|\psi\rangle_{Q}\langle\psi| \otimes|\emptyset\rangle_{A}\langle\emptyset|\right),
\end{aligned}
$$

where $|\emptyset\rangle_{X}$ represents the fiduciary state of the $X$ register, $\operatorname{tr}_{B}\{\cdots\}$ is the partial trace over $B$, and given a unitary $\hat{U}_{X}$ on $X$ we adopted the symbol $\mathcal{U}_{X}(\cdots):=\hat{U}_{X} \cdots \hat{U}_{X}^{\dagger}$ to denote its action as superoperator. In the above expressions $\Phi_{Q A}$ is the linear, completely positive and trace preserving (LCPT) quantum channel [75] describing the noise on $Q$ and $A$, while $\Phi_{Q A}^{(R)}(\cdots):=\operatorname{tr}_{B}\left\{\mathcal{W}_{Q A B}\left(\cdots \otimes|\emptyset\rangle_{B}\langle\emptyset|\right)\right\}$ is the LCPT (recovery) quantum channel on $Q A$ originating from the interaction with $B$, that attempts to undo the action of $\Phi_{Q A}$.

An ideal QEC procedure able to completely remove the noise from the system will make sure that $\hat{\rho}_{Q A}^{(V, W)}(\psi)$ corresponds to $|\psi\rangle_{Q}|Ø\rangle_{A}$, irrespectively from the specific choice of $|\psi\rangle_{Q}$. A bona fide figure of merit to characterize the effectiveness of a generic QEC scheme is hence provided by the average input-output fidelity

$$
\begin{equation*}
\bar{F}(V, W):=\int d \mu_{\psi Q}\left\langle\left.\psi\right|_{A}\langle\emptyset| \hat{\rho}_{Q A}^{(V, W)}(\psi) \mid \psi\right\rangle_{Q}|\emptyset\rangle_{A} \tag{6}
\end{equation*}
$$

where $d \mu_{\psi}$ is the uniform measure on the set of the input states of $Q$ originated from the Haar measure on the associated unitary group [76] or from an exact or approximate unitary two-design $\mathcal{S}$ [75,77] that simulates the latter. ${ }^{1}$ Notice that, by expressing $|\psi\rangle_{Q}=\hat{U}_{Q}|Ø\rangle_{Q}$, Eq. (6) can equivalently be cast in the more compact form

$$
\begin{equation*}
\bar{F}(V, W)={ }_{Q A}\langle\emptyset| \hat{\rho}_{Q A}^{(V, W)}|\emptyset\rangle_{Q A}, \tag{7}
\end{equation*}
$$

with $|\emptyset\rangle_{Q A}:=|\varnothing\rangle_{Q} \otimes|\varnothing\rangle_{A}$ and where the state

$$
\begin{align*}
\hat{\rho}_{Q A}^{(V, W)}:= & \frac{1}{|\mathcal{S}|} \sum_{\hat{U}_{Q} \in \mathcal{S}} \mathcal{U}_{Q}^{\dagger} \circ \mathcal{V}_{Q A}^{\dagger} \circ \Phi_{Q A}^{(R)} \circ \Phi_{Q A} \\
& \circ \mathcal{V}_{Q A} \circ \mathcal{U}_{Q}\left(|\emptyset\rangle_{Q A}\langle\emptyset|\right), \tag{8}
\end{align*}
$$

now includes the average over all possible inputs. An ideal QEC procedure will enable one to get $\bar{F}(V, W)=1$. A natural benchmark for lowest admissible $\bar{F}(V, W)$ is represented instead by the value one would get if one decides not to perform corrections on the register that we compute by setting $\hat{V}_{Q A}$ and $\hat{W}_{Q A B}$ equal to the identity operators, i.e., ${ }^{2}$

$$
\begin{equation*}
\bar{F}_{0}:=Q_{Q A}\langle\emptyset| \hat{\rho}_{Q A}^{(\mathbb{1}, \mathbb{1})}|\emptyset\rangle_{Q A} . \tag{9}
\end{equation*}
$$

[^0]

FIG. 1. Parametric gates $\hat{V}_{Q A}(\vec{\alpha})$ (green element) and $\hat{W}_{Q A B}(\vec{\beta})$ (red element) used for case of quantum registers $Q, A$, and $B$ with $k=1, n-k=2$, and $r=2$ qubits, respectively. Indicating with $\hat{\sigma}_{1}$, $\hat{\sigma}_{2}$, and $\hat{\sigma}_{3}$ the Pauli operators, the $X_{\theta}, Y_{\theta}$, and $Z_{\theta}$ elements of the figure represent single qubit rotations $e^{-i \theta \hat{\sigma}_{1}}, e^{-i \theta \hat{\sigma}_{2}}$, and $e^{-i \theta \hat{\sigma}_{3}}$ with the angles $\theta$ determined to the components of the vectors $\vec{\alpha}, \vec{\beta}$, respectively. Vertical lines indicate instead quantum control operations which are activated when the control qubits (indicated by the full or empty circles) are in the logical state $|1\rangle$ (full circle) or in $|0\rangle$ (empty circle). As shown on the inset, each one of those gates depend parametrically upon elements of the control vectors $\vec{\alpha}$ and $\vec{\beta}$ through single qubit operations.

## IV. VARIATIONAL QUANTUM ALGORITHM

While enormous progress has been made in the study of QEC procedures, identifying efficient choices for the operations that lead to (nontrivial) high values of $\bar{F}(V, W)$ for a specific noise model, is still a challenging open problem. A possible solution, in this case, is to employ variational quantum algorithms to run numerical searches. Our approach follows a training strategy inspired by the work of Johnson et al. [19]. Assuming hence $Q, A$, and $B$ to be formed by collections of independent qubits ( $k$ for $Q, n-k$ for $A$, and $r$ for $B$ ), we introduce a manifold of transformations $\hat{V}_{Q A}(\vec{\alpha})$, $\hat{W}_{Q A B}(\vec{\beta})$ parametrized by classical control vectors $\vec{\alpha}, \vec{\beta}$ (see Fig. 1), and construct the quantum circuit of Fig. 2. The method then proceeds along the following stages:
(1) Having selected the values of $\vec{\alpha}$ and $\vec{\beta}$, the register $Q$ is prepared into a collection of known quantum state $\left\{|\psi(1)\rangle_{Q}, \ldots,|\psi(m)\rangle_{Q}\right\}$ operating on the vector $|\emptyset\rangle_{Q}=$ $|0\rangle^{\otimes k}$ through action of the control gates $\hat{U}_{Q}(1), \ldots, \hat{U}_{Q}(m)$ (first cyan element of the figure) which define the twodesign $\mathcal{S}$ entering in Eq. (8). Each of such inputs is hence evolved via a circuit (pale-orange area of the figure) that emulates both the effect of the noise (patterned square of the figure, see Sec. IV C and Fig. 3), and the transformations $\hat{V}_{Q A}(\vec{\alpha}), \hat{W}_{Q A B}(\vec{\beta})$, and $\hat{V}_{Q A}^{\dagger}(\vec{\alpha})$ that are meant to implement the steps (ii) and (iii) of the QEC procedure (green and red elements of the figure). Notice that, in the ideal case [i.e., if $\hat{V}_{Q A}(\vec{\alpha})$ and $\hat{W}_{Q A B}(\vec{\beta})$ manage to completely suppress the noise] then in correspondence with the input $|\psi(j)\rangle_{Q}$ the registers $Q A$ should emerge in the state $|\psi(j)\rangle_{Q} \otimes|\emptyset\rangle_{A}:=$ $|\psi(j)\rangle_{Q} \otimes|0\rangle^{\otimes n-k}$, which will be hence mapped into the final


FIG. 2. Sketch of the variational quantum algorithm: $Q, A$, and $B$ are quantum registers formed respectively by $k, n-k$, and $r$ qubits. The initial information we wish to protect is written in $Q$ by the unitary gate $\hat{U}_{Q}(j)$ extracted from a two-design set $\mathcal{S} ; A$ and $B$ are two auxiliary elements (containing respectively $n-k$ and $r$ qubits) that are used to implement the QEC procedure described by the parametric gates $\hat{V}_{Q A}(\vec{\alpha}), \hat{W}_{Q A B}(\vec{\beta})$, and $\hat{V}_{Q A}^{\dagger}(\vec{\alpha})$ of Fig. 1. The patterned element in the central part of the scheme represents the noise on $Q$ and $A$ (no noise is assumed to be active on $B$ ). Lastly, the D-shaped measurements at the end of the circuit represent local measurements on $Q A$ whose outcomes over the entire collection of the possible inputs generated by the entire set $\mathcal{S}$ are processed by a classical computer which, evaluating the cost function $C(\vec{\alpha}, \vec{\beta})$ defined in Sec. IV B, decides how to update the values of the parameters $\vec{\alpha}$ and $\vec{\beta}$. Thick gray lines in the figure represent classical control lines.
configuration $|\varnothing\rangle_{Q A}:=|0\rangle^{\otimes n}$ by the inverse $\hat{U}_{Q}^{\dagger}(j)$ of the state preparation gate (second cyan element of the figure).
(2) For each choice of the index $j \in\{1, \ldots, m\}$ a measurement on the system is performed at the end of the transformations described in stage 1 and the resulting $m$ collected outcomes used to compute a cost function $C(\vec{\alpha}, \vec{\beta})$ which evaluates the effectiveness of the adopted QEC strategy in leading large values of the average input-output fidelity. The specific choice of the cost function is very important and is discussed in Sec. IV A.


FIG. 3. Circuital implementation of the noise element of Fig. 2: here $\hat{K}_{Q A}^{(\ell)}$ are weighted unitaries of Eq. (21).
(3) A classical computer decides, given the results of the measurement, how to change the value of the parameters $\vec{\alpha}$ and $\vec{\beta}$ to be used in the subsequent run in order to minimize the cost function $C(\vec{\alpha}, \vec{\beta})$. This is discussed in detail in Sec. IV B.

## A. Cost function

The natural choice for the cost function at the stage two of our algorithm is provided by the expectation value of the self-adjoint operator

$$
\begin{equation*}
\hat{H}_{Q A}^{(\text {fid })}:=\hat{\mathbb{1}}_{Q A}-|\emptyset\rangle_{Q A}\langle\emptyset|, \tag{10}
\end{equation*}
$$

computed on the mean state of system $Q A$ which emerges at the output of the quantum circuit of Fig. 2, i.e., the quantity

$$
\begin{equation*}
C^{(\mathrm{fid})}(\vec{\alpha}, \vec{\beta}):=\operatorname{tr}\left\{\hat{\rho}_{Q A}^{(V(\vec{\alpha}), W(\vec{\beta}))} \hat{H}_{Q A}^{(\mathrm{fid})}\right\}, \tag{11}
\end{equation*}
$$

where $\hat{\rho}_{Q A}^{(V(\vec{\alpha}), W(\vec{\beta}))}$ is the density matrix (8) evaluated for $\hat{V}_{Q A}=\hat{V}_{Q A}(\vec{\alpha})$ and $\hat{W}_{Q A B}=\hat{W}_{Q A B}(\vec{\beta})$. This choice has two main advantages. First of all, the expectation value $C^{(\mathrm{fid})}(\vec{\alpha}, \vec{\beta})$ can be evaluated by performing (simple) local measurement on the qubits of $Q$ and $A$ (indeed it can be computed by simply checking whether of not each one of them is in the logical state $|0\rangle$ ). Most importantly, since by explicit evaluation one has that $C^{(\mathrm{fid})}(\vec{\alpha}, \vec{\beta})=1-\bar{F}(V(\vec{\alpha}), W(\vec{\beta}))$, it is clear that by using (11) the algorithm will be forced to look for values of $\vec{\alpha}, \vec{\beta}$ that yield higher average input-output fidelities. Despite all this, the use of $C^{(\mathrm{fid})}(\vec{\alpha}, \vec{\beta})$ as a cost function, has a major drawback associated with the fact that the spectrum of the Hamiltonian $\hat{H}_{Q A}^{(\text {fid })}$ exhibits maximum degeneracy with respect to space orthogonal to the target state $|\emptyset\rangle_{Q A}$ (see Fig. 4). Due to this fact a numerical search based on a training procedure that simply target the minimization of $C^{(\text {fid })}(\vec{\alpha}, \vec{\beta})$, has nontrivial chances to get stuck somewhere in the large flat plateau associated with the eigenvalue 1 of $\hat{H}_{Q A}^{(\text {fid })}$ without finding any good direction. In the large flat plateau a possible way to avoid this problem is to introduce new cost-function Hamiltonians which, while maintaining the target vector $|Ø\rangle_{Q A}$ as a unique ground state and still being easy to compute, manage to remove the huge degeneracy of the excited part of the spectra of $\hat{H}_{Q A}^{(\text {fid })}$. Our choice is based on the quantum Wasserstein distance of order $1\left(W_{1}\right)$ introduced Ref. [22] which, even though it lacks some interesting properties that the fidelity has, is less likely to be affected by the barren plateaus phenomena [21]. As mentioned in Sec. II good estimation of the $W_{1}$ distance that separate $\hat{\rho}_{Q A}^{(V(\vec{\alpha}), W(\vec{\beta}))}$ from the target state, is provided by the following quantity:

$$
\begin{gather*}
C^{(\text {wass })}(\vec{\alpha}, \vec{\beta}):=\operatorname{tr}\left\{\hat{\rho}_{Q A}^{(V(\vec{\alpha}), W(\vec{\beta}))} \hat{H}_{Q A}^{(\text {wass })}\right\},  \tag{12}\\
\hat{H}_{Q A}^{(\text {wass })}:=\sum_{j=1}^{n} j \hat{\Pi}_{Q A}^{(j)} \tag{13}
\end{gather*}
$$

where $\hat{H}_{Q A}^{(\text {wass })}$ is the Hamiltonian (3) which we express here in terms of the projectors $\hat{\Pi}_{Q A}^{(j)}$ on the subspace of the register $Q A$ in which we have $j$ qubits in $|1\rangle$ and the remaining one in $|0\rangle$. Observe that, as already anticipated, $\hat{H}_{Q A}^{(\text {wass })}$ is the sum of the number operators acting on the individual qubits of the register $Q A$ as in (3): accordingly, like $C^{(\text {fid })}(\vec{\alpha}, \vec{\beta}), C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$


FIG. 4. Pictorial rendering of the spectra of the Hamiltonians $\hat{H}_{Q A}^{\text {(fid) }}$ (top panel) and $\hat{H}_{Q A}^{(\text {wass })}$ (lower panel). While $\hat{H}_{Q A}^{\text {(fid) }}$ is characterized by a unique, flat plateau that includes all the excited states, $\hat{H}_{Q A}^{(\text {wass })}$ partially removes the associated degeneracy assigning higher energy to subspaces that have a higher number of qubits in the logical state $|1\rangle$.
can be computed from local measurement. What $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ does is to count the total number of logical ones present in the system. To understand why using (12) could in principle lead to a more efficient numerical search than the one obtained by using (11), notice that Eq. (10) can be equivalently written as $\hat{H}_{Q A}^{(\mathrm{fid})}=\sum_{j=1}^{n} \hat{\Pi}_{Q A}^{(j)}$. A comparison with (13) reveals hence that indeed while both $\hat{H}_{Q A}^{(\text {fid })}$ and $\hat{H}_{Q A}^{(\text {wass })}$ admit $|Ø\rangle_{Q A}$ as a unique ground state, the Wasserstein Hamiltonian removes large part of the degeneracy of the high energy spectrum of the fidelity Hamiltonian. Accordingly, it is reasonable to expect that a numerical search that uses $\hat{H}_{Q A}^{(\text {wass })}$ has fewer chances to get trapped into regions of constant energy (barren plateau) than a search based on $\hat{H}_{Q A}^{(\text {fid })}{ }^{3}$

## B. Descent algorithm

The algorithm that we used for this work is a gradient descent algorithm with momentum [78]. To overcome the

[^1]numerical difficulties of using finite differences to estimate the gradients of the cost function $C(\vec{\alpha}, \vec{\beta})$, we exploit a variation of the parameter-shift rule introduced in Ref. [79] which reduces the problem to compute linear combinations of the function itself evaluated in different points that are not infinitesimally close. Specifically, we observe that, irrespectively from the choice of the operator $\hat{H}_{Q A}$, the functional dependence of $C(\vec{\alpha}, \vec{\beta})$ upon the $j$ th component of the vector $\vec{\beta}$ is of the form
\[

$$
\begin{equation*}
C(\vec{\alpha}, \vec{\beta})=f\left(\beta_{j}\right):=\sum_{k} \operatorname{tr}\left\{\hat{\Omega}_{1}^{(k)} e^{i \beta_{j} \hat{\sigma}} \hat{\Omega}_{2}^{(k)} e^{-i \beta_{j} \hat{\sigma}}\right\} \tag{14}
\end{equation*}
$$

\]

with $\hat{\Omega}_{1}^{(k)}$ and $\hat{\Omega}_{2}^{(k)}$ being multiqubits operators which do not depend on $\beta_{j}$, and with $e^{-i \beta_{j} \hat{\sigma}}$ being a single-qubit rotation generated by an element $\hat{\sigma}$ of the Pauli set. Therefore its gradient can be written as

$$
\begin{align*}
\frac{\partial C(\vec{\alpha}, \vec{\beta})}{\partial \beta_{j}} & =i \sum_{k} \operatorname{tr}\left\{\hat{\Omega}_{1}^{(k)} e^{i \beta_{j} \hat{\sigma}}\left[\hat{\sigma}, \hat{\Omega}_{2}^{(k)}\right] e^{-i \beta_{j} \hat{\sigma}}\right\} \\
& =f\left(\beta_{j}+\frac{\pi}{4}\right)-f\left(\beta_{j}-\frac{\pi}{4}\right) \tag{15}
\end{align*}
$$

where in the last passage we used the identity

$$
\begin{equation*}
i\left[\hat{\sigma}, \hat{\Omega}_{2}^{(k)}\right]=e^{i \frac{\pi}{4} \hat{\sigma}} \hat{\Omega}_{2}^{(k)} e^{-i \frac{\pi}{4} \hat{\sigma}}-e^{-i \frac{\pi}{4} \hat{\sigma}} \hat{\Omega}_{2}^{(k)} e^{i \frac{\pi}{4} \hat{\sigma}} \tag{16}
\end{equation*}
$$

The gradient with respect the vector $\vec{\alpha}$ can be computed similarly. In this case, however, we observe that, due to the fact that $\hat{\rho}_{Q A}^{(V(\vec{\alpha}), W(\vec{\beta}))}(\psi)$ depends on the parameters $\vec{\alpha}$ via $\hat{V}_{Q A}(\vec{\alpha})$ and through its adjoint $\hat{V}_{Q A}^{\dagger}(\vec{\alpha})$, the dependence of $C(\vec{\alpha}, \vec{\beta})$ upon the $j$ th component of $\vec{\alpha}$ is slightly more complex. Indeed, in this case we have

$$
\begin{equation*}
C(\vec{\alpha}, \vec{\beta})=g\left(\alpha_{j}, \alpha_{j}\right) \tag{17}
\end{equation*}
$$

where $g\left(\alpha_{j}^{(1)}, \alpha_{j}^{(2)}\right)$ is the function

$$
\begin{align*}
g\left(\alpha_{j}^{(1)}, \alpha_{j}^{(2)}\right):= & \sum_{k} \operatorname{tr}\left\{\hat{\Omega}_{1}^{(k)} e^{i \alpha_{j}^{(1)} \hat{\sigma}} \hat{\Omega}_{2}^{(k)} e^{-i \alpha_{j}^{(1)} \hat{\sigma}}\right. \\
& \left.\times \hat{\Omega}_{3}^{(k)} e^{i \alpha_{j}^{(2)} \hat{\sigma}} \hat{\Omega}_{4}^{(k)} e^{-i \alpha_{j}^{(2)} \hat{\sigma}}\right\}, \tag{18}
\end{align*}
$$

with $\hat{\Omega}_{1}^{(k)}-\hat{\Omega}_{4}^{(k)}$ representing multiqubits operators which do not depend neither upon $\alpha_{j}^{(1)} \operatorname{nor} \alpha_{j}^{(2)}$. It is important to stress that $g\left(\alpha_{j}^{(1)}, \alpha_{j}^{(2)}\right)$ can be computed using the same circuit of Fig. 2, by simply replacing the phases $\alpha_{j}$ of $\hat{V}_{Q A}(\vec{\alpha})$ and $\hat{V}_{Q A}^{\dagger}(\vec{\alpha})$ with $\alpha_{j}^{(1)}$ and $\alpha_{j}^{(2)}$, respectively. Notice finally that by exploiting the identity Eq. (16) we can write

$$
\begin{align*}
\frac{\partial C(\vec{\alpha}, \vec{\beta})}{\partial \alpha_{j}}= & \left.\frac{\partial g\left(\alpha_{j}^{(1)}, \alpha_{j}\right)}{\partial \alpha_{j}^{(1)}}\right|_{\alpha_{j}^{(1)}=\alpha_{j}}+\left.\frac{\partial g\left(\alpha_{j}, \alpha_{j}^{(2)}\right)}{\partial \alpha_{j}^{(2)}}\right|_{\alpha_{j}^{(2)}=\alpha_{j}} \\
= & g\left(\alpha_{j}+\frac{\pi}{4}, \alpha_{j}\right)-g\left(\alpha_{j}-\frac{\pi}{4}, \alpha_{j}\right) \\
& +g\left(\alpha_{j}, \alpha_{j}+\frac{\pi}{4}\right)-g\left(\alpha_{j}, \alpha_{j}-\frac{\pi}{4}\right) \tag{19}
\end{align*}
$$

which shows that computing the gradient of $C(\vec{\alpha}, \vec{\beta})$ with respect to $\alpha_{j}$ simply accounts to evaluate the circuit that express $g\left(\alpha_{j}^{(1)}, \alpha_{j}^{(2)}\right)$ for four distinct values of the parameters.


FIG. 5. Circuital implementations of the ideal transformations $\hat{V}_{Q A}(\vec{\alpha})$ (left) and $\hat{W}_{Q A B}(\vec{\beta})$ (right) which allow for exact noise suppression of a single-qubit bit-flip noise model [i.e., (20) with $\hat{\sigma}^{(\ell)}=$ $\left.\hat{\sigma}_{1}^{(\ell)}\right]$ using a quantum register $B$ with $r=2$ qubit gates.

## C. Noise model

The scheme presented so far can in principle be applied to arbitrary classes of noise. In our research however we focused on a specific model that has been extensively studied in the literature producing explicit examples of efficient QEC solutions which can be used as a theoretical benchmark for our variational search. Specifically we assume $Q$ and $A$ to be respectively a single qubit register $(k=1)$ and a two qubit register ( $n=3$ ), globally affected by a given species of singlequbit noise [80,81]. These transformations can be represented in terms of a LCPT map of the form

$$
\begin{equation*}
\Phi_{Q A}(\cdots)=\sum_{\ell=0}^{n} \hat{K}_{Q A}^{(\ell)} \cdots \hat{K}_{Q A}^{(\ell) \dagger} \tag{20}
\end{equation*}
$$

with Kraus operators [75]

$$
\begin{equation*}
\hat{K}_{Q A}^{(0)}:=\sqrt{1-p} \hat{\mathbb{1}}_{Q A}, \quad \hat{K}_{Q A}^{(\ell)}:=\sqrt{\frac{p}{n}} \hat{\sigma}^{(\ell)}, \tag{21}
\end{equation*}
$$

where for $\ell \in\{1, \ldots, n\}, \hat{\sigma}^{(\ell)}$ is the Pauli operator acting on the $\ell$ th qubit of $Q A$ which defines the noise species we have selected. For instance, in the case we choose to describe phase-flip noise then $\hat{\sigma}^{(\ell)}=\hat{\sigma}_{3}^{(\ell)}$, while for describing bit-flip we have $\hat{\sigma}^{(\ell)}=\hat{\sigma}_{1}^{(\ell)}$. Explicit examples of $\hat{V}_{Q A}, \hat{W}_{Q A B}$ which allow for exact suppression of the noise $[\bar{F}(V, W)=1]$ are shown in Fig. 5. Notice that by construction the circuit parametrization of $\hat{V}_{Q A}(\vec{\alpha}), \hat{W}_{Q A B}(\vec{\beta})$ given in Fig. 2 include such gates as special solution: accordingly, if properly guided by an efficient cost function, our numerical VQA search has a chance to find the solution of Fig. 5.

## V. RESULTS

In this section we study the impact of the cost function on the efficiency of the optimization algorithm of Sec. IV. Assuming the single-qubit noise model detailed in Sec. IV C and taking $B$ to be a $r=2$ qubit register, we run two distinct numerical searches: the first obtained by identifying $C(\vec{\alpha}, \vec{\beta})$ with $C^{(\mathrm{fid})}(\vec{\alpha}, \vec{\beta})$ and the second choosing instead $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$. Results are reported in Figs. 6 and 7 for two different choices of the noise models (20), i.e., phase-flip and bit-flip. For both, we compare the input-output average fidelity (7) at the end of the procedure obtained with the two different cost functions, and the number of iterations $M$ needed for convergence. Regarding this last quantity we set a maximum value $M_{\max }$ equal to 2000 before convergence and we chose


FIG. 6. Comparison of the input-output average fidelity (7) attainable by running our optimization algorithm using the cost function $C^{(\text {fid })}(\vec{\alpha}, \vec{\beta})$ (blue data) and $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ (orange data). Here the error model is a single-qubit bit-flip noise $\left[\hat{\sigma}=\hat{\sigma}_{1}\right.$ in (20)] with $p=0.8$. The no error correction threshold (9) of this scheme is $\bar{F}_{0} \approx 0.822$-orange peak in the fidelity plot, up to numerical precision. Only the runs that produced a fidelity of at least $\bar{F}_{0}$ have been included: for $C^{(\mathrm{fid})}(\vec{\alpha}, \vec{\beta})$ this happens in the $0.2 \%$ of the runs, while for $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ for the $29.6 \%$.
this limit mainly with practical choices like the maximum time for the simulation, enforcing that a single run does not require more than a few hours of computational time: in case the algorithm fails to reach the convergency we simply stop the numerical search (this is the reason for the peak at the end of the upper orange plot in Fig. 7). The plots report only the simulations that manage to achieve an average fidelity that is greater or equal than no-correction threshold bound $\bar{F}_{0}$.

The first thing to observe is that for both noise models, $C^{(\text {fid })}(\vec{\alpha}, \vec{\beta})$ has problem in reaching the do-nothing threshold $\bar{F}_{0}$ : the probability of success being $2.6 \%$ for the phase-flip case of Fig. 7 and only $0.2 \%$ for the bit-flip case of Fig. 6 (for both noise models the total number of simulations analyzed was 500). Observe also that in this last case the algorithm never yields average input-output fidelity values strictly larger than $\bar{F}_{0}$ and that, even in those cases, it requires a number $M$ of iterations which saturate the maximum allowed value $M_{\max }$


FIG. 7. Comparison of the input-output average fidelity (7) attainable by running our optimization algorithm using the cost function $C^{(\text {fid })}(\vec{\alpha}, \vec{\beta})$ (blue data) and $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ (orange data). Here the error model is a single-qubit phase-flip noise $\left[\hat{\sigma}=\hat{\sigma}_{3}\right.$ in (20) with $p=0.8]$. The no error correction threshold (9) of this scheme is $\bar{F}_{0} \approx 0.822$-orange peak in the fidelity plot, up to numerical precision. Only the runs that produced a fidelity of at least $\bar{F}_{0}$ have been included: for $C^{(\mathrm{fid})}(\vec{\alpha}, \vec{\beta})$ this corresponds to the $2.6 \%$ of the runs, while for $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ the success probability is $40.6 \%$.
(blue peak in the upper plot of Fig. 7). $C^{(\text {was })}(\vec{\alpha}, \vec{\beta})$ performs definitely better: to begin with it succeeds in overcoming the threshold $\bar{F}_{0}$ in one third of the simulations (specifically $40.6 \%$ for the phase-flip noise model and $29.6 \%$ for the bit-flip noise model). Furthermore, the algorithm reaches convergency with a number of iterations that are typically smaller than those required by $C^{(\mathrm{fid})}(\vec{\alpha}, \vec{\beta})$.

To better enlighten the differences between the two cost functions, we proceeded with further simulations, whose results are summarized in Fig. 8. The idea here is to run a two-step optimization process composed by two sequences of runs: in the first run we start the optimization procedure from a random point in the parameter space $(\vec{\alpha}, \vec{\beta})$ with one of the two cost functions [say $C^{\text {(fid) }}(\vec{\alpha}, \vec{\beta})$ ], up to convergence; after that we start a second optimization run using the other cost function [say $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ ] but assuming as initial condition


FIG. 8. Improvement of simulations when changing the cost function in a two run optimization process that uses different cost functions to drive the descent algorithm. In the left plot, we started the descent on a random initial point, ran the optimization using $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ as cost function until convergence, and then we started the descent algorithm again but using $C^{\text {(fid) }}(\vec{\alpha}, \vec{\beta})$ as cost function, starting from the final point of the previous descent. In the right part, the roles of the two cost functions are inverted [we start using $C^{\text {(fid) }}(\vec{\alpha}, \vec{\beta})$ and then we use $\left.C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})\right]$. The histograms represent the difference in average input-output fidelity (6) after the change of cost function, namely, the difference between the fidelity achieved after the second descent and the fidelity after the first descent (positive values correspond to improved performances). Please notice the scale difference on the $x$ axis between the left and right plot.
for the parameters the final point reached by the first run. The plots report the difference in fidelity between the second and the first run: when we start using the $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ in the first run, the fidelity cannot further improve the result that is already found, and this is represented by the fact that the best improvement is of the order of $10^{-5}$; on the contrary, if we started employing $C^{(\mathrm{fid})}(\vec{\alpha}, \vec{\beta})$ in the first run, the use of $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ in the second run typically yields substantial improvements of the performance. ${ }^{4}$ Moreover, we sampled some single descent processes and plotted the cost in function of the iteration. When we move from fidelity to $W_{1}$, the descent part after the change of cost function is qualitatively indistinguishable from starting from a random point.

## VI. CONCLUSIONS

To summarize, we have shown a variational quantum algorithm that allows finding the most suitable error correction procedure for a specific noise on quantum hardware. We compared the performance of two different versions of this algorithm using two different cost functions, the fidelity and an approximation of the quantum Wasserstein distance of order one. We compared the difference in speed and the abil-

[^2]ity to obtain a useful solution between the two algorithms, finding really different trends between the two optimization procedures. The optimization process based on the fidelity suffers greatly from the phenomenon of the barren plateaus, leading to very slow convergence or no convergence at all, while the algorithm based on the quantum $W_{1}$ distance allows us to find the configurations that correct the errors in the examples that we explored. The obtained results show a clear improvement and allow us to explore further improvements of these methods, as using different algorithms for the minimization process, e.g., stochastic gradient descent or higher-order algorithms like Newton or pseudo-Newton algorithms.

Given that the gradient can be expressed only with the cost function evaluated in a small number of circuits that differ only in the parameter choice, the gradient of the cost function can be computed on the same hardware that will be used for the correction procedure. Moreover, simulating this circuit may be difficult because of the exponential scaling of the dimension of the Hilbert space of a set of qubits, but this problem does not apply when all the circuit is built on hardware, gaining a quantum advantage. For the same reason, the same procedure can be iterated to compute the exact Hessian of the cost function and then apply a second-order method like the Newton method as a descent algorithm. However, this has not been done because the circuits that we marked as useful have a relatively big number of parameters, and computing the Hessian scales quadratically with this number, leading to intractable computations.

With this work, we have shown a clear advantage in the use of this $Q W_{1}$ distance approximation in a gradient-based optimization algorithm. In future work, it may be interesting to study the effect of this cost function also on gradient-free optimization algorithms, that do also suffer from the barrenplateaus phenomenon, as shown in Ref. [82].
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[^0]:    ${ }^{1}$ We remind that a unitary two-design is a probability distribution over the set of unitary operators which can duplicate properties of the probability distribution over the Haar measure for polynomials of degree two or less. When $Q$ is a single qubit, a two-design can be realized by a uniform sampling over a set $\mathcal{S}$ composed by only six elements $\hat{\mathbb{1}}, \hat{\sigma}_{1}, e^{ \pm i \pi / 4 \hat{\sigma}_{1}}, e^{ \pm i \pi / 4 \hat{\sigma}_{2}}$ that maps its logical state $|0\rangle_{Q}$ into the vectors $|0\rangle_{Q},|1\rangle_{Q},\left(|0\rangle_{Q} \pm i|1\rangle_{Q}\right) / \sqrt{2}$, $\left(|0\rangle_{Q} \mp|1\rangle_{Q}\right) / \sqrt{2}$.
    ${ }^{2}$ Equation (9) accounts for the noise effects both on $Q$ and $A$. A more conservative estimation of $\bar{F}_{0}$ can be obtained by focusing directly on the noise on $Q$ alone, i.e., tracing out the $A$ component of $\hat{\rho}_{Q A}^{(111)}$ and studying its fidelity with $|\emptyset\rangle_{Q}$, i.e., $\bar{F}_{0}^{\text {(strong) }}:=$ ${ }_{Q}\langle\varnothing| \hat{\rho}_{Q}^{(\mathbb{1}, \mathbb{1})}|\varnothing\rangle_{Q} \geqslant \bar{F}_{0}$, with $\hat{\rho}_{Q}^{(\mathbb{1}, \mathbb{1})}:=\operatorname{tr}_{A} \hat{\rho}_{Q A}^{(\mathbb{1}, \mathbb{1})}$. Notice that for the noise model of Sec. IV C the two are directly connected via the identity $\left.\bar{F}_{0}=\bar{F}_{0}^{\text {(strong) }}-\left.\frac{n-1}{n} p(1-|\langle 0| \hat{\sigma}| 0\rangle\right|^{2}\right)$.

[^1]:    ${ }^{3}$ It goes without mentioning that alternative choices for the cost function Hamiltonians are also available. For instance, one can use operators that also remove the residual degeneracies that affect $\hat{H}_{Q A}^{\text {(wass) }}$-e.g., using the operator $\hat{H}_{Q A}^{\text {(full) }}=\sum_{\ell=1}^{n} w_{\ell} \hat{\pi}_{\ell}$ with $\omega_{\ell}$ positive weights selected so that different allocation of $|1\rangle$ states inside the eigenspaces of $\hat{H}_{Q A}^{\text {(wass })}$ get an assigned ordering. Our numerical analysis, however, seems to indicate that these refinements do not contribute significantly in improving numerical search of the algorithm.

[^2]:    ${ }^{4}$ It has to be said that in few cases the figure of merit is worse after the second optimization-see the negative bar in right panel of Fig. 8. This is due to the fact that, when using $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$, we are not maximizing the fidelity but minimizing a function whose stationary point corresponds to the maximum of the latter: accordingly the final point of convergence for $C^{(\text {wass })}(\vec{\alpha}, \vec{\beta})$ can be slightly off mark in terms of fidelity. This is not a problem because these two functions do not have a constant ratio, and we checked that the inequalities between them are still satisfied.

