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Designing Circuits for AiMC Based on Non-Volatile
Memories: a Tutorial Brief on Trade-offs and

Strategies for ADCs and DACs Co-design
R. Vignali, R. Zurla, M. Pasotti, P. L. Rolandi, A. Singh, M. Le Gallo, A. Sebastian,

T. Jang, A. Antolini, E. Franchi Scarselli, and A. Cabrini

Abstract—Analog In-Memory Computing (AiMC) based on
Non-Volatile Memories (NVM) is a promising candidate to reduce
latency and power consumption of neural network (NN) inference
in edge-computing applications. This kind of computational
accelerators allows both storing weights and performing in-situ
analog computation inside the array. This tutorial explores trade-
offs and strategies in the design of DACs and ADCs for this kind
of systems, highlighting the strong interdependence between the
two converters. Starting from an analysis of input and weights
encoding techniques this tutorial will then propose a discussion
aiming at exploring critical aspects that constrain the design of
D-A and A-D converters drawing some co-design considerations.

Index Terms—AiMC, Non-Volatile Memories, NVM, Artificial
Intelligence, DAC, ADC, MAC operation.

I. INTRODUCTION

IN the last few years, applications of Artificial Intelligence,
AI, spread and surged at an exponential rate. For this rea-

son, the availability of highly efficient hardware-accelerators
for on-silicon implementation of AI algorithms is becoming
one of the key challenges for the next years especially con-
sidering the endless growth of edge computing applications.

In this respect, the feasibility of AiMC was demonstrated
based on different memory arrays including both volatile (as
SRAMs [1]–[3], and DRAMs [4], [5]) and non-volatile mem-
ories (NVMs) [6]–[13]. Among NVMs, resistive switching
(RS) devices such as phase-change memory (PCM) and metal-
oxide-based resistive random access memory (RRAM) have
been considered as primary candidates for next AiMC.

The key advantages of AiMC implemented on NVM devices
are: the convenient exploitation of basic Ohm’s law together
with Kirchhoff’s laws (i.e., current and voltage laws, KCL
and KVL, respectively) to efficiently implement the analog
Matrix-Vector-Multiplication, MVM, operation as Y = AX ,
where A is the NVM matrix storing the weights of the
neural network, while X and Y are the input and the output
vector, respectively; the non-volatility which allows to main-
tain weights through power cycling; the excellent scalability
of the unit cell that could ideally lead, in a crossbar array
implementation, to an impressively low 4F 2 cell footprint (F
being the technology half pitch [14]); the possibility of storing
a given number of different discrete weights in a single cell by

This paper was produced by the IEEE Publication Technology Group. They
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modulating the resistance of matrix A elements with suitable
multilevel, ML, programming algorithms [10], [15]–[17].

In this frame, the analog elements ai,j of matrix A (which
is organized as an array with a given number of word-lines,
WLs, and bit-lines, BLs, so that 1 < i < #WL while 1 < j <
#BL) are mapped onto RS matrices as conductance values,
gi,j , while the elements, xD,i, of a (digital) input vector, XD,
(coming form higher AI hierarchy levels) must be encoded to
get the elements xi,j of the analog vector, X , using suitable
digital-to-analog-converters (WL-DACs) (see Fig. 1).

Analogously, vector Y , which includes the analog signals,
yi, generated as outputs of the MVM (generally currents or
voltages, as implied by Ohm’s Law, KCL and KVL) must
be sensed and digitized by means of suitable analog-to-digital
converters (BL-ADCs) to get their digital equivalent YD (to
be sent to higher AI hierarchy levels).

It is well recognized that WL-DACs and BL-ADCs rep-
resent intrinsic bottlenecks of the entire system (representing
more than 60% contribution in term of area and power [18])
and, for this reason, their design is one of the most critical
and challenging issues of AiMC systems. A key aspect in
this respect is represented by the strong interdependence of
the two elements. Indeed, the architectures of WL-DACs and
BL-ADCs cannot be chosen independently. The optimization
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Fig. 1. Simplified architecture of an AiMC core. The figure shows a system
including 6 NVM arrays A each one being the core of a single tile which
includes BL-ADCs, WL-DACs, FSM and microcontroller, and all the circuits
required to manage the array A. The number of tiles of the system are normally
chosen considering the specifications of AI application, efficiency in terms of
power and speed and silicon area occupation.
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of the system performance requires co-design strategies that
are needed to meet the stringent targets, generally expressed
as TOPs/W, under severe constraints in terms of silicon
area, computational efficiency, accuracy and speed. Indeed,
by following for example an input-based design strategy, the
first aspect to be addressed is the encoding of inputs. Once
the encoding has been defined, the design space for possible
DAC architectures gets limited to some specific solutions.
Among these possible structures, which strongly impacts on
the generation of the signals that will be provided to the
cascaded ADCs, depending on design constraints on power
consumption, speed, and area, the most convenient ADC archi-
tecture may be identified. Similarly, alternative solutions could
be conceived by adopting, for example, a complementary
design approach (output-based).

The purpose of this tutorial brief is to address most of
the aspects that designers of circuits for AiMC hardware
accelerators based on NVMs have to consider for an optimal
design of the system. In particular, the tutorial will review, an-
alyze and summarize the trade-offs and the inter-dependencies
that exist and arise between encoding of variables (e.g.,
input/output vectors X and Y ), array architecture, DAC and
ADC architectures, performance of MVM operation (in terms
of speed and accuracy), power consumption and silicon area
occupation. The focus will be on large NVM arrays (i.e.,
for #WL × #BL > 1M ) that allow to store large kernels
minimizing the impact of peripheral circuit on the system area.
The final goal is to provide the reader useful considerations
to obtain design guidelines and co-design strategies to address
the complex procedures that are involved in the definition of
the architecture of an AiMC system regarding, in particular,
WL-DACs and BL-ADCs.

II. WEIGHTS & INPUT VECTOR ENCODING

Before discussing the implementation of WL-DACs and BL-
ADCs it is necessary to address the way weights and inputs
can be encoded into a physical analog quantity.

A. Weights: Cell and Array Biasing

As previously mentioned, the weights ai,j of matrix A, are
mapped as conductance value gi,j . From the simple application
of the Ohm’s law, a conductive element gi,j could be used
to drain a current ii,j by imposing a fixed voltage V (i.e.,
ii,j = gi,jV ) or, vice versa, to generate a voltage vi,j by
biasing the element with a fixed current I (i.e., vi,j = ri,jI
where ri,j = 1/gi,j). To better take advantage of the array
structure, the preferred way for implementing analog MVM is
to impose a fixed voltage, Vbl, to each memory cell belonging
to the same BL (thus connecting in parallel all the cells of the
BL) obtaining the analog products xi ·ai,j as currents that are
then summed over the BL (KCL approach) to get Ibl (as shown
in Fig. 2a). The complementary approach, which requires
biasing with a fixed current Ibl all the cells, connected in
series, of a single BL (KVL approach), is commonly discarded
due to the increase in terms of complexity and area of the
array, cell non-linearity, unpractical range of the generated
output voltage, Vbl, especially when dealing with large arrays.

Another important aspect, that will be discussed in the next
section, is about the need of encoding signed weights ai,j
that must be implemented despite the inherently non-negative
values of conductances gi,j .

B. Multi-bit Input Encoding

The bX -bit elements xD,i of (digital) input vector XD can
be encoded to get the analog xi of X as either voltages vi(xi)
or voltage pulses with fixed amplitude vWL and variable time
duration ti(xi). As can be seen in Fig. 2b, the elementary cell
topology allows providing inputs xi (required to complete the
biasing of the gi,j) equivalently through the WLs (gates of
Ti,j) or the SLs (sources of Ti,j) biasing the other terminal
with a suitable constant voltage (thus providing a vgs,i voltage
to transistors Ti,j). The problem is that the I-V characteristic
of the cell suffers from non-linearity due to the presence of the
resistive elements [19] and select transistors Ti,j . As discussed
above, if we bias the BL with a fixed Vbl (KCL approach), it
is possible to express Ibl as:

Ibl = Vbl

#WL∑
i=1

1

1/gi,j + roni,j

(1)

where

gi,j = fNL(Vgi,j ) and Vgi,j =
Vbl

1 + gi,j · roni,j

(2)

roni,j
being the equivalent on-resistance of Ti,j (which is a

function of vgs,i, and, hence, of xi). From (1), it is evident
that a variation in the WL and/or SL voltage, determined by the
different values of vi(xi), affects the I-V response of the cell
that will thus depend also on the value of xi. For this reason
encoding the input vector as a voltage amplitude vi(xi) is not
convenient in this kind of application and the voltage-pulse
approach is preferred. By following this approach there will be
a time-varying BL current Ibl(t) that will depend on how many
cells are conducting at a given time instant t. Without losing
generality, in the following we will assume the WLs as the
terminals used to provide the different inputs xi as variable-
length voltage pulses. It is worth mentioning that, by providing
the voltage pulses through the WLs, problems related to IR
drops are largely limited thus simplifying the design of the
WL-DAC. Nonetheless driving the SLs could also be feasible
depending on the memory array organization.

From above considerations, it is more convenient to encode
the xD,i as voltage pulses with variable lengths ti(xD,i). A
straightforward way of encoding inputs xD,i is to modulate the
pulse width as being proportional to xD,i, with a maximum
duration tmax of 2bX − 1 unitary time-pulses tu. We can
identify this method as PWM (Pulse Width Modulation, as
shown in Fig. 2c). Alternatively, the inputs xD,i could be
separated into bX pulses, with fixed duration and amplitude
equal to 0 or VWL depending on the value of the bX bits
of xD,i. We can refer to this method as BS (i.e., bit-serial
or, alternatively, bit slicing, see Fig. 2d). Without entering in
the details, it is important to note that, in a PWM scheme,
the MAC (Multiply-and-Accumulate) operation of each MVM
must be performed by integrating Ibl over tmax to get a charge

Page 2 of 6IEEE Transactions on Circuits and Systems II: Express Briefs

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 3

that is then converted by the BL-ADC while, in the BS case,
the MAC operation can be performed by properly handling the
BL-ADC in each time slot of the sequence of pulses taking
into account the significance of the bits.

Choosing, among the two approaches, which is the most
convenient is not straightforward and requires many consider-
ations, especially on the effects that the encoding scheme has
on time, accuracy, and energy required for the A-D conversion.
For instance, in a PWM approach the conversion time, often
called integration time, is given by:

tint,PWM = tch + (2bX − 1) · tu (3)

where tch is a time interval required to charge WL, BL and SL
at their correct voltage level and tu is the minimum duration
of the pulse (e.g., the duration of the input LSB). In practice,
tu is limited by the propagation delay of enable signals of the
computation inside the memory tile and, hence, tu ∝ #WL2.
In contrast, in the BS technique the conversion time is:

tint,BS = bX · (tch + tu). (4)

Since the value of each bit of the input vector could be
different, enough time tch has to be guaranteed at each step
to correctly set the voltages at input terminal. It can be easily
shown that tint,BS > tint,PWM when:

α =
tch
tu

>
2bX − bX − 1

bX − 1
(5)

which shows that the BS approach becomes more advanta-
geous when bX increases. As an example, assuming α = 4,
the BS approach becomes faster than PWM when bx ≥ 5.

The physical dimension of the array also plays a major
role in determining which one of the two methods is more
appropriate. In a AiMC architecture large arrays are desired
for two main reasons: increasing #BL allows increasing
parallelism (i.e., the number of computations that can be
performed at the same time); increasing #WL allows to store
larger kernels along a single BL and to diminish the area
overhead of a single ADC. However, increasing #BL and/or
#WL leads to longer routing and larger parasitics (resistances

and capacitances) associated to WLs, BLs, and SLs which
adversely affect the rising and falling times for driving these
nodes and, hence, both tch and tu. It is also worth to point that
tu could differ in the PWM and BS case (in BS the topology of
the ADC, and the corresponding constraints, could indeed play
an important role on the minimum time required to operate
the DAC). While discussing the accuracy related to the input
encoding, contrasting results emerged from previous analysis
[20], [21]. However, the advantage in terms of precision of
one over the other is not so remarkable and, for this reason,
we can consider the two technique at least comparable [21].

C. Signed Weights and Inputs and Array Organization

It is worth to mention that the propagated results of the
hidden layers of a DNNs are usually non-negative (thanks
to non-linear functions, i.e. ReLu [22]), whereas the use of
positive and negative kernel coefficients is often exploited to
perform inferences. For this reason, an interesting aspect to
address, is the management of signed inputs and weights.
Since it is not possible to implement negative values of
gi,j , different strategies have been proposed to counteract this
physical limit. We are going to briefly review two approaches:

a) obtaining a signed quantity as the difference between
two memory cells, one for the plus and one for the minus
sign. This is achieved by separating positive and negative
MAC integrations in two different space (Fig. 3a) [23] or time
(Fig. 3b) locations. In other words this means storing positive
and negative weights in two separate BLs (Fig. 3a) or WLs
(Fig. 3b) and then performing two successive integrations.
Alternatively, we can integrate the two BLs at the same time
while subtracting the two contributions. The output difference
can be performed directly in current in the analog domain or,
after the A-D conversion, in the digital domain. In terms of
energy efficiency the two approaches are equivalent. The time
separation approach is expected to have better accuracy while
the space-separation allows to save time by a factor of two or
more but could suffer more from mismatches in the readout
path (from BL to ADC input).

b) introducing an offset in the weight programming (Fig. 3c)
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Fig. 2. An example of AiMC array architecture (a). Inputs are provided through WLs while MVM outputs are read on BLs. In this example DACs convert the
digital inputs xD,i into voltage pulses with variable length. BLs voltage bias is provided by a circuit (not shown here) placed close to each ADC; elementary
PCM cell in terms of resistances (b); (c) and (d) depict the analog input obtained for xD,i = 5 using a PWM and BS time encoding, respectively.
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Fig. 3. Differential weights encoding in space (a) time (b) and offset (c).

[24], i.e. rescaling the minimum (for negative weights) con-
ductance value in the RESET state of the PCM cell. This push
the entire output dynamic in the positive range with an offset
that has to be accounted after performing the A-D conversion.
Analogous considerations can be applied while dealing with
signed inputs. Additional problems arise when both signed
input and weights must be handled at the same time: in this
case a combination of the two is necessary.

A concept introduced in [20] highlights the fact that the
computation of the inference of DNNs in AiMC architecture
is more accurate when the conductance of each PCM cell
is directly proportional to the weights of the kernels of the
NN and the analog result of the MAC operation is directly
proportional to its numerical calculation. This condition is
guaranteed only by the differential technique since the offset
violates the direct proportionality. It is worth also to note
that most weights in a DNN are equal to zero. Having no
current when the cell has to store a ’0’ could represent a
significant practical advantage. Thus, this could be another
possible downside when implementing offset encoding of
negative quantities.

III. INPUT X D-A CONVERSION: WL-DACS

As we have seen, a convenient way to provide the analog
input X to A is through time encoding of xi by following both
a PWM or a BS approach depending on the array topology.
This means that the WL-DAC is, in practice, a digital-to-time
converter, DTC. Together with the usual constraints on area
and power, the design of this block comes with additional
constraints to guarantee synchronicity between input signals
provided to different WLs. Due to the significant size of the
array, a propagation delay arises between the top and bottom
WLs. Thus, along a BL, it could happen that some cells start
(or stop) conducting with different time alignment to others
or, even worse, signals supposed to be synchronous are not
properly aligned at given y. This, combined with delay in
the x-direction, could lead to inaccuracies in the computation
(thus practically limiting the minimum value of tu). Normally,
the procedure used to meet all the timing constraints is to
synthesize the RTL through a digital design tool.

Even if a practical implementation of the DTC is not going
to be presented, some general considerations can be provided.
Indeed, the main purpose of the DTC is to provide a suitable
enable-like signal controlling when a specific WL has to be
activated (depending on input vector values). Even if, ideally,

these signals could be propagated directly from global buses to
the WL terminals (see in Fig. 1), this does not represent a con-
venient approach due to different propagation delays associ-
ated to the non-identical physical characteristics of paths (e.g.
from global bus to I/O interface and, finally, to WL DACs) that
adversely affects synchronism determining significant timing
errors. In this respect, a way for addressing this issue, consists
in (locally) storing the digital values for each WL in a (local)
register close to the WL and, then, through (local) logic, gener-
ate the actual WL ”analog” enable. This way, only one global
synchronization signal has to be propagated through the array
to provide the required correct timing.

IV. OUTPUT Y A-D CONVERSION: BL-ADCS

The A-D converter represents probably the most critical
circuit of an AiMC system. To compare different topologies,
it is important to consider the following parameters:
Area - ADC has to be directly interfaced with the tile. To fully
take advantage of AiMC having an ADC for each BL would
be the best option. This is not going to be the case in practice
since the minimum distance between adjacent BLs, that we are
going to call BL pitch, can be consistently smaller than the
size required to build an ADC. This mostly affects the ADC
aspect ratio since one dimension (in our case the one running
along the WLs) is going to be considerably smaller than the
one along the BL. To overcome this issue it is necessary to
share an ADC for a given number of BLs, this number depends
on the pitch size. Fortunately this aspect, that is a problem,
could conveniently be exploited to store kernels belonging to
different DNNs in different BLs connected to a single ADC.
In general, based on the BL pitch and the parallelism required
by the AiMC application it is first possible to determine the
width of the converter and, then, based on the total area that
we are willing to occupy (a good compromise could be around
30% of the memory array for the entire BL-ADCs block) to
calculate the ADC size in the other direction;
Time overhead - as we mentioned before in (3) and (4),
depending of the input encoding, the minimum time required
to perform a MAC operation is limited by physical constraints
in propagating control signals over the memory array. We
would like the A-D conversion to not introduce additional
delay or to be at least smaller than the time necessary to
prepare the next integration (tch);
Resolution - the full precision guarantee criterion [24], predicts
that, within a single conversion step, the number of bits by of
YD elements can be calculated as:

bY =

{
bX + bai,j

+ log2(#WL) if bX , bai,j
> 1,

bX + bai,j + log2(#WL)− 1 otherwise
(6)

where bai,j is the equivalent number of bits of the weights (ML
programming). This way, the maximum A-D relative error is:

ϵADC =
2(bY −bADC) − 1

2bY − 1
(7)

If A-D quantization error is similar to the error coming
from analog inaccuracies it doesn’t represent a considerable
decrement to performance. Moreover, DNNs typically exhibit
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a precision of 8 bits [22] that could be taken as a realistic
resolution of an ADC for AiMC. However, the ADC range
must be carefully calibrated for this to work. Indeed, ADC
range cannot be too large (strong quantization noise) nor too
small (strong clipping). An additional constraint is that ADC
range must be the same for all cores, and therefore layers of
the DNN, so no fine tuning of ADC range per layer is possible;
Power overhead - reasonably the power consumption of the
BL-ADCs must be adequately smaller than power consump-
tion required to drive the NVM array [18];
Flexibility - possibility of integrating non-linear functions
directly in the ADC: this could lead to an increased throughput
of the system by removing the activation layer computations
in the digital domain between a MAC and the following one.

A key aspect to consider is that different kinds of input
encodings generally call for different BL-ADC topologies. Let
us consider for instance the design of a BL-ADC for PWM
encoding. In this case, the maximum charge integrated on
the BL (as mentioned before, the charge is the final result
of the BL MAC operation) Qint,PWM is roughly equal to
Imax · tint,PWM where Imax is equal to #WL · gmaxVbl.
The minimum capacitance CS&H,min,PWM needed to store
Qint,PWM is about Qint,PWM/Vdd. If we suppose to have
Imax = 100uA, tint,PWM = 100ns and a supply voltage
of 1V , the resulting minimum S&H capacitance is 10pF .
Clearly even in the most scaled technology, this capacitance
is going to exceed, by itself, the minimum area constraint
that we previously discussed to guarantee an adequate level of
parallelism. This inhibits the use of S&H based ADCs such as
SARs and pipeline that exhibits state of the art performance
in the required output resolution [25].

A. BL-ADCs: Attractive Schemes

From above discussion it is evident that the design ADCs
for AiMC requires innovative approaches. In this respect, a
suitable solution used for example in PWM-based encodings
is offered by the so called current based ADCs using Current
Controlled Oscillators (CCOs). The topology of this converter
can be summarized in 2 blocks: a CCO that has the goal to
generate, inside the converter, a clock frequency proportional
to Ibl (and, hence, somehow related to the result of the BL
MAC operation, the relation being not necessarily straightfor-
ward); an asynchronous ripple counter (ARC), driven by the
clock generated by the CCO, that provides the output code.

This topology offers great advantages such as: reduced
area occupation (only 2 capacitors of few tens of fF are
required, followed by a cascade of basic logic gates); a run-
time conversion that happens during the integration: as soon
as the current stop flowing the result is ready on the output
of the ARC. This allow to eliminate any time overhead in the
conversion; a small additional power contribution is required
by the digital logic to operate. However, this represents a
marginal contribution with respect to the current flow in the
bit-line, as expressed in (1) that is used to charge and discharge
the input capacitor; ease of implementing a ReLu function
directly on the ADC by resetting the result if the MSB is
negative. The main drawback of this solution is represented

S R

Q Q

Node A Ctrl A Node BCtrl B

Ripple Counter

Ctrl A

Ctrl B

Y[0, (b
Y
 - 1)]

I
ADC

 = k*I
BL

 

Fig. 4. Basic scheme of a CCO-based BL-ADC. The current IADC is
not necessarily equal to IBL but can be a scaled replica. This current is
alternatively switched between capacitors A and B to activate the oscillation
on nodes A and B.

by intrinsic non-linearity of the CCO (mainly due to the fact
that oscillator loop delay td is almost independent from Ibl).
This leads to a total oscillator period that has the shape of:

TCCO(t) =
Cint ∗ Vth

α ∗ IBL(t)
+ td. (8)

A possible workaround to address this issue is to make the
delay td proportional to the current Ibl [9].

Another potentially viable current-mode ADC alternative
is represented by a current starved ring oscillator (RO) [26],
[27]. Here the output is partially provided as the value of each
stage of the RO, enabling a direct Time-to-Digital conversion.
However, the application to this topology to large arrays, hence
potentially large currents, is still unproven.

On the other hand, a bit-serial input encoding decreases
significantly the integration time when the number of input bit
increase (bX · tu vs (2bX −1) · tu in PWM). This consequently
decrease the amount of charge (hence signal) that has to be
converted. In this framework a sample & hold approach could
be applied without too much area penalty.

In BS the final result is obtained in successive steps each
requiring an A-D conversion. Here no accuracy is lost if:

bY =

{
bai,j

+ log2(#WL) if bX > 1, bai,j
> 1,

bai,j
+ log2(#WL)− 1 otherwise

(9)

This may reduce the resolution required by the converter
for the same input parameters with respect to the PWM case.
If the precision required is in order of 2 to 4 bits, flash ADCs
can be used without introducing too much area penalty [8].

V. CONCLUSION

Analog In-Memory Computing (AiMC) based on Non-
Volatile Memories (NVM) is a promising candidate to reduce
latency and power consumption of neural network inference
in edge-computing applications. In this tutorial constraint and
critical aspects in the design of D-A and A-D converters
have been reviewed, analyzing different topologies and their
correlation with the requirements coming from various input
encoding mechanisms. More challenges have to be faced in
the next few years. Indeed, next generation AiMC systems
will require larger arrays to map larger NN and enhance
parallelism. This will ask for dedicated co-design strategies to
counteract the increasing power, latency and area that growing
computational complexity is going to require.
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