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A B S T R A C T   

The definition of the shoreline position from satellite imagery is of great interest among coastal monitoring techniques. Understanding the reality mapped by the 
resulting shorelines and defining their accuracy is of paramount importance. The assessment described in this paper constitutes a validation of the shorelines ob-
tained by using the novel tool SAET (Shoreline Analysis and Extraction Tool) for automatic shoreline extraction. The resulting shorelines applying the different 
parameters available in SAET are assessed in 9 test sites with diverse morphology and oceanographic conditions along the Atlantic European and Western Medi-
terranean coasts. The reference data is obtained along large coastal segments (covering up to about 240 km) from nearly coincident very high-resolution satellite 
images. 

Different image processing levels and extraction methods have been tested, showing their key role in the accuracy of shoreline position. When defining the 
approximate shoreline position the Automated Water Extraction Index for images without shadows (AWEInsh) with a 0 threshold generally constitutes the best 
segmentation method. In turn, the employment of the mathematical morphological operations of dilation or erosion considerably improves the results in certain 
coastal typologies. On the contrary, the employment of atmospherically-corrected images has a smaller influence on the accuracy of the SDSs. 

Results support the idea that the magnitude of the errors is strongly related to the specific coastal conditions- In general, the lowest errors appear in low-energetic 
microtidal sites, contrary to the energetic and mesotidal coasts with gentle slopes. 

The shoreline errors range between 3.7 m and 13.5 m RMSE (root-mean-square error) among the different coastal types when selecting the most appropriate 
extraction parameters. The shoreline position identified with SAET shows a similar or better accuracy to that obtained by other tools.   

1. Introduction 

Coastal territories and sandy beaches undergo great morphological 
variations, in which the shoreline, defined here as the land-water 
interface, experiences important changes at different spatial and tem-
poral scales. Efficient management of coastal areas requires a good 
characterisation and understanding of such changes, for which the 
availability of accurate and up-to-date data is essential. However, the 
data collection by employing traditional methods such as topographic 
surveys (e.g., Morton et al., 1993; Pardo-Pascual et al., 2005) severely 
limits the spatial or temporal data coverage, while the use of techniques 

such as UAVs and terrestrial laser scanning (e.g., Casella et al., 2020; 
Duo et al., 2021; Guisado-Pintado et al., 2019; Talavera et al., 2018) 
requires field surveys that generate significant costs. In this context, 
various sources of Earth observation data can provide information with 
great potential to characterise coastal morphological changes over large 
areas and with high temporal resolution. This is the case of the optical 
imagery of the Sentinel-2A and 2B satellites (supplied by the European 
Commission through the European Space Agency, ESA), as well as the 
Landsat series (supplied by NASA). All of them acquire images covering 
large extensions (i.e., tens of kilometres) with short revisit times (5 days 
for Sentinel-2 when combined at the equator, with shorter revisit 
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intervals at higher latitudes (Bergsma and Almar, 2020). 
Large SDS packages may allow to characterise the morphological 

response to storm events and anthropogenic actions (Cabezas-Rabadán 
et al., 2019a;b; Pardo-Pascual et al., 2014) and their consequences on 
the beach functions (Cabezas-Rabadán et al., 2019c). The Shoreline 
Analysis and Extraction Tool (SAET, Palomar-Vázquez et al., 2023) has 
been developed to carry out the automatic detection of the shoreline 
positions associated with the storm events using the images from the 
Sentinel satellites of the EU Copernicus program and the Copernicus 
Contributing Missions. Based on the tool SHOREX (Cabezas-Rabadán 
et al., 2021; Sánchez-García et al., 2020) SAET has been developed 
within the framework of the ECFAS project (A proof of concept for the 
implementation of a European Copernicus coastal flood awareness sys-
tem, GA n◦ 101,004,211, www.ecfas.eu) focusing on achieving high 
autonomy and efficiency, capacity to be applied on large coastal seg-
ments, and robustness when working on different coastal types. The 
ECFAS Project aimed at developing tools and products for the evolution 
of the Copernicus Emergency Management Service (CEMS). ECFAS 
included the quantification of the shoreline displacement at pan-EU 
level on low-lying coasts in the aftermath of storm events using SDSs 
extracted from Landsat and Sentinel images. ECFAS has demonstrated 
that the shoreline analysis could represent an added-value product in the 
CEMS mapping component (https://emergency.copernicus.eu/mapp 
ing/) for emergency response and recovery actions as well as within 
the Copernicus Land Monitoring Service. 

Different algorithms and methods have been developed to define the 
water boundary from Sentinel-2 and Landsat imagery while overcoming 
the limitations of the pixel size of the images (e.g., Bishop-Taylor et al., 
2019; Hagenaars et al., 2018; Liu et al., 2017; Pardo-Pascual et al., 2012; 
Song et al., 2019; Viaña-Borja and Ortega-Sánchez, 2019; Vos et al., 
2019a; see review and benchmark comparison in Vos et al., 2023). Most 
of the available approaches, especially those based on the analysis of the 
maximum gradient (Vitousek et al., 2023a), start by defining the 
shoreline at the pixel level so that, afterwards, a refining process leads to 
a finer sub-pixel shoreline definition. 

The identification of the shoreline at the pixel level is still a matter of 
discussion in the literature (Pekel et al., 2016). To facilitate the defini-
tion of the coast, not only the original bands have been considered but 
also alternatives such as the Hue-Saturation-Value (HSV) transformation 
or the combinations of bands (indices). Among the latter ones, it is worth 
highlighting some specific indices suitable for thresholding water 
bodies: the Normalized Difference Water Index, NDWI (Gao, 1996), its 
modified version, MNDWI (Xu, 2006), and the Automated Water 
Extraction Index, AWEI (Feyisa et al., 2014). The latter presents two 
versions: one considering the effect of shadows (AWEIsh) and another 
without considering them (AWEInsh). There are several ways to define 
the shoreline position by using bands and indices among which classi-
fication (e.g., Pekel et al., 2016; Vos et al., 2019a) and thresholding (e.g., 
Bishop-Taylor et al., 2019, Song et al., 2019; Viaña-Borja and Orte-
ga-Sánchez, 2019) processes are the most common ones. Otsu’s 
thresholding method (Otsu, 1979) is one of the favourite processes to 
binarize a given index. It achieves a good class separation by calculating 
the histogram of a given image and taking two (or more) zones so that 
the variance inside each class is minimised. In turn, k-means (Mac-
Queen, 1967) appears as a general clustering method but its application 
on images is equivalent to a segmentation method. The k-means method 
is used for grouping data into k clusters by minimising the distances 
between data points and their respective cluster centroids. Otsu and 
k-means follow the same logic, minimising the internal variance of each 
class, although k-means is faster (Liu and Yu, 2009). Taking all of this 
into account, SAET allows the user to choose among three different 
methods for defining the approximate shoreline at pixel level: single 
threshold value, Otsu and k-means. Despite this enhanced versatility, 
once the image is binarized in water and land, the shoreline can be 
identified as the first line of land pixels in contact with water or the first 
line of water pixels in contact with the land. At a sub-pixel precision, the 

influence of this morphological consideration as well as the employment 
of different morphological filters (Haralick et al., 1987) still remains to 
be evaluated. 

The positioning and accuracy of the resulting shoreline can be 
affected by several factors not linked to the subpixel edge detection it-
self. This is the case of mismatching between images due to geo- 
referencing issues (Almonacid-Caballer et al., 2017), and the atmo-
spheric treatment of the images. Both NASA and ESA offer their Landsat 
and Sentinel-2 images with two processing levels: Top of Atmosphere 
(TOA or 1C) and Bottom of Atmosphere (BOA or 2 A) modes. The latter 
represents an attempt to remove the effect of the atmosphere on the 
reflectance values (ESA, 2015; Gascon et al., 2017). While the effects of 
the georeferencing have been proven to be limited, the atmospheric 
corrections on the shoreline extraction still need further testing. 

As different beach morphologies and oceanographic characteristics 
may influence the accuracy of the resulting shorelines a required step for 
taking advantage of them is the evaluation of their accuracy. Their 
assessment implies comparing the position of the obtained shorelines 
against coincident reference lines. Techniques such as differential GNSS 
(DGNSS), video-monitoring, and high-resolution imagery or informa-
tion derived from 3D data may be applied to define the reference 
shorelines. Nevertheless, all of them are at a certain point affectedby a 
time lag with the satellite image acquisition and by the subjective 
interpretation of the morphological reality when defining the reference 
data. For instance, the DGNSS may enable the instantaneous delineation 
of the water/land boundary or the wet/dry shore limit, being less robust 
and accurate when the magnitude of the waves, the swash processes, and 
the time lag between the SDS and the reference line increase. Video- 
monitoring systems may acquire instantaneous images but only along 
short beach segments. Likewise, the photointerpretation may be affected 
by the subjectivity of the shoreline digitalisation, while the exact tem-
poral coincidence with the satellite cannot be guaranteed. 3D informa-
tion has been widely used, mostly through DEMs and cross-shore profiles 
taken by DGNSS; other sources like LiDAR or photogrammetry from 
UAVs are less used because of the more difficult repeatability. Given the 
3D information, the main procedure is to extract the contour line at a 
specific height, normally given by the tidal level and other effects like 
the wave run-up. This procedure is also affected by some limitations: on 
the one hand, the fact that the evolution of the beach might have not 
been recorded by the DGNSS campaigns depending on their revisit fre-
quency or, on the other hand, run-up estimation is based on empirical 
parameterisations which could show large biases in some conditions 
(Stockdon et al., 2006). The aforementioned limitations cannot be 
avoided, and every accuracy evaluation must deal with them. 

The aim of the present work is to evaluate the automatically 
extracted SDSs using the new software SAET. The results are focused on 
(a) the effect of the input images TOA and BOA and (b) the influence of 
the initial pixel-level shoreline on the final shoreline. The latter effect is 
influenced by both the band or index, the thresholding method, and the 
morphological filter used for deriving the pixel-level shoreline from the 
land/water mask. The tests are run over different sites that enable the 
analysis of the robustness of the resulting shorelines over different 
environments. 

The work is organized in different sections. Firstly, the sites in which 
the assessment was carried out are presented together with the very high 
resolution (VHR) images employed as reference data. The methodology 
describes the shoreline definition and how the accuracy was assessed. 
The results section presents the errors for all the evaluation cases. The 
discussion and conclusion analyse the errors of the resulting shorelines 
in the context of different coastal types when using different combina-
tions of image processing level, morphological filters and segmentation 
methods. 

2. Test sites and material 

The assessment was based on the comparison of SDSs extracted from 
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Sentinel-2 (hereafter S2) imagery using SAET with reference shorelines, 
extracted from nearly coincident Very High Resolution (VHR) images 
and considered in this study as ground-truth. VHR images were made 
available for this study through the Data Warehouse Mechanisms of ESA 
in the framework of the ECFAS project. The assessment was carried out 
at nine sites in order to test the performance of SAET under different 
characteristics. 

2.1. Test sites 

The sites for testing the SDSs were selected based on the availability 
of nearly coincident VHR images (Table 2, to be used as ground-truth) 
and on different parameters such as the tidal range, wave climate, 
exposure, and morphology (Fig. 1, Table 1). On the North Sea, the sites 
of Texel (site 1 in Fig. 1), Leiden (2 in Fig. 1) and The Hague (3, Fig. 1) 
are located on the Dutch coast, with an NNE-SSO orientation. Texel is 
located in the southernmost barrier island of the Wadden Sea, where 
approximately 30 km of the coast is a sandy beach exposed to the North 
Sea with sediment between fine and medium sand with D50 ranging 
from 0.21 to 0.39 mm (Galiforni-Silva et al., 2018), although the 
average value on the beach is around 0.25 mm (Elias and Van der Spek, 
2017; Strypsteen et al., 2021). The area is a semidiurnal tidal environ-
ment with an average tidal range of 1.4 m, with a spring tidal range of 2 
m (Galiforni-Silva et al., 2022). The waves usually come from N and SW, 
with a mean significant wave height of 1.48 and 1.44 m, typically no 
higher than 3 m, although during severe storm conditions it may exceed 
4.5 m (Elias and Van der Spek, 2017). Leiden and The Hague extend 
continuously for more than 60 km, from the Amsterdam harbour access 
canal to the Rotterdam harbour access canal. The area is characterised 
by a uniform beach profile, with the presence of nearshore bars and a 
dune system (Luijendijk et al., 2017). The tide is semidiurnal asym-
metric, which generates asymmetrical tidal currents, with a spring tidal 
range of 1.98 m (Luijendijk et al., 2017). The mean significant wave 
height is 1.7 m during the winter, although it can reach values higher 
than 4.5 m, normally from W and NW (Luijendijk et al., 2017). The D50 
is 0.24 mm (Wijsman and Verduin, 2011). 

From the Bay of Biscay, on the South-West Atlantic coast of France, 
two sites are considered. The area presents a mesotidal regime (spring 
tidal range of 4.5 m), and the wave climate is moderate to highly en-
ergetic (Morichon et al., 2018). The first one, Tarnos (4, Fig. 1), covers 
2.9 km of open sandy beaches with D50 = 0.3 mm (Morichon et al., 
2018) following an NNE-SSO orientation northern to the mouth of the 
Adour River. The second one, Saint-Jean-de-Luz (5 in Fig. 1, hereafter 
SJDL) covers 13.6 km of the coast between la Grande Plage Beach in 
Saint-Jean-de-Luz, and Cote des Basques Beach in Biarritz. The southern 
part includes several pocket beaches facing the NNO, while the northern 
part includes open beaches with an NNE-SSO orientation. 

In Western Portugal, the site of Mira (6, Fig. 1) includes 23.7 km of a 
wave-dominated meso-tidal beach segment facing the North Atlantic 

Ocean with NNE-SSW orientation. The site belongs to a sandy barrier 
with a dune system and is eastward limited by the Aveiro lagoon. The 
beach presents medium-sized sand (D50 about 0.4 mm) uniform along 
space (Fontán-Bouzas et al., 2022) and is dominated by the North 
Atlantic swell, (mean annual Hs = 2 m, Tp = 7–15 s), exceeding 8 m 
during storms (Silva et al., 2009). The tidal regime is semidiurnal, with a 
tidal range between 2.8 m and 1.2 m for the spring and neap tides 
(Fontán-Bouzas et al., 2022). 

Three sites from the Western Mediterranean were included in the 
assessment. The northern one, the Ebro (7, Fig. 1) covers 44.5 km of 
beaches of the Ebro Delta, while the sites of Castellón (8, Fig. 1) and 
Valencia (9, Fig. 1) include respectively 39.5 and 25.5 km of beaches 
along the Gulf of Valencia. The three Mediterranean sites are sedimen-
tary wave-dominated micro-tidal environments with a tidal range of 
approximately 0.25 m (Grases et al., 2020; Pardo-Pascual and Sanjaume, 
2019) although the combination of the astronomical and meteorological 
tides can lead to variations up to 1 m (Sierra et al., 2001). Mean wave 
conditions are quite similar in the three sites. For the Ebro site, the mean 
significant wave height (Hs) is 0.75 m, and the mean wave period (Tm) 
is 3.9 s in Ebro (Jiménez et al., 1997a); in Valencia the mean Hs is 0.7 
and the mean wave period is 4 s (Cabezas-Rabadán et al., 2021). The 
energetic waves from the east and northeast are the predominant cause 
of morphological changes, with the storm waves exceeding 2 m 
(Sánchez-Arcilla et al., 2010; Pardo-Pascual and Sanjaume, 2019). The 
zone is characterised by a north-to-south drift, with the exception of the 
north side of the delta (Aranda-García et al., 2022). Regarding the 
geomorphological characteristics, the Ebro slope ranges between 0.03 
and 0.23 at the swash zone (Jiménez et al., 1997b; Guillen and Pal-
anques, 1997). Although fine sediments dominate most of the beach, 
grain sizes of 0.25–0.5 mm are the most common at the coastline 
(Guillen and Palanques, 1997). Castellón is mainly covered by coarser 
sands ranging between 0.4 and 3.65 mm (Pardo-Pascual and Sanjaume, 
2019). The beach in Valencia is located at the southern side of its port 
and, while the median grain size is 0.5 mm, it decreases up to 0.25 mm 
when going southwards (Pardo-Pascual and Sanjaume, 2019). 

2.2. Reference data: VHR images 

In order to assess the spatial accuracy of the SDSs, nine VHR images 
were identified that coincide with the S2 imagery with a maximum time 
lag of the order of minutes between each other (Table 3). The VHR 
images allow the manual identification of a reference shoreline position 
to perform the assessment of SDSs accuracy on 9 different dates/loca-
tions. For this purpose, the images of the satellites Spot-6 (4 m/pixel) 
and Spot-7 (1.5 m/pixel), Pléiades 1 A y 1 B (0.5 m/pixel panchromatic 
product, 2 m/pixel multispectral product) and WorldView-2 (0.5 m/ 
pixel) were employed. 

Table 1 
Characteristics of the test sites.  

Site Name Coast Location (Lat,lon) Length of the analysed coastal tract (km) 

1 Texel North Sea, 
The Netherlands 

53.112, 4.763 27.8 

2 Leiden 52.348, 4.505 30.7 

3 The Hague 52.118, 4.263 32.2 

4 Tarnos Bay of Biscay, 
SW France 

43.543, − 1.513 2.9 

5 Saint-Jean-de-Luz 43.431, − 1.603 13.6 

6 Mira W Portugal 40.456, − 8.802 23.7 

7 Ebro W Mediterranean, E Spain 40.707, 0.873 44.5 

8 Castellón 39.802, − 0.128 39.5 

9 Valencia 39.296, − 0.286 24.5  
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3. Methodology 

3.1. Definition of reference shorelines 

The VHR images were used as ground truth to identify the instan-
taneous shorelines (defined as the water/land boundary). In most sites, 
the shorelines were photo-interpreted, as in the case of sites 4–9, for 
which the shorelines were manually digitised using GIS software as the 
line perceived as the highest position reached by the waves (Fig. 2, sites 
4–9). On the contrary, the identification of the shoreline at the tidal 
Dutch beaches (Fig. 2, sites 1–3) was more complex. The images (both 
VHR Pléiades-1B and S2) were acquired during the falling tide making 
the photointerpretation of the shorelines difficult due to the presence of 
intertidal morphologies. In order to deal with that, supervised classifi-
cation techniques were used in GIS to determine the water/land limit. 
The classified zone was limited to the emerged beach together with a 

buffer of 200 m of water. In order to help with the classification process, 
the NDWI index (Gao, 1996) was defined from the existing bands (Red, 
Green, Blue, NIR) of the Pléiades imagery. Subsequently, 3 classes were 
defined: water, wet sand, and dry sand. The values obtained in the 
estimation of the a priori statistical separability among classes by the 
Jeffries-Matusita method were always greater than 1.97 (being 2 the 
maximum possible value) and the minimum value of the kappa coeffi-
cient was 0.96 (being 1 the maximum possible value). The limits be-
tween the aforementioned classes were classified as the shoreline 
(water/wet sand limit) and the wetline (wet/dry sand limit). The latter 
one was exclusively employed for interpretative purposes in the dis-
cussion section. 

The test sites showed notable differences at the time of the analysis, 
related to the morphological characteristics mentioned above. Thus, 
Dutch beaches (Fig. 2, sites 1, 2, and 3) show a wide intertidal zone (wet 
or submerged at the moment of the image acquisition) associated with a 
gentle slope. On the contrary, Tarnos and SJDL (Fig. 2, sites 4, 5) show a 
very clear water/land boundary (even though Tarnos is at low tide). 
Mira VHR image was acquired during the high tide (Fig. 2, f) during 
swell conditions that lead to a wide wet zone. 

3.2. Definition of SDSs 

The satellite-derived shorelines were defined from the freely avail-
able optical Sentinel-2 imagery using the software SAET. This tool 
provided the framework for downloading the source S2 images as well as 
the algorithm to obtain the SDSs. The workflow followed four main 
phases (Fig. 3): image downloading, segmentation, approximate-pixel 
shoreline (hereafter APS) masking, and sub-pixel shoreline extraction 
following the algorithmic solution proposed by Pardo-Pascual et al. 
(2012). The workflow of the tool is described in detail by Pal-
omar-Vázquez et al. (2023). 

For the SDSs assessment, the SDS extraction was carried out by 
combining different S2 processing levels and extraction methods 
(Fig. 4). Just like the reference shorelines, the SDSs were defined as the 
instantaneous water/land interface. The workflow in SAET followed 4 
steps. 

Table 2 
Summary of oceanographic conditions at the different test sites for the day and time of the S2 satellite images acquisition. Significant wave height, average and peak 
period, and tidal information. For the Mediterranean coasts, the data have been obtained from Puertos del Estado (https://www.puertos.es/), while for the Atlantic 
coasts, the data have been provided by Mercator Ocean International in the framework of the ECFAS project.  

Site Date (dd/mm/yy) Time (UTC) Hm0 (m) Tp (s) Sea surface height (m) Tidal behavior Tidal state Tidal range (m) 

1 30/06/2018 10:54 0.7 5.8 − 0.35 Falling Middle 2.2 
2 30/06/2018 10:54 0.48 5.6 − 0.8 Falling Low 1.8 
3 30/06/2018 10:54 0.6 5.6 − 0.75 Falling Low 1.8 
4 02/08/2018 10:41 1.5 11.6 − 1.3 Falling Low 3.0 
5 23/06/2018 10:54 0.8 9.3 0.5 Rising High 2.5 
6 06/12/2019 11:30 1.75 12 0.19 High High 1.3 
7 26/01/2020 11:00 0.43 7 − 0.39 Falling High 0.18 
8 26/01/2020 11:00 0.56 8.3 0.22 Falling High 0.22 
9 26/01/2020 11:00 0.56 8.3 0.22 Falling High 0.22  

Fig. 1. Study sites along the Atlantic European coast (1–6) and the Western 
Mediterranean (7–9). Numbers refer to the sites described in Table 1. 

Table 3 
VHR images associated with the quasi-simultaneous S2 image employed in the SDS analysis. The characteristics of both the VHR and the S2 images are presented.  

Site VHR satellite Date VHR (dd/mm/yy) Time VHR (UTC) Date S2 (dd/mm/yy) Time S2 (UTC) Time diff. (h:m) 

1 Pléiades-1B 30/06/2018 11:08 June 30, 2018 10:54 0:13 
2 Pléiades-1B 30/06/2018 11:08 30/06/2018 10:54 0:14 
3 Pléiades-1B 30/06/2018 11:09 30/06/2018 10:54 0:14 
4 SPOT-6 23/06/2018 11:15 23/06/2018 11:05 0:09 
5 Pléiades-1B 02/08/2018 10:41 02/08/2018 11:00 0:19 
6 WorldView-2 06/12/2019 11:16 06/12/2019 11:30 0:14 
7 SPOT-7 26/01/2020 10:23 26/01/2020 11:00 0:36 
8 Pléiades-1A 26/01/2020 10:53 26/01/2020 11:00 0:06 
9 Pléiades-1A 26/01/2020 10:50 26/01/2020 11:00 0:09  
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1 Image downloading. The S2 images, both with TOA and BOA pro-
cessing levels, coincident with the VHR images were downloaded 
from the official provider via the Copernicus Open Access Hub 
(COAH).  

2 Segmentation. In order to define the to define the water/land 
interface four APSs were obtained for each image from the MNDWI, 
AWEIsh, AWEInsh (Table 4) and SWIR 1 (short wave infrared band). 
The first three of them were binarized with a constant threshold of 
0 whilst the thresholding of SWIR 1 band was accomplished by using 
the k-means method (Fig. 4). Furthermore, two morphological fil-
ters, erosion and dilation, were used over the previous water mask so 
as to define the water/land boundary.  

3 APS masking. Considering the APS as input, SAET removed those 
pixels classified as clouds with the help of the cloud classification 
band of each image. Furthermore, the resulting layer was clipped 
according to the beach mask of European beach polygons provided 
by the Copernicus Land Monitoring Service (CLMS).  

4 Sub-pixel shoreline extraction. Following the pixels defined by the 
APS, a kernel analysis was performed on the SWIR1 band following 
the method originally described in Pardo-Pascual et al. (2012). The 

reflectance of the pixels in the kernel of the APS was fitted with a 3D 
polynomial function so that the mathematical highest gradient edge 
(where the Laplacian equals 0) was considered to be the sub-pixel 
location of the shore. A kernel size of 5 × 5 and a polynomial de-
gree of 3 have been set for the subpixel SDSs. This kernel increases 
the probability of finding the real inflexion line although the initial 
APS could have been placed too far because of the erosion/dilation 
morphological filters. Besides, a polynomial degree equal to 3 is less 
likely to give unstable polynomials (both when the polynomial is fit 
and when the Laplacian is calculated) which makes it more suitable 
for initial tests. 

All four indices and bands used for segmentation were considered on 
both the images with the TOA and BOA processing levels. Once the 
images were binarized, two morphological filters, dilation or erosion, 
were used to define a continuous set of pixels that constituted the APS. 

It must be noticed that sub-pixel extraction (the last step in Figs. 3 
and 4) is not straightforward. In normal circumstances, the set of APS 
follows a clear line. Once the subpixel process is performed, a few 
anomalous points might appear, yet they are filtered at the last step. As 

Fig. 2. Examples of the reference shorelines defined by image classification in (1) Texel, (2) Leiden, (3) The Hague; and in (4) Tarnos, (5) SJDL, (6) Mira, (7) Ebro, 
(8) Castellón, and (9) Valencia by photointerpretation. Pléiades-1A and 1 B © CNES (2018), distributed by Airbus DS, provided under COPERNICUS by the European 
Union and ESA, all rights reserved; SPOT 6 and 7 © Airbus DS (2018), provided under Copernicus by European Union and ESA, all rights reserved; WorldView-2 © 
Digital Globe, Inc. (2019), provided under COPERNICUS by the European Commission, ESA and European Space Imaging. 
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explained in Sánchez-García et al. (2020), the minimum spanning tree 
(MST) method (Graham and Hell, 1985) is applied to remove outliers 
and obtain the final shoreline. 

3.3. SDSs accuracy assessment 

The position of each SDS extracted from S2 using SAET was 
compared with the reference position according to the ground-truth 
data, i.e., photo-interpreted/supervised-classified shorelines from VHR 
imagery. The accuracy (error) of each SDS was defined by measuring the 
shortest planimetric distance between the position of their vertices with 
respect to the reference line, and it was expressed as mean distance, bias 
and RMSE (root-mean-square error). For each test site and segmentation 
method the most efficient combination of image processing level and 
morphological filter was selected. Finally, the impact of the other vari-
ables was analysed. This makes it possible to evaluate (a) how important 
the segmentation method used for the identification of the water/land 
interface is, and (b) the influence of the beach morphology and the 
oceanographic conditions of each test site on the resulting errors. 

4. Results 

For each site, and considering both the TOA and BOA images, the 
shoreline position was extracted using 4 binarization options (band or 

index, and thresholding method). The original water binarized mask was 
eroded (seawards) or dilated (landwards) to detect the approximated 
pixel shoreline (APS). This led to 36 combinations in each site for a total 
of 144 evaluation cases (Fig. 5). 

The magnitude of the errors appeared to be related to the specific 
conditions of each test site. Thus, the lowest biases appeared in the 
Mediterranean sites of Valencia and Castellón for certain specific solu-
tions followed by slightly higher errors, but more stable, for all the so-
lutions at the Bay of Biscay sites of Tarnos and SJDL. In Ebro, though the 
bias remained under 20 m, the deviation increased. Dutch beaches 
showed significant landward bias greater than 5 m, especially in Texel 
and The Hague. The errors in Mira were the highest both regarding bias 
and standard deviation for one specific solution (Fig. 5). Considering all 
the evaluations, in 4% of the cases the errors expressed as RMSE 
appeared below 5 m (Fig. 6). RMSE ranged between 5 and 10 m in 41% 
of the cases, 34% between 10 and 20, 17% between 20 and 50 m and 
2.8% exceeded 50 m. However, major differences appeared depending 
on the type of binarization used. Nevertheless, when using AWEInsh, 
97% of cases showed errors below 20 m, followed by k-means (83%), 
while MNDWI and AWEIsh (69.4%) performed worse. 

Regarding the morphological filters, the employment of erosion or 
dilation was reflected in the magnitude of the errors within each test site 
(Fig. 7). On the contrary, the employment of BOA or TOA images 
showed a smaller influence on the accuracy of the SDSs. Thus, when 

Fig. 3. SAET workflow to use Sentinel-2 imagery. The following acronyms are used in the workflow: COAH (Copernicus Open Access Hub); CLMS (Copernicus Land 
Monitoring Service); APS (Approximate-Pixel Shoreline). 
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using AWEInsh to segment the land-sea space, the differences associated 
with the use of BOA or TOA images were generally low (the maximum 
difference in RMSE was 3.4 m). The differences were more significant 
when using dilation or erosion, reaching up to 9.88 m. 

5. Discussion 

The definition of SDSs with subpixel precision is of great interest 
among coastal monitoring techniques. Among the recent solutions pro-
posed for the shoreline definition, SAET (Palomar-Vázquez et al., 2023) 
is a tool offering a wide variety of settings so as to obtain the shoreline 
with high accuracy and robustness. Understanding which SDSs are 
identified and defining the accuracy is a preliminary step for the 
application of the tool for coastal monitoring. Despite the recent prog-
ress in shoreline extraction techniques, the accuracy assessments 
employing in-situ data are often limited to low energy and/or microtidal 
coasts (e.g. Almeida et al., 2021; Hagenaars et al., 2018; Liu et al., 2017; 
Pardo-Pascual and Sanjaume, 2019; Sánchez-García et al., 2019, 2020) 
or, when considering higher energy and meso-macrotidal coasts, the 
assessments are mostly limited to a reduced number of locations or 
hydrodynamic conditions (e.g., Bishop-Taylor et al., 2019; Castelle 
et al., 2021; Vos et al., 2019a). The present paper constitutes the first 
evaluation of the SDS definition considering several different coastal 
types and using continuous reference data along the coast (Table 1) 
instead of local measurements or cross-shore profiles. The assessment 
considers very long coastal stretches, which allows the analysis of the 
accuracy in relation to specific characteristics of the coast. 

The employment of AWEInsh = 0 constitutes the most robust 
binarization method for the different coastal typologies. Although 
AWEInsh did not show the lowest errors for every site (Fig. 5), it led to 
biases lower than 10 m (slightly overpassed in Castellón) showing that it 
is not significantly affected by the diverse characteristics of each site. 
This observation agrees with the evaluation performed by Bishop-Tay-
lor, et al. (2019) and the satisfactory performance in the extraction of 
large shoreline datasets in intermittent shallow lakes using SHOREX 
(Palomar-Vázquez et al., 2022). Nonetheless, AWEInsh was expected to 
offer good results as it was designed to highlight the radiometric dif-
ferences between the sea and the land (Feyisa et al., 2014) by giving 
more weight to the value of the SWIR band. This way, AWEInsh would 

provide an improvement over the MNDWI index previously used with 
satisfactory results by other tools such as CoastSat (Vos et al., 2019a). 
AWEInsh with a constant value of 0 as proposed by Feyisa et al. (2014) 
makes it possible to perform the automatic thresholding required for 
defining the location of the APS. This enables the SDS extraction with a 
high degree of efficiency by making the human intervention required in 
SHOREX unnecessary for manually setting a threshold value 
(Cabezas-Rabadán et al., 2020) or for including a constant approximate 
shoreline (Sánchez-García et al., 2020). Regarding the other segmenta-
tion options, AWEIsh is an index specifically designed for areas with 
shadows, which are not present in the test sites. In turn, K-means is not 
an index but a segmentation method (MacQueen, 1967) aiming to 
provide a good local fit but struggling along larger territories as it is 
expected to happen with any generalisation of a thresholding solution 
(Bishop-Taylor et al., 2019). 

Concerning the use of atmospherically corrected images (BOA or 2 A) 
they do not seem to offer a significant improvement in the results ob-
tained (Fig. 7). Reducing the influence of the atmospheric effect on the 
reflectance values (ESA, 2015. E.S. Agency, 2015; Gascon et al., 2017) 
translates into a better detection of certain land coverages. Nevertheless, 
the differences are sometimes minor, mainly affecting the visible bands 
(Sola et al., 2018), and could interfere with the multispectral–in situ 
relationships due to losses of information during the correction (Medi-
na-Lopez, 2020). 

The accuracy of the SDS is not only affected by the shoreline detec-
tion methodology itself but also by the specific characteristics of each 
zone such as its morphology, land coverage and oceanographic condi-
tions (Figs. 5–7). SDSs can be defined with a bias below 10 m in sites 
with a well-defined water/land boundary as in Tarnos, SJDL, Castellón 
and Valencia, generally showing standard deviations below 6 m (I.e., 
25% of pixel size). Nevertheless, more complex coastal morphologies 
and oceanographic conditions can act as important inaccuracy drivers of 
the resulting SDSs. However, some solutions tested in this paper enable 
minimising the impact of these conditions. Thus, the application of the 
morphological filter of erosion shifts the SDS seaward while dilatation 
shifts it landward. This causes that in Texel, The Hague and Mira the 
errors are reduced when applying erosion. On the contrary in Valencia, 
Castellón, and to a lesser extent, in Ebro, SJDL, Tarnos and Leiden the 
opposite occurs, although, in these last four cases, the difference of 
magnitude of the errors when using dilatation or erosion is very small. 

When comparing with other shoreline extraction methods currently 
available, the accuracies obtained in this assessment (Figs. 5–7) show 
similar magnitude levels despite SAET’s methodological modifications 
to improve its robustness and efficiency. Thus, in the Mediterranean 
sites of Castellón and Valencia, the accuracy levels obtained by SAET are 
comparable to the 3.57 m and 3.01 RMSE for SDS derived from L8 and 
S2 imagery respectively when applying SHOREX on Cala Millor Beach, 
Balearic Islands (Sánchez-García et al., 2020). In more energetic and 
tidal coasts as those in the Bay of Biscay, the errors offer a slightly larger 

Fig. 4. Specific combinations of S2 processing levels and extraction methods to derive the SDSs at each test site.  

Table 4 
Indexes available for the initial binarization of the images, being NIR, SWIR1, 
SWIR2 and G the values of the pixel intensity in the near-wave, short-wave 1, 
short-wave 2 and green infrared bands respectively.  

MNDWI =
G − SWIR1
G + SWIR1 

AWEIsh = B+ (2.5•G) − 1.5 • (NIR + SWIR1) − 0.25•SWIR2 
AWEInsh = 4 • (G − SWIR1) − (0.25•NIR+ 2.75•SWIR1)
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Fig. 5. For each site, SDS errors are expressed as the mean distance and the standard deviation to the reference line when using the different indexes combined with 
the two morphological filters and levels of correction of the images. Errors larger than 20 m and 100 m are highlighted in orange and red respectively together with a 
shadowed background. It must be noticed that the vertical scale varies between graphs. 
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magnitude, similar to those obtained when using SHOREX (4.6 m and 
5.8 m for S2 and L8) in the exposed and meso-tidal coast of South 
Portugal (Cabezas-Rabadán et al., 2020), and in the energetic and 
microtidal coast of central Chile (4.55 m RMSE for the combination of S2 
and L8 according to Sánchez-García et al., 2019). In turn, these results 
are in line with those obtained by CoastSat (Vos et al., 2019b), with 
errors ranging from 7.2 m to 11.6 m RMSE at four microtidal beaches 
and 12.7 m RMSE on the meso-tidal and energetic coast of SW France. As 
for CASSIE, its accuracy was analysed at four nearby micro-tidal Bra-
zilian beaches, showing an RMSE of 8.84 m though their evaluation only 
used a single L8 scene and the DGNSS reference information was ac-
quired between 6 and 13 days after the satellite image. Hagenaars et al. 
(2018) analysed The Hague that was also analysed in the present paper. 
Three different scenes were analysed, each of them with different sea 
levels (SL) and wave heights (Hs). The correspondent errors were 1.3 ±
5.1 m for S2 (being SL = − 0.48 m and Hs = 0.47 m), 8.5 ± 13.2 m for L8 
(SL = − 0.53 m, Hs = 1 m), 1 ± 13.9 m for L5 (SL = 0.12 m, Hs = 0.18 
m). The application of SAET, with the AWEInsh = 0 solution, has led to 
− 9.99 ± 5.6 m (− 0.75 m SL and 0.6 m H). The bias of SAET has resulted 
to be worse, but with a better standard deviation. It must be noticed that 
the image analysed by SAET was taken at a lower sea level which 
exposed the intertidal area. The automatic extraction of the shoreline 
can occasionally result in very large errors caused by peculiar condi-
tions. An example is the error recorded in Mira, where the combination 
of the MNDWI along with the dilation operator lead to a landward bias 
of − 133 ± 93 m (Fig. 5). The analysis of the extraction workflow in this 
site (Fig. 8) shows that he MNDWI values identify a clear boundary that 

could be marked as the shoreline (Fig. 8-B). Nevertheless, when 
applying a value 0 for the water index the resulting line defines the 
shoreline but also other inner boundaries. This type of error is probably 
caused by the existence of translucent cirrus clouds that affect the 
reflectance values in the coastal front, although it only affects the 
MNDWI index (and not other indexes) on the TOA images (and not 
BOA). From the aforementioned mask, both erosion and dilation 
morphological filters are performed (pink and green pixels in Fig. 8-D) 
to be used as input to derive the subpixel points that define the final 
shoreline. Subsequently, and as mentioned in the methodology section, 
the Minimum Spanning Tree (MST) algorithm is used to clean and select 
the proper points to draw the shoreline. The points found by MST for 
both the morphological filters of dilation and erosion lead to very 
different shorelines (8-F). 

As mentioned, the initial thresholding could result in the APS not 
perfectly located. However, to avoid such coarse errors, SAET enables 
tuning a large combination of settings (I.e., kernel size, binarization 
method, and morphological filter) to adapt the shoreline extraction to 
the different coastal typologies. Furthermore, SAET also allows the in-
clusion of auxiliary data that can help to remove outlier points, as well as 
impeding the system to work outside the desired beach area. To do so, 
SAET uses land use/land cover layers available at pan-EU level that 
include sandy beach polygons (coastal Zone, 2018 from Copernicus 
Land Monitoring, https://land.copernicus.eu/local/coastal-zones/coas 
tal-zones-2018) to ensure that no detected shoreline points are outside 
the areas of interest. The CLMS coastal zone database is still under 
validation, therefore some beaches are not properly mapped or a few 

Fig. 6. For the different segmentation methods, the percentage of evaluation cases in which the error (expressed as RMSE) shows different ranges of magnitude.  

Fig. 7. Errors (in m) expressed in the figure as bias ± STD (box-and-whisker plots) and RMSE (as values in the table), at the different test sites when using (columns 
in different colours) TOA images and applying the AWEInsh index with a 0 threshold in combination with the erosion and dilation methods. 
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beach polygons are misplaced In the case of the Mira site, a better 
definition of the boundaries of the beach resulted in the removal of the 
wrong points and to the variation of the error from − 133 ± 93 m to 28.7 
± 14.6 m (Fig. 9). 

The results are in line with Hagenaars et al. (2018) as the shoreline 
extraction is challenging in beaches with a very gentle slope (as the sites 
1–3). In The Hague, the worst SDS accuracy appears when the shorelines 
are obtained using the AWEIsh index over the TOA images by dilating 
the water mask. These results are unexpected as AWEIsh is used in the 
presence of shadows that are not present in the analysed images. 
Additional validation is needed to understand if intertidal morphologies, 
saturated sand and puddles are treated by the algorithm as shadows. 

Although the Hague has similar characteristics of Mira, the subpixel 
points are spread randomly instead of following two clear lines. AWEIsh 
index seems to be affected by the wet sand, leading to a landward 
displacement of the masked zone. As the APS in Fig. 10 has also been 

obtained by dilating this mask, it seems difficult to locate the waterline, 
but the system detects boundaries between runnels (flooded channels) 
and intertidal bars. Therefore, it does not detect a completely wrong 
boundary as the identified limit can be defined as a shoreline. These 
results can be explained by the fact that the beach shows a very gentle 
slope and, consequently, the intertidal zone is more than 100 m wide 
(Fig. 10) with complex intertidal morphologies and water-saturated 
sands. The identified shoreline suggests that, due to the gentle slopes, 
similar levels of saturation can impede the identification of a clear 
boundary in the reflection values of the satellite images. Therefore, 
slight changes in the threshold used to binarize the image imply great 
displacements and a meaningless SDS. This effect was previously 
observed in the shoreline extraction on inner water bodies with gentle 
slopes and high soil moisture around the water body (Palomar-Vázquez 
et al., 2022). Through the given hypothesis, it seems clear that, in gently 
sloping beaches, minor changes in thresholding values may greatly 
affect the resulting SDSs. It could explain the different results associated 
with the use of atmospherically corrected images on the Dutch coast, 
which conversely shows no significant effects in the other sites. The 
hypothesis could also explain the constant landward bias of the SDSs as 
very saturated sands would have a similar spectral response to water 
(both on the indices and the SWIR1 band) making the detection of the 
instantaneous water line difficult. On the contrary, on steeper beaches, 
the saturated sand is unlikely to cover large stretches, and the position 
defined by the SDSs can be defined as a representation of a clear 
water/line interface, probably influenced by swash processes (Bishop--
Taylor et al., 2021; Cabezas-Rabadán et al., 2020, 2021). In any case, 
and independently of the type of beach, the water level and the run-up 
associated with the time of acquisition of the satellite image seem to play 
a key role in the location and meaning of the line extracted from the 
satellite (Castelle et al., 2021; Vitousek et al., 2023a). Despite the dif-
ficulty in making VHR images available, further assessments such as 
those presented in this paper may be useful in order to achieve a deeper 
comprehension of the reality represented by the SDSs, especially in tidal 
and energetic coasts. Beyond SDSs accuracy, their utility for character-
ising the morphological dynamics of a beach is still a matter of discus-
sion. SAET obtains (with the limitations previously described) the 
instantaneous water/land position, therefore being affected by the 
instantaneous water level when the image is acquired. All the visual 
definitions of that interface contrast with datum-based shorelines. Their 
definition is substantially more complex as they require 
three-dimensional information on the beaches. Nevertheless, when 
reliable beachface slope and tidal data are available together with cor-
rect estimations of the setup and swash effects the SDSs can lead to good 
approximations of that datum-based shoreline (Vitousek et al., 2023b), 
therefore discarding the effects of water level changes. 

Finally, it must be mentioned that the present assessment has been 
influenced by the accuracy of the reference shorelines. This can be 
especially noticeable on beaches of low gradient and wide tidal range (e. 
g., sites 1–3) in which their definition required the employment of 
classification methodologies. Although this procedure avoids subjective 
points of view, it seems clear that even these methods still need to be 
revised. In several beach segments the reference line, defined as the 
waterline (Fig. 10), presents such a complex morphology that it cannot 
be considered entirely appropriate to be compared with the SDSs. 
Likewise, manual photointerpretation can lead to errors associated with 
the subjectivity of the operator. 

6. Conclusion 

This work presents the first validation of SDSs obtained by using the 
new tool SAET for an automatic shoreline extraction. This research 
constitutes the first evaluation using as validation data the alongshore 
reference shorelines defined along large beach segments at different 
coastal typologies, including micro-tidal beaches along the Western 
Mediterranean and meso-tidal beaches along the Atlantic European 

Fig. 8. Shoreline extraction in Mira. A) World-View 2 image (0.5 m pixel size) 
clearly shows the coastal conditions when the SDS has been extracted. B) 
MNDWI index and TOA processing. C) MNDWI binarized with value 0. D) 
Definition of the APS when using the morphological filters of erosion (pink) and 
dilation (green) over MDNWI mask. E) Subpixel candidate points derived over 
SWIR1 band. F) Final shoreline after applying MST. Background images: A) 
WorldView-2 © Digital Globe, Inc. (2019), provided under COPERNICUS by the 
European Commission, ESA and European Space Imaging, while B), E) and F) 
show the MNDWI mask obtained from Sentinel-2 products © CCME (2020), 
provided under COPERNICUS by the EU and ESA, all rights reserved. 
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coast. Although this assessment is limited to a single date per site it 
constitutes a valuable complement to the evaluations based on video- 
derived (local) data due to the diversity of beach characteristics, tides 
and wave conditions analysed. The employment of VHR images for 
defining the reference shorelines has also made it possible to understand 
the variability of SDSs. The assessment confirms the utility of the SDS as 
a useful proxy for characterising the beach morphology, although they 
highlight the limitations to represent complex land/sea boundaries. 

The SDSs show an average error that ranges between 3.7 m and 13.5 
m (RMSE) among the different coastal types, therefore SAET is one of the 
most accurate and efficient shoreline extraction tools regardless of the 
shoreline typology. The tests carried out along coasts with variable 
morphological characteristics and oceanographic conditions show that 
SAET is a robust solution, with good accuracy levels even at meso-tidal 

and exposed coasts. Nevertheless, the algorithm still shows some limi-
tations that may reduce the accuracy of the SDSs. When the land/water 
boundary is clear, SAET offers higher accuracies as it is based on sub-
pixel edge refinement; but if saturated areas and complex intertidal 
morphologies appear, SAET is slightly biased landward from the refer-
ence line given that the transition is smooth, and the edge criteria might 
not be the most suitable. Tests also show how the segmentation methods 
employed for defining the approximate shoreline at the pixel level play a 
key role in the accuracy of the final SDSs defined at the subpixel level. 
The water index AWEInsh appears as the most accurate and robust so-
lution for most of the test sites. The morphological filters play a smaller 
role in the accuracy, normally with systematic bias seaward or land-
ward; when this difference becomes higher than 10 m, it is normally a 
symptom of complex scenarios. On the contrary, the atmospheric 
correction provided for the S2 images in general does not offer a sub-
stantial improvement in SDSs accuracy. 

Considering the magnitude of the errors and its improved efficiency, 
SAET can be considered as a competitive tool for obtaining SDSs on 
diverse types of coasts from freely available optical satellite images, thus 
constituting a useful and efficient tool for the monitoring of coastal 
changes. 
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Fig. 9. Mira test site. a) 3D view of the shoreline and the dune foot. b) Aerial view. Red line shows the modified beach polygon. Yellow points identify the wrong 
“shoreline” location. Green points are the points correctly detected. Orange circle is only for reference purposes. Background image: Google Earth image from 5/26/ 
2022 (Google LLC, 2023). 

Fig. 10. Detail of a challenging segment at the north part of The Hague, 
showing a) waterline (pink) and wetline (red) derived from the classification of 
the VHR Pleiades image. The candidate subpixel points (in blue) lead to the 
definition of the final shoreline (in yellow) after applying the MST procedure to 
remove outliers. Background image: Pléiades 1 B © CNES (2018), distributed by 
Airbus DS, provided under COPERNICUS by the EU and ESA, all rights reserved. 
Coordinate system: WGS84/UTM 30 N. 

J.E. Pardo-Pascual et al.                                                                                                                                                                                                                      



Coastal Engineering 188 (2024) 104426

12

Acknowledgements 

This research has been supported by the funds of the following 
projects: ECFAS (A proof-of-concept for the implementation of a Euro-
pean Copernicus Coastal Flood Awareness System) project (htt 
ps://www.ecfas.eu/), which has received funding from the EU H2020 
research and innovation programme under grant agreement no. 
101004211; MONOBESAT (PID 2019-111435RB-I00) funded by the 
Spanish Ministry of Science, Innovation and Universities; the Margarita 
Salas contracts within the Re-qualification programme by the Spanish 
Ministry of Universities also financed by the EU – NextGenerationEU, 
and the grant Primeros Proyectos de Investigación (PAID-06-22), Vice-
rrectorado de Investigación de la Universitat Politècnica de València 
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Sierra, J.P., González del Río, J., Flos, J., Sánchez-Arcilla, A., Movellán, E., Rodilla, M., 
Mösso, C., Martínez, R., Falco, S., Romero, I., 2001. Medición de parámetros físicos, 
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