
Automation in Construction 156 (2023) 105137

Available online 21 October 2023
0926-5805/© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).

Iterative hierarchical clustering algorithm for automated operational 
modal analysis 

A. Romanazzi *, D. Scocciolini, M. Savoia, N. Buratti 
DICAM, University of Bologna, Italy   

A R T I C L E  I N F O   

Keywords: 
Iterative hierarchical clustering analysis 
Variance-based sensitivity analysis 
Sobol’s indexes 
SSI covariance driven 
Structural health monitoring 
Machine learning 

A B S T R A C T   

Recent developments in sensors and data processing made the structural health monitoring (SHM) sector 
expanding to big-data field, particularly when continuous long-term strategies are implemented. Nevertheless, 
main shortcomings are due to the identification and extraction of modal features. In fact, although machine 
learning methods have been implemented to automate modal identification processes, intense user interaction 
and time-consuming procedures are still required, limiting the extensive use of these techniques. In order to 
provide a fully automated procedure capable of identifying and extracting modal properties from covariance 
driven SSI analyses, an innovative and flexible algorithm for Iterative Hierarchical Clustering Analysis (IHCA) is 
proposed. To evaluate the stability and robustness of the IHCA method, a Variance-Based Global sensitivity 
Analysis (VBGA) was performed considering a numerical and experimental case study. The outcomes demon
strated that the IHCA is stable in clustering the physical structural modes and selecting the most representative 
modal features.   

1. Introduction 

In recent decades, structural health monitoring is gathering rele
vance due to its role in supporting decision making for the maintenance 
of civil infrastructures and architectural heritage [1–4]. In addition, 
recent advances in technology and accessibility of sensors and recording 
systems fostered the application of dynamic identification, in particular 
the installation and operation of continuous monitoring systems. Such 
incremented application turned the dynamic identification into big-data 
analysis problem [7–9]. In fact, the identification process of a dynamic 
system consists of various steps, namely data collection, signal pro
cessing, structural dynamic identification and estimation of valid sets of 
modal parameters, with the latter being the most time-consuming phase 
which involves considerable amount of user interaction. With this re
gard, several data-driven techniques with the use of machine learning- 
based methods are proposed, as in [4–6]. Nevertheless, such ap
proaches do not provide any information on the modal parameters of a 
system, i.e. frequency, mode shape, and damping coefficient. Therefore, 
the development of reliable and robust tools for the automatic modal 
analysis and modal parameter extraction in operational conditions is 
still fundamental for the consequent damage detection [10,11]. 

With regard to dynamic identification, several methods are available 
in literature, which can be distinguished in either frequency [12,13] or 
time domain approaches [14,15]. Among the various time domain ap
proaches, a fast and robust algorithm is the CoVariance driven- 
Stochastic Subspace Identification (SSI-CoV) method, in which the 
response of the system to unmeasured operational loading is recorded 
and the dynamic parameters are extracted from output-only data 
assuming a stationary stochastic white noise input. In general, para
metric system identification techniques, such as SSI methods, refer to the 
equation of motion with auxiliary state variables. However, noise in the 
SSI results can be observed, which typically derives from modelling 
inaccuracies, as the data cannot be assumed exactly in a stochastic state- 
space model, measurement noise due to electronic devices and sensors, 
computational noise and finite number of data [14]. Therefore, the 
separation of physical and spurious modes is a central step of the 
identification algorithm. The definition of the stabilization diagram is a 
general accepted procedure to remove part of such errors. It is based on 
the observation that in a very large number of modal identification 
problems, physical modes of the structure are characterized by 
approximately the same modal parameters over the model order, while 
the spurious modes appear scattered [16,17]. In this regard, the model 
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order describes the modes of vibrations involved in the dynamic 
response for a certain excitation level [18]. Thus, the diagram allows to 
identify the poles in which frequencies, mode shapes and damping co
efficients are consistent (stable) for increasing model orders and likely to 
be physical [19]. 

It is clear that the results of the stabilization diagrams depend on the 
criteria introduced to define the consistency of poles, on the used 
identification algorithm, on the values of the input parameters and on 
the Signal-to-Noise Ratio (SNR) of the recorded measurements. Hence, 
the interpretation of the stabilization diagram is often not straightfor
ward and might require user interaction, which becomes a limitation 
when large datasets are analysed. In general, problems related to the 
analysis of the stabilization diagrams and the inference of modal pa
rameters concern three main aspects, namely i) the individuation of 
groups of stable poles describing structural modes, ii) the definition of 
similarity based on which the poles are grouped, and iii) the selection of 
the most representative set of dynamic parameters for each group. In 
order to automate the interpretation of the stabilization diagrams and 
individuate the modes, several strategies based on cluster analysis in 
machine learning were proposed. Cluster analysis is a set of unsuper
vised learning methods to discover unknown groups of similar obser
vations in data. 

As a measure of similarity, several approaches were proposed to 
calculate the distance between poles in the stabilization diagrams. In 

[20,21], eigenfrequency difference and MAC value were considered as 
measure for similarity, while in [22,23] the eigenfrequency and damp
ing ratio were used to define the distance. However, the damping co
efficient is deemed unsuitable to separate modes due to scattering 
resulting from mathematical approximation in the analysis and because 
different modes might have the same damping ratio [1]. In [24], another 
distance measure was introduced based on the MAC value. In [25], 
further criteria for the definition of stable poles were introduced making 
the process more robust, however user interpretation of the stabilization 
diagram for the subsequent cluster analysis and selection of the repre
sentative modal parameters was required. 

With regard to clustering algorithm, in [26], histogram analysis was 
implemented to separate the possible physical modes in the stabilization 
diagram. In such analysis, the frequency domain was divided into nar
row bins in which the number of stable modes was counted; neverthe
less, information on the mode shapes were not considered making the 
method not comprehensive and robust. In [27–31], K-means and fuzzy 
C-means non-hierarchical clustering were implemented as partitioning 
methods to divide the total set of modes into predefined number of 
clusters; in particular, the methods were used in single model order to 
separate physical modes from spurious modes. In [32], to determine the 
number of possible clusters in a Gaussian Mixture Model (GMM), the 
Dirichlet Process is used. However, four hyper-parameters are required 
which are manually defined on the basis of data observations. 

Fig. 1. Scheme of the Iterative Hierarchical Clustering Analysis (IHCA) algorithm.  
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The major limitation for non-hierarchical clustering procedures is 
the requirement to select the clusters seeds which might affect the 
individuation of clusters and, consequently, the reliability of the pro
cess. A more robust algorithm is the hierarchical clustering [33], in 
which objects are grouped in a succession of similarity based on 
measured distance which is updated at each step of the clustering pro
cess. In this way, since the actual number of clusters is not known a 
priori, a dendrogram in the form of tree-like linkage is obtained on the 
data similarity, which provides the global picture of each possible 
number of clusters in a multilevel hierarchy. However, at the final stage 
of the clustering process, a level or scale of clustering must be chosen to 
group the observations in the most appropriate way. With this regard, 
establishing a norm for cutting the dendrogram can be cumbersome, in 
particular when the results can be affected from approximation in the 
mathematical solution of the identification problem and noise in the 

signals. 
In [33], to individuate the number of clusters in a dendrogram, a 

method to evaluate a cut-off distance is proposed, which is based on the 
statistical distribution of the distance between poles in consecutive 
model orders. Nevertheless, such method might be incapable of sepa
rating closed modes and result misleading, as discussed in [34]. In [34], 
the cut-off distance is manually tuned basing on a preliminary analytical 
solution of modal analysis; however, such approach might not be 
applied on big-data set and deceptive in case of complex structures, or 
uncertain conditions, e.g. boundary conditions, structural damage, 
material degradation, environmental influence. 

Concerning the individuation of the number of groups, i.e. of phys
ical modes, in [35], the number of clusters was assumed to be known a 
priori, although this is rarely the case. A more recent and successful 
application of hierarchical clustering is reported in [1,25], although the 
setting of a threshold distance to distinguish the clusters was introduced, 
making the algorithm not flexible on the different dataset under 
analysis. 

Therefore, an automatic, flexible and robust algorithm for selection 
of modal parameters in a system identification analysis is still required 
for continuous SHM applications. In this framework, an automated and 
flexible Iterative Hierarchical Cluster Analysis (IHCA) is proposed in this 
paper, which considers the similarity between poles in terms of 

Table 1 
Mass matrix of the numerical benchmark.  

M = 20 0 0 0 0 [ton] 
0 20 0 0 0 
0 0 20 0 0 
0 0 0 20 0 
0 0 0 0 20  

Table 2 
Stiffness matrix of the numerical benchmark.  

K = 575,034.7 − 227,812.5 0 0 0 [Nmm] 
− 227,812.5 370,034.7 − 142,222.2 0 0 
0 − 142,222.2 225,590.3 − 83,368.1 0 
0 0 − 83,368.1 128,368.1 − 45,000 
0 0 0 − 45,000 45,000  

Fig. 2. Stabilization diagram of numerical benchmark for: a) SNR0, b) SNR25, and c) SNR50.  

Fig. 3. Stabilization diagram of numerical benchmark considering fUB
lim = 40 Hz for: a) SNR0, b) SNR25, and c) SNR50.  
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frequency and MAC. In the IHCA, the number of clusters is not pre
defined, yet it is inferred through an iterative procedure; in addition, the 
requirement to initiate a cluster is related to the total dataset in the 
stabilization diagrams, making the algorithm flexible on the amount of 
information resulting from the modal analysis. At the final stage of the 
IHCA, the most representative set of modal parameters for each cluster is 
selected while introducing a weighting coefficient. 

To assess the robustness of IHCA and validate the identification 
procedure, sensitivity analysis was performed on the IHCA algorithm 
applied to SSI-CoV results obtained for two different case studies, 
namely a numerical model and an experimental test. The numerical 
benchmark allows to evaluate the sensitivity of the IHCA against a nu
merical solution from modal analysis and to assess the effectiveness of 
the SSI-CoV method combined with the IHCA in a controlled environ
ment; on the other hand, the experimental case study allows to consider 
the uncertainties of a real problem, related to randomness of signals, 
environmental effects and undetermined boundary conditions. Finally, 
the IHCA was applied on a large dataset of 720 records and the obtained 
results remarked that the IHCA is stable and robust in clustering and 
selecting the modal features and can be considered for automated modal 
identification for continuous SHM applications. 

2. Iterative hierarchical cluster analysis 

The algorithm of the IHCA is illustrated in Fig. 1. Provided the sta
bility diagram from SSI-CoV analysis, all the stable poles are first 
detected with the concurrent complying of five requirements [25]. 
Specifically, two hard-criteria require that the mode shapes must be a 
complex and conjugate pair, and that the damping coefficient belongs in 
an interval which is in accordance with values observed in real cases, 
ζmax, (Eq. (1)); and further four soft-criteria are based on the variation 
between the results of two consecutive increasing SSI-CoV orders, and 
consider the relative distance in frequency, dflim , (Eq. (2)), relative dis
tance in damping coefficient, dζlim , (Eq. (3)) and similarity of mode 
shapes through MAC, MACmin, (Eq. (4)). In case of civil buildings and in 
this investigation, the limit values of the requirements in Eq. (1) - Eq. (4) 
are set ζmax = 0.05, dflim = 0.01, dζlim = 0.08, and MACmin = 0.95. 

ζn ≤ ζmax (1)  

|fn − fn+1|

fn
≤ dflim (2)  

|ζn − ζn+1|

ζn
≤ dζlim (3)  

MACn,n+1 ≥ MACmin (4) 

Fig. 4. Modal identification of the numerical case SNR0: a) CDF and PDF of the first iteration, b) identified cluster at the first iteration, c) CDF and PDF of the last 
iteration, and c) identified cluster at the last iteration. 
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Then, a range of frequencies of interest for the structural system 
[
fLB
lim; fUB

lim

]
is set and dataset is filtered accordingly (step 1 in Fig. 1). Af

terwards, the similarity between each pair of poles k – j in the filtered 
dataset is calculated using as distance measure a combination of fre
quency and MAC (step 2 in Fig. 1), as in Eq. (5): 

Dk− j = α×

⃒
⃒fk − fj

⃒
⃒

max
(
fk, fj

)+(1 − α)×
[
1 − MACk,j

]
(5)  

where fk and fj are the frequencies of the k-th and j-th pole, respectively, 
and MACk,j is the Modal Assurance Criterion computed considering the 
modal shapes of the aforementioned poles. In addition, a parameter α is 
introduced as weight coefficient in the domain [0; 1]. In this way, the 
calculation of the pair distance can be adjusted favouring frequency 
similarity (α > 0.5), mode shape similarity (α < 0.5), or equal frequency- 
modal-shape similarity (α = 0.5). 

Afterwards, based on the similarity defined by the introduced dis
tance measure, the objects in the dataset are grouped following a binary 
hierarchical clustering tree-like algorithm (dendrogram) (step 3 in 
Fig. 1). The process of grouping considers the closest pair of observations 
at first; these are removed from the dataset to form a group which is 
considered as a new object. Subsequently, the distances between all the 
elements in the dataset are updated and the closest elements are 
grouped, proceeding to higher-order arrays. Among the various hierar
chical algorithms, namely single linkage, complete linkage, average 
linkage, centroid method, and Ward’s method [36], the latter is 
considered in the present investigation. The algorithm continues 

hierarchically until all the sub-groups are gathered in one group, which 
represents the entire dataset. 

The clustering procedure returns a dendrogram, which represents a 
sequence of cluster combinations of the filtered poles of the stability 
diagram, yet the number of expected clusters needs to be set. The steps 
to define the likely number of clusters are the follows (step 4 in Fig. 1): i) 
the domain of frequency of interest is first discretized in intervals with 
amplitude Δf , ii) the Empirical Cumulative Distribution Function 
(ECDF) and the corresponding histogram are computed for the dataset, 
and iii) the local peaks in the histogram are counted. The local peaks in 
the histogram are individuated by checking that the value at the incre
ment Δfm is higher than the values at the increments Δfm− 1 and Δfm+1. 
Subsequently, the number of the local peaks in the histogram is assumed 
as the likely number of clusters in the dataset, that in turn represents the 
likely number of identified modes (step 5 in Fig. 1). 

However, in such approach, an isolated instance might result in a 
local peak and consequently be counted as sub-group. To overcome such 
inconvenience, a threshold on the minimum number of entries in each 
cluster is established as requirement (nele), which is conveniently set as a 
percentage of the total number of data points in the entire dataset (step 6 
in Fig. 1). In this way, clusters with a number of objects lower than the 
set requirement are not considered, and those observation are labelled 
as outliers in the analysis and removed from the overall dataset. In such 
case (step 6.1 in Fig. 1), the process is iterated from step 1 with the new 
dataset filtered from the previous outlier poles. Hence, the entire process 
is iterated until the requirement of minimum number of objects within 
each cluster is satisfied and the final clusters are individuated. 

Fig. 5. Modal identification of the numerical case SNR25: a) CDF and PDF of the first iteration, b) identified cluster at the first iteration, c) CDF and PDF of the last 
iteration, and c) identified cluster at the last iteration. 
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Finally, a set of dynamic properties 
[
fk*

CL
,ϕk*

CL
, ζk*

CL

]
, namely fre

quency, mode shapes and damping coefficient, is selected for each 
cluster (step 7 in Fig. 1). With this regard, the selected properties are 
those of the mode of vibration of the pole k*

CL within the cluster that 
minimize Eq. (6): 

k*
CL = argmin

k∈[1,…,NCL ]

{

β×
| f̂ CL − fk|

f̂ CL
+(1 − β) × [1 − MACCL(ϕk) ]

}

(6)  

where NCL are the poles within the cluster, ̂f CL is the median value of the 

frequency in the cluster, fk is the frequency of the k-th mode of vibration 
in the cluster and MACCL(ϕk) is the mean value of MACs between the k-th 
mode and all the modes of the cluster. In addition, the parameter β is 
defined in the domain [0; 1] to favouring significance in the distance 
measure either in terms of frequency similarity (β > 0.5) or mode shape 
similarity (β < 0.5), or equal frequency-mode shape similarity (β = 0.5). 

3. Variance-based global sensitivity analysis 

Once that the IHCA was formulated, a Sensitivity Analysis (SA) was 
performed on the algorithm to assess its stability as following described. 

Fig. 6. Modal identification of the numerical case SNR50: a) CDF and PDF of the first iteration, b) identified cluster at the first iteration, c) CDF and PDF of the last 
iteration, and c) identified cluster at the last iteration. 

Table 3 
Comparison between modal properties of numerical benchmark and modal identification by means of IHCA and SSI-CoV.   

Mode 1 
(fnum = 4.07 Hz) 

Mode 2 
(fnum = 9.47 Hz) 

Mode 3 
(fnum = 14.79 Hz) 

Mode 4 
(fnum = 21.11 Hz) 

Mode 5 
(fnum = 30.51 Hz) 

SNR0 MAC = 0.99 MAC = 1.00 MAC = 1.00 MAC = 0.99 MAC = 0.92 
fSSI− CoV = 4.07 Hz fSSI− CoV = 9.46 Hz fSSI− CoV = 14.74 Hz fSSI− CoV = 20.98 Hz fSSI− CoV = 30.14 Hz 
fErr% = 0.0 % fErr% = 0.1% fErr% = 0.3 % fErr% = 0.6 % fErr% = 1.2 % 

SNR25 MAC = 1.00 MAC = 1.00 MAC = 1.00 MAC = 0.99 MAC = 0.91 
fSSI− CoV = 4.07 Hz fSSI− CoV = 9.46 Hz fSSI− CoV = 14.74 Hz fSSI− CoV = 20.98 Hz fSSI− CoV = 30.14 Hz 
fErr% = 0.0 % fErr% = 0.1% fErr% = 0.3 % fErr% = 0.6 % fErr% = 1.2 % 

SNR50 MAC = 1.00 MAC = 1.00 MAC = 1.00 MAC = 0.99 MAC = 0.91 
fSSI− CoV = 4.07 Hz fSSI− CoV = 9.46 Hz fSSI− CoV = 14.74 Hz fSSI− CoV = 20.98 Hz fSSI− CoV = 30.14 Hz 
fErr% = 0.0 % fErr% = 0.1% fErr% = 0.3 % fErr% = 0.6 % fErr% = 1.2 %  

A. Romanazzi et al.                                                                                                                                                                                                                            



Automation in Construction 156 (2023) 105137

7

SA aims at understanding how the uncertainty in the output of a model 
can be ascribed to different sources of uncertainty in the model input 
factors [37,38]. Therefore, the main application of SA is to identify the 
relative importance of each input factor considering its contribution to 
the output variance. Such analysis is defined as factor prioritization 
[39]. In addition, SA is an integral part of uncertainty quantification 
related to the estimation of uncertainty propagating through complex 
models. In this framework, SA supports decreasing the output variance 
by identifying noninfluential factors which are then fixed without a 
remarkable loss of information. This procedure is referred to as factor 
fixing [39,40,41]. 

Generally, SA methods can be divided in local (LSA) and global 
(GSA) SA. In LSA, the influence of the variation of inputs on the output is 
evaluated at a specific point in the parameter domain, and is typically 
performed through partial derivatives on individual parameters, while 
fixing all other factors. Consequently, the interaction among the inputs 

Fig. 7. Masonry building mock-up: a) north-east façade, b) south-west façade, and c) south-east façade.  

Fig. 8. Recording system setup.  

Fig. 9. Stabilization diagram of numerical benchmark for: a) DI01, b) DI02, and c) DI03 recorded accelerations.  

Table 4 
Variance-based sensitivity analysis on the DI01, DI02, and DI03, cases study, 
with N = 10,000, k = 3, and considering the number of identified modes as 
observed output of the model.  

Parameter Domain DI01 DI02 DI03 

S St S St S St 

Δf [0.1; 0.3] 0.007 0.048 0.013 0.045 0.006 0.034 
nele [3; 7] 0.081 0.123 0.109 0.144 0.077 0.107 
α [0; 1] 0.034 0.076 0.024 0.062 0.003 0.029  

A. Romanazzi et al.                                                                                                                                                                                                                            
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is neglected in LSA and the sensitivity measures are not comprehensive. 
Whereas, in GSA, the output uncertainty is analysed over the entire 
variation domain of factors, therefore, providing more information on 
the model sensitivity to the interaction among the inputs [38,42]. 
Among the various method of GSA, variance-based methods (VBSA) are 
commonly used to assess the sensitivity of a model to inputs in terms of a 
reduction in the variance of the observed output [39]. 

Given a model in a general form Y = f(X1,X2,…,Xi), where the input 
factors Xi are independent, the sensitivity indices are related to the 
decomposition of the variance of Y into terms due to each Xi taken 
singularly, as well as into terms due to the joint effects of more than one 
factor [43,44]. 

In particular, the input factors in the present VBSA were the upper 
boundary fUB

lim , the parameter α, the frequency step Δf , and the minimum 
size of the cluster nele, while considering the number of identified clus

ters as output, in the form of nCL = f
(

fUB
lim , α,Δf , nele

)
. In addition, a 

further VBSA was performed on the effect of parameter β on the selec
tion of the frequency associated to each cluster, as fk*

CL
= f(β). 

The VBSA provides a framework whereby the variance of Y can be 
related to different sources of uncertainty in the inputs [40], as in the 
Sobol’s approach in which two main sensitivity indexes quantify the 
variance of the output due to the uncertainty of the inputs, namely the 

first-order index (Si) and the total effect (Si
t) [45]. The first-order index 

(Si) represents the direct contribution of the parameter Xi on the total 
variance V(Y) of the observed output, which can be interpreted as the 
expected reduction in the total variance V(Y) when Xi is fixed to a 
constant value [40]. The first-order index (Si) are typically considered 
for factor prioritization. The total effect (Si

t) is a consequential sensitivity 
metric which complements the first-order effect, and measures the effect 
of the parameter Xi in combination with all the other factors. The total 
effect is suit for factor fixing where insignificant inputs are set to a given 
value over their range of uncertainty [40]. The Sobol’s first-order index 
(Si) and total effect (Si

t) are hereinafter calculated as [46]: 

Si =
VXi (EX∼i (Y|Xi) )

V(Y)
(7)  

Si
t =

EX∼i (VXi (Y|Xi) )

V(Y)
= 1 −

VX∼i (EXi (Y|X∼i) )

V(Y)
(8)  

4. Validation of the IHCA method 

To evaluate the stability of the proposed IHCA approach, variance- 
based global sensitivity analysis (VBSA) was performed, and the 
Sobol’s indexes were calculated. The parameters which might affect the 
results of the IHCA, and thus to be investigated, were: i) the frequency 

that limits the range of interest 
[
fLB
lim; f

UB
lim

]
(step 1), in particular, the 

lower boundary fLB
lim was set to 0 Hz while varying the upper boundary 

fUB
lim ; ii) the parameter α for the calculation of the pair distance in terms of 

frequencies and mode shapes (step 2); iii) the frequency step Δf assumed 
to evaluate the number of peaks (step 4); iv) the minimum number of 
samples nele required to consider a cluster as valid (step 6); v) the 
parameter β to calculate the pair distance within each cluster in terms of 
frequency and modes for the identification of the most representative set 
of dynamic parameters (step 9). It is remarked that, in a process of 

Fig. 10. Scatterplot of the individuated number of clusters (in colormap), as function of Δf, nele, and α, for: a) DI01, b) DI02, and c) DI03.  

Table 5 
Variance-based sensitivity analysis on the DI01, DI02, and DI03, cases study N =
10,000, k = 2, and considering the number of identified modes as observed 
output of the model.  

Parameter Domain DI01 DI02 DI03 

S St S St S St 

nele [3; 7] 0.168 0.234 0.136 0.162 0.105 0.131 
α [0; 1] 0.035 0.104 0.024 0.048 0.029 0.057  

Fig. 11. Scatterplot of the individuated number of clusters (in colormap), as function of nele and α, for: a) DI01, b) DI02, and c) DI03.  
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dynamic identification, the proposed IHCA approach considers as inputs 
data that were already defined as stable poles, as discussed in Section 2. 

4.1. Case study: numerical model 

The first case-study is the numerical model of a shear-type frame 
with five levels and four bays. At each level a mass of 20 tons is applied. 
The length of the beams is 5.00 m, and each storey is 3.00 m high with 
tapered columns, namely 50 × 50 cm2, 45 × 45 cm2, 40 × 40 cm2, 35 ×
35 cm2, 30 × 30 cm2. The Young’s modulus of the material is 30 GPa. 
Rayleigh damping was considered, setting the damping ratio for the first 
and third mode to 0.1%. The mass matrix and the stiffness matrix of the 
numerical benchmark are reported in Table 1 and Table 2. 

To simulate ambient vibrations, white noise acceleration with a 
duration of 600 s, with zero mean and unit standard deviation was 
applied at the base of the frame. The differential equations of motion 
were solved with the Newmark method with a time step dt = 0.002 s 
(500 Hz) and the response in terms of acceleration at each degree of 
freedom was recorded. In addition, in order to simulate measurement 
errors, white noise was added to recorded data; in particular, three 
different levels of noise were simulated considering increasing level of 
Signal-to-Noise Ratio (SNR), namely 0 dB, 25 dB and 50 dB; accordingly, 

the numerical simulations are hereinafter referred to as SNR0, SNR25, 
SNR50. 

Therefore, SSI-CoV analysis was performed on the acceleration time 
histories obtained by numerical simulation. At first, the signals were 
filtered with a sixth-order pass-band filter in the range [0.5; 100] Hz, 
while the minimum order (nmin) and maximum order (nmax) of the SSI- 
CoV analysis were set to 4 and 70, respectively, with an order step of 
2. According to the suggestion in [47], the time lag point (i) to be 
considered is a function of the expected fundamental period of the 
structure (Τ0) and the sampling frequency (fs), as i ≥ fsΤ0. Being Τ0 
about 4 Hz, the number of instants considered for the time lag is 130. 
The stabilization diagrams for SNR0, SNR25, SNR50 numerical bench
marks are reported in Fig. 2. 

Subsequently, the VBSA was conducted on IHCA for the SNR0, 
SNR25, SNR50 cases, where the observed output (Y) was the number of 
clusters representing the number of modes. The setting of the global 
sensitivity analysis focused on the factor prioritization and factor fixing. 
The total number of simulations was set to N = 10,000, while initially i 
= 4 parameters (fUB

lim , Δf , nele and α) were investigated, namely in the 
domain fUB

lim : [40; 60], Δf : [0.1; 0.3], nele: [3; 7], and α: [0; 1]. The 
parameter β was not considered since it influences the selection of the 
most representative dynamic properties once that the clusters are 

Fig. 12. Calibration of the experimental case DI01 with and IHCA parameters fUB
lim= 45 Hz, Δf = 0.15 Hz, nele = 6% of total number of stable poles, α = 0.85 and β =

0.5: a) EDF and derivative of the first iteration, b) identified cluster at the first iteration, c) EDF and derivative of the last iteration, and c) identified cluster at the 
last iteration. 
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grouped, and thus does not affect the individuation of the clusters. The 
values of the parameters for each simulation were generated as quasi- 
random low-discrepancy sequence points following Sobol’s sequence 
[48,49]. Therefore, the first-order (Si) and the total effect (Si

t) sensitivity 
indexes were calculated according to Eq. (7) and Eq. (8). 

As a result, first-order index (Si) and the total effect (Si
t) resulted null 

for all the parameters and for all the cases, except for the parameter nele 
and α which influenced the variance of the number of clusters only for 
the SNR50 case study. In fact, for the case SNR50, the first-order index 
and the total effect of the factor nele resulted 0.001 (Snele ) and 0.001 
(Snele

t ), respectively. Moreover, the first-order index of the factor α 
resulted null, while the associated total effect 0.001 (Sα

t ). 
In order to define the influence of the parameters nele and α on the 

determination of the number of clusters, a further VBSA was conducted 
on the cases SNR50 prioritizing the parameters nele and α, while fixing 
fUB
lim = 40 Hz and Δf = 0.15 Hz. Consequently, the first-order and the total 

effect indexes of the parameter nele and α resulted null in the entire 
domain investigated, confirming the stability and robustness of IHCA 
despite the level of SNR. 

It is remarked that the VBSA provides insights on the output variance 
rather than the accuracy of the output. Aiming at validating the effec
tiveness of the algorithm, the IHCA was calibrated with the use of the 
VBSA against the numerical results of the modal analysis. At first, 

further VBSA was performed considering as output (Y) the frequency 
identified as the most representative for each cluster. With this regard, 
the factor β was investigated in the domain [0; 1], while the remaining 
parameters were selected in the domain previously investigated, 
whereby the variance of the model in terms of individuated clusters is 
null; thus, fixing fUB

lim = 40 Hz, Δf = 0.15 Hz, nele = 6% and α = 0.5. As a 
result, in all the case-studies, and considering all the identified modes, 
the model was not sensitive to parameter β in the entire domain [0; 1], 
meaning that the selection of the dynamic parameters is stable and 
robust once that the clusters are identified. 

Subsequently, to validate the proposed IHCA for SSI-CoV, the modal 
parameters resulting from the numerical analysis were compared with 
the modal parameters identified in SNR0, SNR25, and SNR50. In this 
regard, based on the VBSA outcomes, the parameters of the IHCA were 
set as fUB

lim = 40 Hz, Δf = 0.15 Hz, nele = 6% of total number of stable 
poles, α = 0.5 and β = 0.5. Therefore, the stabilization diagrams 
resulting from SSI-CoV analysis and considering fUB

lim = 40 Hz are pre
sented in Fig. 3. 

The steps of the IHCA for the cases SNR0, SNR25, and SNR50, are 
illustrated in Fig. 4, Fig. 5, and Fig. 6, respectively. After identifying the 
number of peaks (Fig. 4a, Fig. 5a, and Fig. 6a), as described for the step 
4, the stable poles were grouped in the equivalent number of clusters 
and according to the distance as calculated in Eq. (5) (Fig. 4b, Fig. 5b, 

Fig. 13. Calibration of the experimental case DI02 with and IHCA parameters fUB
lim = 45 Hz, Δf = 0.15 Hz, nele = 6% of total number of stable poles, α = 0.85 and β =

0.5: a) EDF and derivative of the first iteration, b) identified cluster at the first iteration, c) EDF and derivative of the last iteration, and c) identified cluster at the 
last iteration. 
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and Fig. 6b). Therefore, the requirement of minimum number of objects 
for cluster was checked, as in the step 6. In general, clusters which did 
not met the set requirement (nele) were found at the first step of the 
iterative process. Consequently, the poles of those clusters were labelled 
as outlier and removed from the overall dataset. The IHCA continued 
with the second iteration, and the number of peaks was re-calculated 
(Fig. 4c, Fig. 5c, and Fig. 6c). Once that all the identified clusters met 
the requirement of minimum number of samples, the iterative process 
stopped (Fig. 4d, Fig. 5d, and Fig. 6d). The most representative dynamic 
properties were selected for each cluster according to Eq. (6), as 
described for the step 7. 

Finally, to validate the effectiveness of SSI-CoV and IHCA in identi
fying the correct modes, the dynamic properties selected at the stage 7 
were compared against the numerical solution in terms of MAC, fre
quency and relative error (see Table 3). The results show consistency 
between the numerical solution and the system identification, as the 
relative error of frequency (fErr%) does not exceed 1.2% for a consistency 
in terms of MAC equal to 0.92 in case of Mode 5. 

4.2. Case study: vibrations of a masonry building 

The second case study was a series of laboratory tests on a two-storey 
masonry building mock-up with plan size of 3.72X3.50 m2 and total 
height of 4.67 m. The structure was not regular in plan and regular in 
elevation, with one opening on the north façade (Fig. 7a) and two 

openings on the south façade (Fig. 7b and Fig. 7c), at each level. The 
openings were 0.85 m wide and 1.25 m high, with timber lintels with 
size 0.25X0.10X1.05 m3. The masonry walls were flemish bond brick
work with clay bricks and lime mortar with total thickness of 0.25 m. 
The first level was a polycentric vault 0.125 m thick with a timber floor 
of double plank. Four steel S235 tie-rods ϕ18 were insert across the vault 
with two square anchor keys with dimensions 0.40X0.40 m2 and 
thickness of 0.025 m. The second level was a timber floor consisting of 
softwood beams with cross section 0.05X0.25 m2 and spacing 1.00 m, 
and single plank. Further details can be found in [50]. 

The dynamic monitoring setup consisted of twelve piezoelectric ac
celerometers (model PCB 393B12, 0.15 to 1000 Hz frequency range, 
10,000 mV/g sensitivity, 8 μg resolution) with sampling rate of 500 Hz 
and a total duration of each signal of 600 s (Fig. 8). Five accelerometers 
were placed on the west façade to monitor the in-plane (A02 and A07) 
and out-of-plane (A01, A06 and A08) modes of the wall; two acceler
ometers were set on the east façade to record out-of-plane modes (A11 
and A12). Moreover, five accelerometers were placed on the north 
façade to detect out-of-plane (A03, A04 and A09) and in-plane (A05 and 
A10) modes. 

SSI-CoV analysis was performed on the recorded accelerations, 
produced by ambient vibrations. At first, the signals were filtered with a 
sixth-order pass-band filter in the range [0.5; 100] Hz, while the mini
mum order (nmin) and maximum order (nmax) of the SSI-CoV analysis 

Fig. 14. Calibration of the experimental case DI03 with and IHCA parameters fUB
lim = 45 Hz, Δf = 0.15 Hz, nele = 6% of total number of stable poles, α = 0.85 and β =

0.5: a) EDF and derivative of the first iteration, b) identified cluster at the first iteration, c) EDF and derivative of the last iteration, and c) identified cluster at the 
last iteration. 
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were set to 4 and 100, respectively, with an order step of 2. The number 
of instants considered for the time lag is 70. The stable poles in the SSI- 
CoV outcomes were detected following the procedure previously 
described in Section 2. For the sake of brevity, the dynamic identifica
tion and stability diagram of three different sets of 600 s recorded 

accelerations are here reported and referred to as DI01, DI02, and DI03 
(Fig. 9). 

As in the numerical benchmark, the global sensitivity analysis 
focused on the factor prioritization and factor fixing, and the observed 
output (Y) was the number of clusters. The value of fUB

lim was fixed to 45 

Fig. 15. Frequency and mode shapes identified, and MAC between the case DI01, D02, and DI03.  
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Hz based on previous investigations on the dynamics of the building, 
and β was discarded because it does not affect the number of clusters. 
Thus, initially i = 3 parameters (Δf , nele, and α) were investigated. The 
total number of simulations was set to N = 10,000. The values of the 
parameters for each simulation were generated as quasi-random low- 
discrepancy sequence points following Sobol’s sequence [48,49]. 
Therefore, the first-order (Si) and the total effect (Si

t) sensitivity indexes 
were calculated according to Eq. (7) and Eq. (8). Table 4 reports, for 
each parameter, the domain and the sensitivity indexes of the VBSA 
performed on the DI01, DI02, and DI03 recorded acceleration cases. In 
addition, Fig. 10 represents the number of clusters in colormap as 
function of the variables Δf , nele, and α. The parameter nele resulted the 
dominant factor influencing the variance in terms of number of modes, 
as the first-order (Snele ) and the total effect (Snele

t ) indexes described, 
respectively, the 8.1% and 12.3% of the variance in case of DI01, the 
10.9% and 14.4% of the variance in case of DI02, and the 7.7% and 
10.7% of the variance in case of DI03. Moreover, the factor α affected the 
variance of the observation, in particular in combination with parame
ters Δf and nele, as reported by the related first-order order (Sα) and the 
total effect (Sα

t ) indexes. Finally, lower influence was observed for the 
parameter Δf . 

Consequently, to reduce the output variance and considering the 
results of the VBSA, the factor Δf was fixed while prioritizing further 
sensitivity analysis on the parameters nele and α. Based on the stabili
zation diagrams, the Δf value to individuate the peaks, and hence the 
likely number of clusters, was selected equal to 0.15 Hz, as larger Δf 
value might merge two separate modes (see Fig. 9b). Therefore, a further 
sensitivity analysis was performed on total number of simulations of N 
= 10,000 and number of parameters i = 2 (nele and α), and the results are 
reported in Table 5 and Fig. 11. As summarized in Table 5, for all the DI 
cases, the variance in the number of identified modes is mainly ascribed 
to the factor nele, as the first-order (Snele ) and the total effect (Snele

t ), 
resulted above 10.5% and 13.1%, respectively. It should be noted that 
the results of the IHCA are consequent to the definition of stable poles 
according to the criteria previously mentioned, which can be further 
sources of variance for the observed number of clusters. 

Aiming at comparing the identified modes between DI01, DI02 and 
DI03, and validating the HICA for the experimental case study, the 
variance in the number of clusters was reduced by fixing the factors nlim 
and α to the value of 6% and 0.85, respectively. In fact, as observed in 
Fig. 11, in the neighbourhood of the fixed factors, the number of modes 
is equal to the different cases. Afterwards, VBSA was performed by 
observing, for each individuated mode, the selected most representative 
frequency as function of the factor β in the domain [0; 1]. The first-order 
and total effect sensitivity indexes resulted substantially null for all case- 

studies and mode, meaning that the variable β did not influence the 
variance of the selected frequency. Therefore, as already observed in the 
numerical benchmark, the selection of the dynamic parameters is stable 
and robust once that the clusters are identified. 

Thereafter, the IHCA was calibrated for the experimental dataset 
based on the results of the VBSA. Thereby, the parameters of the IHCA 
were set as fUB

lim = 45 Hz, Δf = 0.15 Hz, nele = 6% of total number of stable 
poles, α = 0.85 and β = 0.5. Since the IHCA performed various iterations 
in order to satisfy the nlim requirement, only the first iteration and the 
convergence steps are illustrated in Fig. 12, Fig. 13, and Fig. 14, for the 
cases DI01, DI02, and DI03, respectively. Fig. 12a, Fig. 13a, and Fig. 14a 
report the number of identified peaks (step 4 of IHCA), which represent 
the likely number of clusters as grouped in Fig. 12b, Fig. 13b, and 
Fig. 14b. Since the required minimum number of objects (nele) forming 
each cluster was not met, as described for the step 6, the iterative process 
continued removing those clusters from the entire dataset (step 6.1 of 
IHCA). In general, the number of iterations performed to complete the 
cluster analysis was two for DI01 and DI03, and four in case of DI02, 
while the peaks and the clusters are represented in Fig. 12c, Fig. 13c, and 
Fig. 14c, and Fig. 12d, Fig. 13d, and Fig. 14d, respectively. 

Finally, to validate the effectiveness of SSI-CoV and IHCA, the fre
quencies and the mode shapes identified for DI01, DI02, and DI03 were 
analysed, see Fig. 15. As a result, the first frequency (f1) was similar in 
all the cases in the range f1 = [8.01; 8.14] Hz, which corresponded to the 
first flexural mode in Y direction. The frequency associated to the second 
mode (f2) was comparable between the cases DI02 and DI03, resulting f2 
= 9.18 Hz and f2 = 9.13 Hz, respectively, which corresponded to the first 
flexural mode in X direction, and the third frequency (f3) resulted 
similar in all the cases in the range f3 = [42.90; 44.31] Hz, which cor
responded to the second flexural mode in X direction. A distinct value of 
f2 was obtained for the case DI01, namely f2 = 19.98 Hz, which corre
sponded to the torsional mode. Considering the MAC calculated for each 
mode shape between the three cases, similarity was found for the Mode 
1 between DI02 and DI03 (MAC = 0.92), and for Mode 3 between DI01 
and DI02 (MAC = 0.92). Nevertheless, low correspondence can be 
observed for the Mode 1 between DI01 and DI02 (MAC = 0.69), and 
DI03 (MAC = 0.61), and for Mode 3 between DI03 and DI01 (MAC =
0.73), and DI02 (MAC = 0.77). However, no similarity was found in any 
case for the mode associated to the second frequency (MAC < 0.29), as 
showed in Fig. 15. Such result is explained by the fact that the second 
frequency identified in DI01 corresponds to a distinct mode which was 
not identified from DI02 and DI03. In fact, as the IHCA is applied on SSI- 
CoV results, the recorded signals and the criteria to individuate the 
stable poles might affect the results of the singular dynamic identifica
tion, which can be otherwise regulated by a large number of analyses 

Fig. 16. SSI-CoV and IHCA analysis performed on data recorded during five days: a) identified frequencies in each time window, and b) density of identified 
frequencies. 
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along the time. 
In order to verify this circumstance, additional SSI-CoV and IHCA 

analyses were performed on data continuously recorded during five 
days, which corresponded to about 720 records with a duration of 10 
min. The setting of SSI-CoV and IHCA was the same as for the previous 
cases study DI01, DI02, and DI03. As a result, Fig. 16a reports the fre
quencies identified for each time window, while Fig. 16b summarises 
the EDF of detected frequencies. It is observed that, performing the 
automated dynamic identification through SSI-CoV and IHCA on a big 
database, the potential incongruence in the results is adjusted by the 
large dataset. In fact, the identified peaks in the EDF of 720 records are 
f1= 7.95 Hz, f2 = 9.15 Hz, f3 = 19.8 Hz, f4 = 40.80 Hz, and f5 = 43.80 
Hz, and thus the frequencies determined from the case DI01, DI02, and 
DI03, results to be reliable for the experimental case study, remarking 
the stability and robustness of the IHCA. 

5. Conclusion 

An innovative hierarchical cluster analysis based on an iterative 
process is proposed. The method is fully automated and aims at sup
porting the selection of dynamic properties resulting from SSI-CoV 
analysis. To evaluate the method and determine which parameters of 
IHCA might influence the dynamic identification results, a variance- 
based global sensitivity analysis (VBGA) was performed on numerical 
benchmark considering further white noise in signals with different 
amplitude, and on experimental data. 

The outcomes of the numerical simulations report that the identifi
cation of clusters is sensitive to the α factor to calculate the distance for 
clustering in terms of frequency and MAC. Nevertheless, the variance 
observing the frequency selected once that the clusters are formed is 
null, meaning that the IHCA is stable despite the amplitude of the white 
noise. In addition, the comparison between a numerical modal analysis 
and the dynamic identification from SSI-CoV with the use of the IHCA 
demonstrated the reliability of the IHCA method. 

With regard to the experimental case study, the outcome in terms of 
number of identified modes is sensitive to the various parameters of the 
IHCA. It was observed that the output variance can be reduced by 
conveniently fixing the minimum number of elements required to ini
tialise a cluster (nele), and that the weighting coefficient α to measure the 
distance between stable poles might require a proper selection 
depending on the case study. With regard to the selected frequencies, the 
sensitivity of IHCA to the β parameters resulted null; therefore, the IHCA 
is stable and robust in selecting the representative frequency once that 
the clusters are identified. Finally, a comparison between the results of 
the various dynamic identification remarks that in general similar fre
quencies and mode shapes were found among the various dataset, 
although dissimilarity was found for the Mode 2 identified in DI02. Such 
difference can be ascribed in particular to the recorded signals and the 
requirements for individuating stable poles, which can be regulated by 
considering different criteria or increasing the number of SSI-CoV and 
IHCA analyses to larger dataset. In fact, applying the automatic mode 
selection by IHCA on a dataset of 720 SSI-CoV, results demonstrated that 
the identified mode in DI01, DI02, and DI03, were all reliable. There
fore, the proposed IHCA is considered stable and robust. 
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