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Abstract
In situations requiring high levels of customization and limited production volumes, additive manufacturing (AM) is a 
frequently utilized technique with several benefits. To properly configure all the parameters required to produce final goods 
of the utmost quality, AM calls for qualified designers and experienced operators. This research demonstrates how, in this 
scenario, artificial intelligence (AI) could significantly enable designers and operators to enhance additive manufacturing. 
Thus, 48 papers have been selected from the comprehensive collection of research using a systematic literature review to 
assess the possibilities that AI may bring to AM. This review aims to better understand the current state of AI methodologies 
that can be applied to optimize AM technologies and the potential future developments and applications of AI algorithms in 
AM. Through a detailed discussion, it emerges that AI might increase the efficiency of the procedures associated with AM, 
from simulation optimization to in-process monitoring.
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STL  Standard triangulation language
SVM  Support vector machine
DTR  Decision tree regression
RNN  Recurrent neural network
CNC  Computer numerical control

1 Introduction

Additive manufacturing (AM) technology in industrial 
applications has skyrocketed in recent decades. As opposed 
to traditional subtracting methods based on chip removal 
procedures, forming, and joining traditional processes, AM 
allows the quick production of complicated structures with 
less waste material. With the use of design tools such as 
topology optimization (TO) or generative design (GD), it 
is possible to realize bio-mimetic components by pushing 
the boundaries of design. AM is widely used to create com-
ponents from various materials, including plastics, resins, 
ceramics, and metal alloys. The production of spare parts, 
small volume production lots, customized unique items, top-
ologically optimized components, on-site and on-demand 
manufacturing of customized replacement parts, and high 
strength-to-mass ratio parts are just a few application areas 
where AM has a significant advantage over traditional manu-
facturing [1].

A vast panorama of different techniques characterizes 
AM, and a not inclusive list contains (as defined by ISO/
ASTM 52,900:2021 terminology [2]) selective laser sinter-
ing (SLS) [3], direct metal laser sintering (DMLS) [4], and, 
more generally, powder bed fusion (PBF) [5] where iron, 
steel, titanium, and aluminium powders may be used to cre-
ate high-strength solid objects. Utilizing the photopolym-
erization capabilities of resins, stereolithography (SLA) [6] 
produces components with fine details and smooth surfaces. 
By creating the part from the deposition of molten plastic 
wire (i.e. polylactic acid–PLA or acrylonitrile butadiene sty-
rene–ABS), filament extruding techniques like fused depo-
sition modelling (FDM) [7] are distinguished by low-cost 
operation.

It Is Important to note that AM Is a relatively new and 
Immature technology, and the research community Is work-
ing hard to identify best practices to create the final prod-
uct with the most excellent level of quality. Without precise 
guidelines, the machine settings are left to the operator’s 
skill and can be effectively adjusted. For example, the part 
orientation on the printing bed is one of several settings and 
factors that, throughout the printing process, affect the final 
quality of the printed component [8]. To decrease the num-
ber of supports to sustain overhang regions during the print, 
the designer must choose a good orientation for the element 
compared to the printing direction. This is because fewer 
supports result in a higher-quality component surface, fewer 

post-processing steps, and a decrease in material usage. 
Defect identification, in-process monitoring, simulation of 
the printing process, component design, TO property pre-
diction, and material design are additional factors that have 
been looked into in the literature to optimise AM processes.

Artificial intelligence (AI) can significantly help opti-
mise the parameters required to accomplish AM design and 
manufacture. This technology has advanced dramatically 
in recent years thanks to the availability of more comput-
ing power and the ability to access large volumes of data. 
The term “AI” describes the methods that allow “black-box” 
issue solving, trying to replicate a system that accurately 
predicts an output in response to an input and completing 
a job only through data rather than analytical approaches. 
This entails repeating a system that accurately predicts an 
outcome in response to information and achieving a job only 
through data rather than analytical methods. This is accom-
plished by providing the computer with a specific rule to fol-
low (classical programming) and using algorithms that assist 
the machine in learning from datasets. Machine learning 
(ML) derives from this philosophy [9]. Numerous problems, 
like clustering, regression, and classification, may be solved 
using this approach. Both supervised learning and unsu-
pervised learning is general categories for ML techniques. 
The former describes algorithms whose aims and outputs 
are known, such as classification and regression. The latter 
includes algorithms trained on unlabelled datasets; cluster-
ing is an example of a classic issue.

Artificial neural networks (ANNs) are one method used 
in ML that is of great interest: The ANN, which was inspired 
by the human brain, is a very practical function approximator 
in which inputs are fed into neurons that have an activation 
function, multiplied by weights, and then sent to the follow-
ing layer of the net. The calculated output is then compared 
to the target, and the error is reassigned adequately to the 
weights to allow the ANN to learn [10]. If there are several 
layers in the neural network, the technique is known as deep 
learning (DL) [11]. Today, DL is used to solve multiple tasks 
such as computer vision using convolutional neural networks 
(CNNs) [12], natural language processing (NLP) [13], time 
series analysis using recurrent neural networks (RNN) [14], 
or long short-term memory (LSTM) [15].

As was previously stated, substantial research and process 
optimization are still required before AM can completely 
replace traditional processes like subtractive manufacturing, 
forming, and joining. Due to the ability to realistically mimic 
many stages of the design and manufacturing processes 
using a black-box approach, ML and DL can play a crucial 
role in optimising the AM process. This manuscript seeks 
to collect the main achievements and explain the state-of-
the-art ML and DL methods applied to AM to optimise the 
whole production cycle. Additionally, the benefits and draw-
backs of such a combination are examined to get insight into 
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potential future directions for this type of study. The System-
atic Literature Review (SLR) technique is used to conduct a 
thorough literature review in the current work [16].

The research is structured as follows: Sect. 2 explains the 
SLR approach to understanding AM optimization through 
AI. The findings of the SLR are discussed in Sect. 3, along 
with a detailed analysis of the current status of AI algorithms 
for AM optimization and potential future advancements of 
these technologies. The conclusion of the work is found in 
Sect. 4.

2  SLR methodology

To objectively analyse the pertinent literature about a pri-
mary subject, the SLR methodology allows one to adhere to 
precise stages as outlined by Booth in the book “Systematic 
methods to a successful literature review” [16]. Several pub-
lications [17, 18] and [4] chose this technique to analyse the 
state of art comprehensively. The phases of this technique 
include planning, goal definition, searching, research filter-
ing, synthesis and analysis, and a final discussion and report-
ing of the findings, as seen in Fig. 1.

In the planning phase, the SLR methodology suggests 
the definition of a timeline, the database and the reference 
software to select the papers of interest.

The authors chose a narrower time window, composed 
of the last three full calendar years from 2019 to 2021, 
because, as shown in Fig. 2, the investigation of AM opti-
mization using AI algorithms has attracted much atten-
tion [19]. It should also be noted that AI techniques are 
continually improving, quickly replacing outdated models 

with new algorithms that perform better. This necessitates 
ongoing updating to stay up with this tremendously quick 
research.

Moreover, the scientific databases selected to perform 
the research on the topic of interest are:

• Scopus (www. scopus. com);
• IEEE Xplore (www. ieeex plore. ieee. org);
• Web Of Science (www. webof scien ce. com);
• Engineering Village (www. engin eerin gvill age. com);

Finally, Zotero (www. zotero. org) has been chosen as 
reference manager software: it is a freeware, easy-to-use 
tool to collect, organize, cite, and generally manage the 
bibliography.

The second SLR stage outlines the purpose of this liter-
ature review by defining good open questions. The PICOC 
framework, which stands for Population, Intervention, 
Comparison, Outcomes, and Context, has been employed 
to determine these concerns analytically [16]. The authors 
decided to refer to the industrial uses of AM technology as 
“Population” in contexts such as aerospace [20], automo-
tive [21], and health care [22]. The Intervention focuses on 
using AI algorithms to improve and streamline the steps 
involved in AM. The comparison can be accomplished by 
using AI models for simulation, direct printing process 
optimization, and predicting the final qualities of printed 
components. As Outcomes, one may utilise measures that 
show how accurate such models are. The industrial set-
ting is the Context where AI algorithms may enhance AM 
operations’ optimization and appropriate configuration.

Fig. 1  SLR methodology 
scheme, adapted from [16]

http://www.scopus.com
http://www.ieeexplore.ieee.org
http://www.webofscience.com
http://www.engineeringvillage.com
http://www.zotero.org
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Thanks to the PICOC framework, two research ques-
tions that will guide the course of the current study may be 
defined using this framework:

• Q1: What is the state-of-the-art of AI approaches which 
are being applied for AM technology optimization?

• Q2: What are the potential next advancements and fresh 
applications for AI algorithms in AM?

It is feasible to search all potential articles and works 
linked to this study’s purpose once the research questions 
have been set. An intelligent search utilizing the string 
“(Additive Manufacturing OR Rapid Prototyping) AND 
(Machine Learning OR Deep Learning) AND Optimiza-
tion” has been carried out using the selected databases. The 
use of logical operators facilitated proper investigation. It is 
also crucial to note that the “Rapid prototyping” (RP) key-
word has been included to conduct a more comprehensive 
search because it is still widely used. Moving forward, the 
term “Artificial Intelligence” is misused and overused and 
includes classical programming. Because of this, “Machine 
Learning” and “Deep Learning” have been used to enable 
more accurate study. Thus, the term “Rapid prototyping” has 
been used to be inclusive, but the words “Machine Learn-
ing” and “Deep Learning” have been used to be exclusive. 
on march 4, 2022, the last search turned up 321 publications, 
as shown in Table 1. It should be mentioned that at this level 
of the SLR process, duplicates are still considered, and only 
the database search results are considered. The publications 
can be filtered in the next step.

The vast number of publications necessitates the use of 
various screening procedures. The SLR approach, therefore, 
advises deciding on some inclusion and exclusion criteria 
that will be applied repeatedly to all of the documents. The 
authors have selected the following as inclusion criteria (IC) 
in this regard:

• IC1: a primary study that represents the use of AI to 
enhance and optimize AM processes;

• IC2: a primary study that represents the state of the art 
or application of AM and AI;

The exclusion criteria (EC) are:

• EC1: not in English;
• EC2: older than 2019;
• EC3: only research articles, not reviews;
• EC4: not belonging to the engineering or computer sci-

ence field.
• EC5: not applicable to AM.

These criteria have been employed to conduct the selec-
tion process analytically during the filtering phase, and at the 
first stage, they have been used in each database as a filtering 
tool. Then, they were used to filter articles after applying 
them to their titles and abstracts. Finally, the criteria have 
been used again to analyse each paper’s introduction and 
conclusion. This screening process reduced the number of 
articles from 321 to 48, choosing only those that strictly 

Fig. 2  The trend of pub-
lished papers on AM and AI 
from the Scopus database

Table 1  Selection of relevant contributions for each database, the 
search field, and the resulting number of documents

Database Search field Selected 
docu-
ments

Scopus Title – Abstract – Keywords 124
Web of Science Title – Topic 98
IEEE Metadata 14
Engineering Village Subject – Abstract – Title 85
Total 321
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complied with the IC and EC. The procedures used through-
out the selection process are shown in Fig. 3.

After compiling the final articles to evaluate the more 
pertinent studies, the authors established quality criteria 
(QC) (Table 2). After reading each manuscript, the authors 
awarded a score of 0, 0.5, or 1 based on the QC, where a 
score of 0 indicates that the QC is not met, a score of 0.5 
means that the QC is partially respected, and a score of 1 
indicates that the QC has fully complied. Table 3 provides a 
fragment of publication’s final results. Even though the score 
has been assigned with the highest degree of integrity, it is 
important to keep in mind that it is subjective. Even if all 48 
publications can be regarded as relevant to the literature, the 
score has been employed to find the relevant works better to 
concentrate on those articles with higher quality standards.

As recommended by the SLR technique, it is helpful 
to evaluate and synthesise the 48 articles. To monitor the 

critical attributes of the investigated works, a summary table, 
whose extraction may be seen in Table 4, has been created. 
The criteria for this categorization are AM technology, AI 
optimization field and AI technique. These fields have been 
selected to respond more effectively to the previously estab-
lished questions Q1 and Q2.

Optimization field: The authors thought it would be 
appropriate to investigate specifically the area in which AI 
models aided in the optimization of AM operations. The 
definition of each area is beyond the scope of this work. 
Thus, a relevant reference is proposed for each field:

• Process optimization [31];
• Property prediction [32];
• Simulation optimization [33];
• Design optimization [34];
• Topology optimization [35];
• Material optimization [36];

Fig. 3  Flow chart representing 
the selection process applying 
the IC and EC

Table 2  Quality criteria description

Description

QC1 Is the overall document clear?
QC2 Is the methodology well-exposed and clear?
QC3 Is the contribution actual?
QC4 Is the “AI for AM optimization” coupling present?
QC5 Are the analytical results provided and the meth-

odology reproducible?

Table 3  A portion of the Table 
was used to assess the quality 
criteria applied to the filtered 
publications. The last column 
includes the overall quality 
criteria scoring from zero to five

References QC1 QC2 QC3 QC4 QC5 Tot

[23] 1 1 1 1 1 5
[24] 1 1 1 1 1 5
[25] 1 1 1 1 0.5 4.5
[26] 1 1 0.5 1 1 4.5
[27] 1 0.5 1 1 1 4.5
[28] 1 1 0.5 1 1 4.5
[29] 1 1 1 0.5 0.5 4
[30] 1 1 0.5 1 0.5 4

Table 4  Table helpful to analyze the 48 articles: extract of the whole 
Table containing the first four references

AM technology AI technology Engineering field

[9] PBF CNN Aerospace, health care
[10] TPL CNN-LSTM Not specified
[11] PBF ANN Not specified
[12] FDM CNN, ML Not specified
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• Defect detection [37];
• In-process monitoring [38];
• Part orientation [39];

The previous list’s items all make use of AM’s capabili-
ties. Figure 4 illustrates the grouping of the chosen papers 
based on these features, making it easy to identify the areas 
where AI models are primarily utilised to enhance AM. It 
is not surprising that process optimization makes the most 
significant contribution because choosing parameters like 
the nozzle temperature in FDM or the laser’s power and scan 
speed in PBF is not straightforward. A skilled operator may 
choose non-optimal parameters, wasting time, money, and 
material resources. As a result, a significant number of care-
fully selected articles concentrate on developing AI models 
that can forecast the optimal manufacturing parameters to 
produce a component of excellent quality. Moreover, minor 
subjects include the potential to apply ML and DL algo-
rithms to predict specific characteristics of the final printed 
element (such as surface roughness or strength), to optimise 
the simulation process, reduce the computational cost, and 
optimise the design process, or carry out an advanced topol-
ogy optimization.

AM technology Referring to the ASTM Standard [40], 
it is crucial to categorise the AM processes mentioned in 
the chosen literature that are optimised using ML and DL 
approaches due to the extensive range of different AM 

technology. The statistics of the 48 papers studied are 
shown in Fig. 5.

PBF is the most popular technique for applying AI opti-
mization to AM. This is consistent with the observation 
that the expenses connected with PBF are more significant 
than other AM processes, and as a result, the optimiza-
tion more than pays the effort going into it. Furthermore, 
PBF is given considerable attention because of the final 
components’ exceptional mechanical capabilities in cru-
cial industrial applications. Significant importance is also 
given to FDM, widely used in the research community 
because it is a low-cost technique that makes it possible 
to deploy ML and DL models for production optimization 
more affordably. Due to the low cost of equipment and raw 
materials, FDM is frequently used for research, prototyp-
ing, and do-it-yourself projects.

AI technique: In this study, the DL models have been 
specified while all the various AI models have been 
grouped under the generic voice ML. Since so many dif-
ferent ML approaches have been used in the chosen arti-
cles, this rule has been adhered to. To minimise confusion, 
the authors decided to group these various methods under 
the general term “ML”. The other approaches are ANN, 
CNN, Generative Adversarial Artificial Networks (GAN), 
and LSTM. Statistics concerning these methodologies, 
employed in the relevant literature, are shown in Fig. 6.

Fig. 4  Field of application of 
optimization in the 48 publica-
tions selected from the relevant 
literature
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3  Results and discussion

To address the previously stated research issues, a thor-
ough analysis of each of the chosen contributions is pre-
sented in this part. The treatise is divided into the selected 
categories in the previous paragraph to improve the read-
ing and comprehension of the literature evaluation.

3.1  Answer to Q1: What is the state of the art of AI 
methodologies to be used for optimization 
purposes for AM technologies?

3.1.1  Optimization field

First, according to the primary application domain men-
tioned in the selected literature, most articles under analysis 
do not indicate the target engineering discipline because the 
developed methodology is not sectorial but may be used 
generally. The leftover articles describe methods developed 
for use in the common industries that rely heavily on AM: 
aerospace, automotive, biomedicine, and health care. Moreo-
ver, the ability to create AI models is already available in 
many software packages, demonstrating the promise of these 
methods. Python is the most popular programming language 
for creating ML and DL models because several libraries 
created in Python assist users in creating their models.

All ML and DL models applied to AM to improve mul-
tiple aspects of the manufacturing process fall under the 
“Optimization field” category. Many of the subjects listed 
in Sect. 2 are included in this class.

The preponderance of contributions concentrates on the 
problem of process optimization, which enables getting the 
component of the highest quality. A method for improv-
ing the Two-Photon Lithography (TPL) printing process, 
in which a photopolymer is cured from a liquid to a solid 
phase, is shown in [11]. Indeed, when the light dosage is 

Fig. 5  AM technologies 
described in the 48 publica-
tions selected from the relevant 
literature

Fig. 6  AI methodologies applied in the 48 publications selected from 
the relevant literature
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too high, damage results on the one hand, while when it is 
too low, there is no curing [41]. The authors employ CNN-
LSTM and 3D-CNN, two different AI techniques, to assess 
the quality of the final section. The CNN-LSTM model, with 
an accuracy of 95.1%, is shown to have the most significant 
outcomes. The model’s ability to operate in real-time with 
a computed speed of 1.74 s for a picture is very intriguing. 
The research described in [27] illustrates several trials to 
gather information and choose the ideal process parameters 
for a high-quality Laser Polishing (LP) treatment of compo-
nents manufactured using Selective Laser Melting (SLM) 
technology. A CNN is trained using the dataset to classify 
LP process conditions, hatch spacing, and overlapping ratios 
with an accuracy of between 97 and 100%.

A method to create an efficient tool path for wire-arc 
additive manufacturing (WAAM) for rib-web architectures 
is presented in the reference [42]. An Eulerian path is com-
puted from the computer-aided drawing (CAD) model of 
the part to build layer-by-layer components without need-
ing to travel more than twice through the same location of 
the structure. This technique, however, highlights several 
gaps in the framework. To solve this problem, an ANN is 
employed to forecast the length of each void beginning from 
the path’s number of turns and vertex angles, and it suggests 
correction factors for path reconstruction. The research in 
[43] compares several ML techniques to forecast melt-pool 
shape from parameter processes, including powder chem-
istry, material thermal characteristics, and PBF parameter 
information. To determine the existence of linear and non-
linear correlations between characteristics and targets, a cor-
relation analysis is conducted using the maximal informa-
tion coefficient (MIC) and Pearson’s correlation coefficient 
(PCC). To forecast melt-pool geometries from the input 
data, six ML methods are examined. Results demonstrated 
that the ML with PCC technique accurately predicted the 
defects. Additionally, the MIC technique allows for better 
measurement of the geometrical characteristics of the melt 
pool connected to the powder bed, revealing a more com-
plicated dynamic. The same subject is also covered in [44], 
where the author develops a system to manage geometry 
faults using ML models like Gaussian process. The infor-
mation is drawn from a simulation model created to offer 
precise, affordable estimations of the melt-pool dimensions 
for single-track and single-layer AM depositions. The data 
are time series gathered during the building process, and 
forecasts are approximated by taking time into account. In 
the paper [45], a new approach to simulating the FDM pro-
cess is demonstrated using a Knowledge-Based ANN (KB-
ANN), in which some weights and neurons are generated 
using existing knowledge, and the rest are trained using 
more traditional methods. The suggested KB-ANN is then 
examined with a standard ANN to demonstrate that the first 
produce superior outcomes. The wall thickness, height, and 

mass of the component produced using the FDM technique 
are predicted by the KB-ANN through training. The research 
published in [46] proposes an approach for expediting the 
search for PBF processing parameters by fusing ML and 
optimization techniques with physics-based process model-
ling. To calibrate the thermal model, minimise the complex-
ity of the thermal histories, and look for ideal parameters, 
ML techniques are utilised. According to the author in [26], 
PBF process parameters for components with various com-
binations of hardness-porosity properties may be predicted 
using an ML system that was trained on a public datasheet 
of Ti–6Al–4V material. The goal of the study is to optimise 
various target attributes even for machines that weren’t in 
the initial training data set by using data from the literature. 
To forecast density ratio and surface roughness, a Deep neu-
ral network (DNN) was developed in [42] beginning from 
process variables such as laser power, laser scanning speed, 
layer thickness, and hatch distance. AlSi10Mg alloy for PBF 
process optimization to obtain desired mechanical charac-
teristics is discussed in [27]. In the method, laser power and 
scan speed are inputs for the ML model, which then utilises 
Gaussian Process Regression (GPR) to select the optimal 
PBF process window. High strength and ductility are made 
possible by setting the parameters at their ideal values. In 
[47], a technique that forecasts the ideal parameters to pro-
duce free-flaw geometries is suggested. A CNN model for 
object detection is employed to find errors in already printed 
components. A second ML model forecasts defects based on 
parameter values and geometry. Finally, the printed elements 
are used to retrain the model to find new flaws and improve 
accuracy. The source [48] uses a CNN to streamline the 3D 
printing process based on Digital Light Processing. Spe-
cifically, the model is trained to mimic the inverse printing 
process, where the algorithm predicts the proposed settings 
starting with the desired structure. According to the refer-
ence [49], the ANN can simulate the kinematics of melting 
and flows of the fused filament. The paper shows an ANN 
trained to forecast the force within an FDM printer’s noz-
zle using filament speed and nozzle temperature inputs. To 
determine which FDM settings impact the dimensional accu-
racy of cylindrical items is the aim of [50]. The efficiency 
is calculated by comparing the percentage difference in the 
produced part’s length and diameter to the digital model. For 
this objective, the Definitive Screening Design (DSD) and 
an ANN, two distinct approaches to predicting the optimal 
parameter value, are examined. Better prediction accuracy 
was shown by the ANN model (Fig. 7).

In [51], ML was used to simulate the production of sili-
cone elastomers using the AM technique. The experimen-
tal factors were connected to underlying physical variables 
using physical modelling to determine the component’s best 
response. The complex system response is then calculated 
through a total print score using statistical techniques; this 
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strategy, known as the Hierarchical ML approach, is used to 
adjust experimental variables to get the optimum solution. 
In [52], the PBF temporal forecast of the construction and 
cooling phase was optimised using the GPR. The authors 
utilised the model height, number of layers, packing density, 
number of parts, and room temperature to create a trained 
model, and the observed cooling time was used as an out-
put. [28] proposes an ANN trained to estimate the density 
of Ti-5Al-5 V-5Mo-3Cr components by examining laser 
power, laser speed, and hatching distance. The implemen-
tation of a system to recommend ideal parameters allows 
for the prediction of settings for known densities. A hybrid 
physics-based multi-objective optimization tool was used in 
[53] to forecast the interactions between process, structure, 
and property in thin-walled constructions. Prime delay, print 
speed, x-position, and y-position were the primary factors 
that the writers of [54] concentrated on to understand how 
the leading portion of a printed line is geometrically influ-
enced. These variables train an ML system to determine 
values precisely enough to print a single layer flawlessly. 
Lastly, optical images were gathered during conventional 
parameter optimization [55]. To determine the clusters that 
best reflected a high-quality outcome, these large images 
were segmented, used as input in a convolutional autoen-
coder, and then clustered. It was discovered that many of 
the thoughts noticed during the conventional parameter opti-
mization procedure were found to be replicated in the ML 
clustering and subsequent scoring.

As we move on to property prediction applications, the 
study [23] proposes a strategy to create a DL model for 
material performance evaluation. In this context, a dataset 

of 3000 grayscale pictures illustrating the microstructure of 
different Ti6–Al–4V samples is analysed using the DenseNet 
CNN model. Automated recognition of each microscopic 
view was the ultimate objective. The study [29] attempts to 
combine AI with PBF. The relationship between the tensile 
deformation behaviour and the process-induced porosity 
of the AlSi10Mg alloy is investigated experimentally. The 
progression of plastic anisotropy and failure during tensile 
deformation is then predicted using an ANN. The authors 
present a methodology for predicting temperature profiles 
for the Direct Metal Deposition (DMD) process [30]. The 
research explicitly attempts to construct a prediction tool 
that can instantly produce the simulation result instead of 
undertaking costly physical-based simulations that utilise 
random tree functions.

ANN, computer vision, and Genetic Algorithms (GA) are 
used in [56] to provide a technique for mechanical analy-
sis and design of Direct Ink Write (DIW) to create Foam 
Replacement Structures (FRS). The mechanical compres-
sion properties of printed FRS are predicted using the ANN. 
Static cross-sectional pictures that have been accurately 
calculated using computer vision methods to provide FRS 
printing parameters serve as the ANN’s inputs. A GA is 
finally applied to anticipate the FRS printing parameters 
from the intended mechanical compression response. A 
method to forecast geometrical shape defects for PBF 
printed components using a CNN is shown in the paper [57]. 
The CNN’s output in a three-channel representation repre-
sents the x, y, and z-axis deviations. AM simulations have 
gathered data to forecast geometric variations by consider-
ing mechanical and thermal influences. Using voxel-based 

Fig. 7  Schematic example of 
the ANN adopted in [50]
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component geometries as input, a CNN is employed [58] 
to estimate quantitative manufacturing metrics directly. The 
focus has been on the material extrusion process, and three 
AM build metrics have been examined: component mass, 
support material mass, and build time. The research shows 
that training on design repositories with less standard ori-
entation and location led to a trained NN that was more 
accurate. The orientation-dependent metrics were more chal-
lenging to estimate compared to the orientation-independent 
measurements. Last but not least, the purpose of [59] is to 
provide the findings of multiple studies conducted to assess 
how different levels of energy density and scan techniques 
utilised in the PBF process affect areal surface textures. In 
addition, surface texture characteristics are predicted using 
ML techniques for PBF process parameters, such as energy 
density and layer-to-layer scan rotation angle.

All studies in which ML and DL models are effectively 
applied to improve AM process simulation are considered 
when the term simulation optimization is used. This is cru-
cial in an industrial context to understand if the manufac-
turing process allows for producing the best component, 
especially for metal AM where the costs are very high. A 
method to determine the material properties of the yield-
ing curve is demonstrated in [60]. To numerically simulate 
a test specimen under a uniaxial tensile load, an ANN is 
developed. FEA simulations were used to train the ANN to 
create the dataset properly. The outcomes demonstrate that 
ANN can identify the yield curve parameter for the mate-
rial under study. The source presented a calibration and 
validation methodology for the SLM process [44] based 
on multi-fidelity models and sparse experimental data. 
The melt pool prediction (width and depth) at any given 
set of process parameters may be achieved using the phys-
ics-based SLM model. A GPR model was used to create a 
meta-model. The end findings demonstrated that the frame-
work Iy Integrated meta-modelling with the SLM process’s 
GPR and finite element modelling. The source [61] uses 

ANN to anticipate how temperature and density will change 
for arbitrary long paths while employing laser-based AM. 
It estimates the maximum temperature in the centre of the 
powder layer underneath the current position of the beam 
using a local description of the trajectory as input and tem-
perature feedback. Finally, a Rider ANN is developed to 
forecast the evolution of local relative density. [62] suggests 
a brand-new class of numerical approaches to solve partial 
differential equations in computing science and engineering 
contexts. An ML approach and model reduction techniques 
are used to create the so-called reduced-order ML FEM, 
called HiDeNN-PGD. There has been discussion about the 
possible uses of such techniques for genuine issues. To dem-
onstrate the framework’s effectiveness, it is applied to com-
plex problems, including multi-scale modelling of materials, 
TO, AM simulation, and multi-physics difficulties (Fig. 8).

In [63], a DL model is created to effectively anticipate the 
SLS process’ ideal tool path, which reduces the average ther-
mal gradient. The created pathways, together with the time 
information, are converted into grayscale pictures. These 
pictures were separated into “good” and “poor” routes along 
with the related temperature gradient. Using the dataset, a 
CNN is trained to rank the pathways according to their like-
lihood of being acceptable paths. As the last contribution, 
the authors of [64] created an automated bead modelling sys-
tem from welding parameter prediction through data collect-
ing and processing for the WAAM process. To offer users a 
set of precise welding parameters for the deposition of weld 
beads with specified shapes, a unique method utilising Sup-
port Vector Machine (SVM) was presented for the system.

AI algorithms are also employed to improve optimization 
design methods that are frequently coupled with AM, such 
as Topology Optimization. TO makes it possible to create 
practical and lightweight components while accounting for 
external forces, constraints, and maximum design volume. 
The tool can offer the best material distribution to reduce the 
problem’s fitness function, which is frequently compliant. 

Fig. 8  Comparison between 
HiDeNN-FEM and commercial 
code Abaqus for a 2D plane 
stress problem [62]
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By doing this, the model will be as rigid as possible while 
yet being light. The SIMP (Solid Isotropic Material with 
Penalization) technique is frequently used to solve the mini-
mal compliance issue. After each iteration of the structural 
analysis, this gradient-based technique [65] updates the 3D 
model using a continuous distribution of material density. 
To customise TO results based on geometrical constraints 
resulting from Design for Additive Manufacturing (DfAM) 
principles, the authors in [25] created a SIMP TO-DL tech-
nique utilising the cGAN methodology. Using findings from 
[66], a conditional convolutional dual-discriminator GAN 
is modified to imitate the traditional TO-SIMP solutions 
by customising them with geometrical restrictions in a 2D 
environment. To find superior conformal solutions, the GAN 
is employed. Compared to the conventional SIMP-TO, the 
results demonstrate the exact compliance but a smaller vol-
ume fraction. The simulations are 5000 times quicker than 
traditional TO, even using a sizable 20 k training set for 
DL. A unique approach for a productive TO framework is 
proposed in [67]. It is based on the SIMP approach, linked 
with AM-based geometric restrictions like the overhang and 
support reduction. After defining a dataset for the cGAN 
utilising training simulations, the goal is to create a highly 
effective framework. A DfAM filter is used at each TO itera-
tion to provide an ideal, ready-to-manufacture solution that 
eliminates overhangs greater than 45°. The GAN in use is 
made up of two networks: a high-resolution GAN discrimi-
nator and a generator with a U-net form. The approach for 
optimising the input parameters necessary for a TO process 
is presented in the paper [68] to make establishing the TO 
analysis easier, even for the non-skilled designer. The meth-
odology can suggest tuning parameters from a library of 
related issues and refine them to the real problem using a 
Bayesian approach thanks to an ML approach. The paper 
[69] provides a system made entirely of open-source soft-
ware to use ML to effectively link a TO programme utilising 
crystallographic texture characterization data while consid-
ering DfAM and material restrictions in AM.

The Design optimization category is next to be examined 
and sheds light on AI tools that help with the component 
design before manufacturing. With various case studies in 
biomedical applications, the authors of [70] look at the issue 
of efficient support distribution to shorten production time in 
3D printing (particularly FDM and SLA technologies). They 
look for a method to identify areas on images where supports 
should be applied. A trained CNN produces the state of the 
supporting material for the specific claim. The paper [71] 
describes a cloud tool to determine which components from 
a repository are acceptable for AM. A quick decision sup-
port system has been created, which consists of three parts: 
scoring criteria are established to determine AM eligibility; 
a data acquisition step is required to extract helpful informa-
tion/parameters from historical data; and finally, a decision 

model based on an ML algorithm is created to predict the 
AM suitability to a particular application. A CNN based 
on non-Euclidean convolution operation is given for shape 
correspondence [72]. It was created in a highly specialised 
setting where only AM could be utilised to develop technical 
components (orthodontic prostheses). The authors of [73] 
propose an approach to comprehend how certain factors, 
such as orientation, STL model characteristics, and part 
location, may impact dimensional accuracy. Investigations 
focus on the length, width, and thickness of bone-like speci-
mens made with PBF. To forecast the geometrical charac-
teristics of AM components, 4 ML nonlinear methods are 
selected and contrasted with a linear regression model. The 
findings demonstrate the need for better prediction models 
that take into account both material and AM process factors.

The most significant mechanical performances employing 
a particular material could be chosen with AI models, which 
is what material optimization means. A design technique to 
automatically produce lattice metamaterial unit cells that 
adhere to intricate DfAM requirements is presented in the 
publication [74]. While a CNN is trained to create alterna-
tive designs and forecast their influence on time and elastic 
modulus instead of utilising an FEA (Fig. 9), random unit 
cells are formed while accounting for various restrictions. 
The best design is chosen using a GA with CNN as the eval-
uation function.

Through principal component analysis, the work in [75] 
enables the examination of the microstructure produced by 
various metal AM processing conditions. Possible micro-
structures are predicted by regeneration using CNN within 
the reduced representation domain. [76] presents a NN that 
takes the surface 3D coordinates of the component to be 
printed as input and produces the symmetrical deviation 
surface coordinates. An ANN trained using STL files will 
perform the necessary geometric changes to manufacture the 
object utilising the updated geometry and produce a com-
pleted product that is dimensionally precise.

Defect detection has also been done using AI models, 
a simple AM task. Defects should be avoided as much as 
possible since they might lead to the early failure of crucial 
components in industrial applications. The source [43] pre-
sents a methodology employing a 3D mesh and ML models 
to identify geometric flaws in AM items. The authors trained 
five distinct ML models, assessing their performance using 
the F-measure and G-mean. Results demonstrate that even 
while studies produced encouraging results, additional work 
is needed before it can be used for actual AM processes. 
The research [77] investigates CNN and weld data for DL-
based online flaws identification for aluminium alloy in 
robotic arc welding. To concurrently gather weld images, 
a machine vision system was created. This system can offer 
more information about real-time weld images from vari-
ous viewpoints. Then, a fresh CNN classification model was 
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designed to detect weld penetration flaws. According to test 
data, the CNN model has a mean classification accuracy of 
99.38%.

The last two categories are in-process monitoring and 
part orientation, which deal with choosing the best 3D 
model orientation for the printing bed to reduce material 
waste or speed up the process. A CNN method is suggested 
in [77] for comparing printed components’ images with the 
STL file’s corresponding image. Pixels are used to meas-
ure flaws, and if one is found, the programme prompts the 
user to adjust the manufacturing settings. The error is deter-
mined, and whether to keep printing or change the fabrica-
tion settings. The optimal orientation for the AM process is 
presented statistically in [78] to get the best surface rough-
ness and the least amount of support material.

In contrast to feature-based approaches, this strategy anal-
yses STL files and discontinuously divides the facets into 
k-clusters to quickly produce several construction orienta-
tions. To decrease the number of populations for calculations 
of the ideal orientation and to remove duplicates, a k-means 
ML cluster technique is applied. A statistical approach based 
on facet cluster categorization, assigning decision weights, 
and assessing a statistical index is used to determine the 
ideal orientation.

The “optimization fields” have received much attention. 
This investigation reveals that ML and DL models are inves-
tigated and used in all areas related to AM. This is because 
AM’s potential can only be fully realised with the proper 
optimization, and AI may provide a highly formidable tool 
with minimal computational demand for unskilled operators, 
as demonstrated by the articles taken into account.

3.1.2  AM technology

Following the ASTM Standard, the 48 publications have 
been examined based on the AM technologies employed 

in this subsection. As noted in Sect. 2, most publications 
under consideration concentrate on developing AI models 
for PBF due to its more expensive operational costs than 
other approaches.

According to [26, 42, 46], AI algorithms may effectively 
contribute to high-quality printing components resulting 
from the PBF process by setting the best processing param-
eters, such as scan speed, laser power, or hatching distance. 
In their research, the authors of the publication [79] employ 
CNN to examine LP treatment pictures and determine the 
ideal settings for a high-quality final product. Additionally, 
it is feasible to accurately predict the desired final charac-
teristics (material density, surface roughness) and analyse 
the printing process [27, 28]. Using a similar strategy, the 
sources [80, 81] also control the melt-pool shape during 
printing. Other intriguing uses for ML include forecasting 
the time required to construct and cool the printed item [52] 
or clustering optical images to identify the most accurate, 
high-quality outputs [55]. Applications of AI to PBF AM 
range widely and include studying surface texture [59], pre-
dicting geometrical deviations [57], investigating tensile 
deformation behaviour [29], and evaluating material per-
formance [23]. The simulation of PBF technology is neces-
sary to establish all the parameters, and in this scenario, AI 
may be utilised to reduce the simulation’s processing cost 
or speed up the process. To calibrate and test physics-based 
models that replicate SLM, ML is used in [44]. On the other 
hand, an ANN is employed in [61] to model the PBF process 
and forecast temperature and density evolution over arbitrary 
long tracks. Last, DL has been introduced to forecast the 
ideal tool route for SLS [63].

FDM is the second AM technology primarily employed in 
the selected contributions. Although there are certain disad-
vantages due to how the stair-effect impacts surface rough-
ness, this technology is distinguished by minimal operational 
costs and a straightforward procedure. The work done in 

Fig. 9  CNN architecture presented in [74]. The CNN takes a lattice design as input, computing the outputs E (elastic modulus) and c (wave 
speed). The image also shows the training and validation losses and the mean absolute error calculated in each epoch
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[47] is an example of a study that focuses on similar con-
cerns raised for PBF. A CNN is utilised to identify flaws, 
and then an ML model is developed to forecast faults using 
inputs such as process parameters and geometry, as done in 
[43].[82] proposes a technique to identify flaws and adjust 
settings in real-time by comparing the images of printed 
components with their associated STL files. The sources 
[49, 50, 54] seek to forecast fabrication factors and compre-
hend how they affect geometrical elements. Additionally, 
the paper [76] describes the use of an ANN to incrementally 
change the lattice infill pattern and rectify geometry in STL 
files. ANNs are also utilised to replicate the FDM process 
or determine the test specimen yield curve characteristics 
[45, 60]. Additionally, the issue of deciding places where 
supports should be positioned using CNN is studied [70]. A 
CNN was used to predict part mass, support material mass 
directly, and build time using voxel-based component geom-
etry [58].

Convolutional Neural Network proves to be a handy tool 
when referring to photopolymerization-based AM. The work 
done in [24] demonstrates that the union of CNN and LSTM 
successfully evaluates the printing process by identifying 
the component’s quality and studying the light dosage. In 
[48], CNN has been implemented to predict the correct local 
exposure dose.

The literature references many less noteworthy AM meth-
ods, including WAAM, Additive Friction Stir Deposition, 
DMD, DIW 3D Printed Foam and Freeform Reversible 
Embedding 3D printing. AI models are utilised in WAAM to 
create the best tool paths for rib-web constructions [83] and 
to determine the best welding parameters for the deposition 
of weld beads with specific geometries [64]. The paper [75] 
examines the microstructure created using CNN for Additive 
Friction Stir Deposition under various processing settings. 
To forecast temperature profiles for the DMD process, the 
study [30] uses ML, while in [56], mechanical analysis and 
design of DIW printed FRS are approached using a com-
bination of ANN, computer vision, and GA. Finally, the 
source [51] details the 3D printing of silicone elastomer in 
the FRE process using ML. Physical modelling was used to 
connect the experimental variables to the underlying physi-
cal factors, including the bath material, batch concentration, 
ink substance, ink flow rate, needle diameter, and retraction 
distance. Following that, a complex system reaction via a 
total print score is predicted using ML models from these 
factors.

This analysis reveals that most research sources use AI 
algorithms to improve the search for process parameters, 
emphasising that this is one of the main limitations of the 
AM process. Although the operator’s knowledge still plays 
a crucial role in selecting the correct settings, ML and DL 
algorithms work to close the gap.

3.1.3  AI methodology

The many AI approaches that are utilised to optimise AM 
processes are examined in this subsection. It is vital to high-
light a few crucial AI-related points before we begin the con-
versation. Figure 10 illustrates what is meant by the terms 
AI, ML, and DL in this context.

Artificial intelligence includes all the rules and practices 
that enable a machine to solve a problem. It is possible to 
solve a problem using traditional programming (if–then 
logic, rules) and methods like machine learning. Therefore, 
ML is a subset of AI in which statistical methods using a lot 
of data are used to build a black-box approach to correlate 
inputs with plausible outputs. The phrase “Deep Learning” 
refers to neural network multilayer algorithms that enable 
the execution of tasks like computer vision, natural language 
processing, time series analysis, etc.

The 48 publications that were examined used various ML 
and DL methods. The most appropriate and significant meth-
ods and their application to AM optimization are discussed 
here. It should be emphasised that the algorithms are not 
discussed in depth because this analysis examines how dif-
ferent models are applied to optimise AM, and concentrating 
too much on a particular technique would be misleading.

The examined papers use ML in their works in a sub-
stantial number. The GA was one of the most popular ML 
techniques [84]. To autonomously build lattice metamaterial 
unit cells [15] or forecast the surface textures of components 
printed using the PBF approach [68], GA has been used to 
optimise designs. Additionally, it has been used to accurately 
predict the printing parameters for FRS based on desired 
mechanical compression response [56] and to effectively 
interconnect a TO software using crystallographic texture 
characterization data to achieve DfAM and material con-
straints in AM [69].

In the 48 publications, GPR was another ML method that 
was frequently used. According to this model, any function 
may be represented by an infinite-dimensional multivariate 
Gaussian distribution [85]. In particular, GPR was utilised 

Fig. 10  Definition of AI, ML, and DL
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in [81] to forecast the melt-pool shape of components made 
using PBF. GPR was used in [27] to establish the optimal 
process variables for metal AM to get the necessary mechan-
ical characteristics. GPR was used in [52] to forecast the 
duration of the construction and cooling stages. Last, the 
source [44] introduces a meta-model using GPR to replicate 
the SLM process.

A widely used ML technique is the SVM regressor. The 
fundamental idea is to choose a decision boundary near the 
original hyperplane (the line that will assist in forecasting 
the continuous value or goal value) within that boundary 
line for the data points closest to the hyperplane or support 
vectors [86, 87]. This specific method was used in [80] to 
forecast the geometrical characteristics of melt pools, includ-
ing their width, depth, area inside the substrate, height, and 
size, dependent on height. For the system that gives users a 
set of precise welding parameters for the deposition of weld 
beads with specified geometry, SVM was proposed in [64]. 
Finally, SVM has been used in the research [73] to create an 
approach to comprehend the implications of several aspects, 
including orientation, STL model features, and part position-
ing, on dimensional correctness. Investigations focus on the 
length, breadth, and thickness of bone-like specimens made 
with PBF.

Additionally, the articles under investigation contain deci-
sion tree regression (DTR). With the help of this approach, 
regression models are created as trees. It progressively 
develops an associated decision tree while segmenting a 
dataset into smaller and smaller sections. The result is a 
tree containing decision nodes and leaf nodes [88]. DTR has 
been used in [71] to determine which items from a reposi-
tory might be produced using AM. DTR is investigated in 
[73] to explore how specific characteristics, such as compo-
nent orientation, model attributes, and part location, affect 
dimensional accuracy.

Bayesian ridge regression [68, 80], linear regression [73, 
80], kernel ridge regression [80], K-means [78], gradient 
boosting regressor [73], nearest neighbors regression [80], 
and Random Forest Regression [80] were other ML mod-
els reported in the analysed works: ANN serves as the con-
nection between ML and Deep Learning. The data are sent 
into the ANN, which then multiplies the results by weights 
linked with each neuron’s connection. The activation func-
tion receives the value from the neuron and sends it to the 
subsequent neuron in the subsequent layer. The final layer 
reproduces the intended output after repeating this procedure 
all the way through. The above-described process, known 
as Feedforward Propagation, illustrates how an ANN typi-
cally operates (Fig. 11a). However, the network may learn 
thanks to backward propagation (Fig. 11b). The output of 
the network in this instance is compared to the real output 
starting with the final layer, and the difference–or error–is 
backpropagated using the gradient descent method to update 
the weights of the links [15].

ANN is employed for classification and regression appli-
cations and is thought of as a robust function approximator. 
ANNs are utilised to create an ideal tool path for wire-arc 
AM rib-web constructions and, in particular, to forecast the 
length of the voids generated adjacent to the route’s turning 
points and the vertex angles [83]. In [45], an ANN was uti-
lised to imitate the FDM procedure. A deep neural network 
has been used in [28, 42] to predict specific parameters for 
PBF optimization, such as density ratio and surface rough-
ness, from laser power, laser scanning speed, layer thick-
ness, and hatch distance. Similar research was conducted in 
[49] utilising input filament speed and nozzle temperature 
to use ANN to forecast the force within the nozzle of an 
FDM printer. According to [50], six input factors, including 
slice thickness, raster-to-raster air gap, deposition angle, part 
print orientation, bead width, and the number of perimeters, 

Fig. 11  Schemes of Feedforward Propagation (a) and Backward Propagation (b)
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have been used to analyse the dimensional correctness of 
components printed using the FDM technique. Addition-
ally, local strain distribution, plastic anisotropy progression, 
alloy fracture, and mechanical compression response have 
all been predicted using ANNs [29, 56]. Finally, in some 
circumstances, ANNs are used to replace Finite Element 
Analysis (FEA) and lower the computational cost of pricey 
simulations [60–62].

CNNs are a specific type of ANN in which a matrix is 
used as the input rather than a vector. As a result, CNN is 
mainly used to compute pictures, where each pixel intensity 
is connected with a different matrix member. Convolutional 
networks get their name from the interaction between a con-
volutional layer (the input matrix) and a filter, also known as 
a kernel [89]. A few weights are associated with the kernel; 
therefore, this filter glides through the primary matrix, mul-
tiplying each element by the weight the kernel is connected 
with. The convolution technique is illustrated in Fig. 12 [90].

The authors of [22] employed CNNs to assess the com-
ponent quality produced by TPL printing. CNNs have been 
used to evaluate the print quality of components in [47, 
79]. In [48], a new strategy was utilised to forecast compo-
nents’ local exposure light dosage created using DLP-Based 
3D printing. A CNN was employed for this purpose. An 
existing CNN model, DenseNet, has been applied in [23] 
to predict material performance assessment by examining 

grayscale pictures that depict the microstructure of different 
Ti6–AL–4V samples.

As previously stated, CNNs use input matrices known as 
channels. As demonstrated in the study [57], where a CNN 
was developed to forecast geometrical form deviations for 
PBF printed components, it is feasible to calculate several 
channels simultaneously. Specifically, this network requires 
five process parameter values, such as layer thickness, laser 
scan speed, laser power, component size, layer height, and 
the corresponding 2D geometry of each layer. The CNN 
generated three channels as an output representing the x, y, 
and z-axis deviations. In [70], the authors suggested a CNN 
based on non-euclidean convolution operation for shape cor-
respondence tasks in a highly specialised context like the 
biomedical one. To examine the topic of optimum support 
distribution, CNN has been investigated in [72]. [63] has 
created a CNN to forecast the best tool path for the SLS 
process, reducing the average temperature gradient. CNNs 
have also been utilised in [82] to quantify error by compar-
ing the snapshot of the printed part with its matching STL 
file. Finally, the research [77] uses a CNN to detect flaws in 
the aluminium alloy during robotic arc welding, delivering 
real-time pictures from various perspectives.

As already said, the concept of ML and DL is constantly 
evolving; every year, a new model is developed, opening the 
doors for new applications and implementations. GANs are 
an example: these types of ANNs are of recent innovation, 

Fig. 12  Convolution operation on an input image of size M × N × 3 (RGB image with three channels) using a 3 × 3 × 3 kernel [90]
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introduced in 2014 [91], and can be defined as deep genera-
tive models that can produce new pieces of content, generat-
ing images, texts, or music.

A generative and a discriminative network are combined 
to form a GAN (Fig. 13). The former transforms data that 
follow a primary distribution into points that match the 
desired distribution. Instead, the discriminative network cat-
egorises data from the generative network and inputs from 
actual data. Therefore, whereas the generative net seeks to 
create data that mimics the original data to deceive the dis-
criminator, the discriminative net attempts to categorise data 
as real or false [92].

Image generation is one of the most popular applica-
tions of GANs. To generate images for TO in AM opti-
mization, GANs are used: [67] implements a Conditional 
GAN (cGAN), where the network creates 2D pictures of 
topologically optimised components while also considering 
limitations like overhang and support reduction. The more 
traditional approach SIMP-TO findings are compared to the 
TO pictures produced by GAN in [25]. Results demonstrate 
the exact compliance but a lower volume fraction with a 
reduced computational requirement.

The LSTM approach is the last type of ANN model used 
in the 48 papers (LSTM-NN). Time series data analysis and 
prediction are made using this form of net. RNNs, which 
are simple NNs in which each neuron transmits the output 
to itself, the neuron in the same layer, and the next layer, are 
the ancestors of LSTM. This tactic makes it possible to use 
a kind of short memory. Because of the vanishing gradient 
issue, RNNs cannot understand long-term memory. The gra-
dient descent method modifies the net’s weights during the 
learning process to obscure any long-term memory knowl-
edge. To get over this issue, LSTM-NNs were developed 
[94], which have been used in work [24]. A 3D-CNN and 
a CNN-LSTM are specifically contrasted in the mentioned 
paper to optimise the process of TPL to assess the equality 
of the printed components throughout the process. The most 
accurate model, CNN-LSTM, has a 95.1% accuracy rate.

The majority of the selected contributions suggest 
improving AM processes using ML models. This is backed 
by the fact that while DL models are willing to handle more 
challenging problems, ML techniques are simpler to create 

and train. CNNs are the most popular among them, allow-
ing for the elaboration, analysis, and generation of graphics.

Not all authors have expressly indicated the application 
field of the engineering domains of their publications. This 
is because contributions frequently explain a fresh approach 
that may be used across several technical specialities. How-
ever, the aerospace, automotive, biomedical, and healthcare 
industries particularly value AM technologies’ ability to cre-
ate components with exceedingly complicated geometries. 
These are the subject areas the publications under investiga-
tion covered.

Finding the software platforms and programming lan-
guages utilised in the papers is another benefit of this 
review process. Python is the most popular since it is the 
ideal programming language for creating ML and DL algo-
rithms [95]. Additionally, Python provides access to several 
ML and DL-focused packages, including Scikit-Learn [96], 
PyTorch [97], OpenCV [98], Tensorflow [99], and Keras 
[100].

3.2  Answer to Q2: What are the potential 
future developments and possible new 
implementations of AI algorithms in AM?

To address Q 2, the writers used the SLR approach to pro-
foundly investigate the 48 publications concerning the 
works’ conclusions and general future developments, and 
some general trends came out. The field of AI is expanding 
quickly, and every year a new model or approach is created, 
opening the door for implementing AI in new applications. 
This implies that new AI tools may be developed and used, 
expanding the current bounds.

The most frequently mentioned is adding additional data 
to the dataset to improve model accuracy, as stated in [24, 
71, 80]. On the one hand, this is understandable, given that 
ML and DL algorithms require a large amount of data to 
train and develop highly accurate models. On the other hand, 
it is challenging to get enough information on AM because 
of several factors. The first is that AM is a very new tech-
nology, and there is an evident lack of experience compared 
to traditional manufacturing techniques. The second aspect 
is that depending on the optimization sectors (parameters 
optimization, process optimization, simulation optimiza-
tion, etc.), data might belong to various application areas, 
each of which calls for a unique set of acceptable data. Even 
in [47], it is advised to increase the dataset to enhance the 
ML models’ generalizability and accuracy. According to 
the future developments suggested in [23, 55, 57, 67], new 
data should be used to create more accurate models. The 
authors underline the necessity to standardise metal AM data 
reporting and build text-mining algorithms to extract data 
from published articles [26]. The automatic creation of a 

Fig. 13  Simplified scheme of e GANs [93]
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findable, useable, and conforming metals AM database in 
this scenario is the end objective.

Another common future development that appears in sev-
eral publications is the implementation of models for real-
time applications to use AI for potential real-world solutions. 
This is the case with [43], where the authors wish to develop 
a real-time classification scheme to determine whether an 
AM production should be stopped or continued at any given 
moment when some defects are noticed. Building a real-time 
application of the researched models is also taken into con-
sideration as future development [24, 45, 79].

The literature recommends enhancing the ML and DL 
models by integrating additional process parameters. For 
instance, the authors of [76] suggest determining the overall 
printing time required by the infill design using their ANN. 
An approach using CNN to forecast shape variations for PBF 
printed components is reported in [57]. Future advance-
ments are suggested to address the need for additional pro-
cess parameter consideration and the requirement for more 
deviation data from a broader range of forms. The article 
[61] investigates the variation in PBF printing pathways’ 
real-time effects on temperature and density. To improve the 
accuracy of their ANN, the authors in this scenario would 
also like to include more process factors, such as laser power 
and scan speed. Similar work is presented in [63], where the 
emphasis is on operational aspects like tool manoeuvrability 
and operating circumstances to calculate costs or the laser 
paths’ optimality.

The last common trend Is creating a comprehensive solu-
tion for ML, and DL-based AM process optimization. The 
authors of the reviewed literature acknowledged the potential 
of such algorithms to reduce the time and expenses related 
to AM or to increase the quantity and quality of the printed 
components. Some of these authors said they want to keep 
refining the models to use them continuously. For instance, 
in [43], authors investigated an ML model to identify geo-
metric flaws in AM items. They want to construct a complete 
tool soon, starting with the fabrication of synthetic data and 
ending with the deployment of the model in actual produc-
tion. Creating a whole processing chain comprising several 
DL approaches is sometimes referred to as future work [61, 
78].

In [70], it is advised to apply DL approaches for various 
prefabrication and fabrication applications in the industry of 
AM because of the success in establishing a CNN for opti-
mal support distribution. The incorporation of quantitative 
grain orientation through the use of more intricate colour-
coding schemes in the CNN is recommended as a potential 
future development in the study [75]. Future research will 
focus on methods to prevent peaks from appearing at junc-
tions. The study’s goal in [83] was to reduce the voids by 
creating an ideal tool route for WAAM using ANN. The pro-
cess monitoring and control processes might be expanded to 

forecast the structural strength of the printed items because, 
in [49], an ANN has been trained to predict the force within 
the nozzle of an FDM printer. The authors of [28] propose 
to use the ANN to forecast the density of Ti-5Al-5 V-5Mo-
3Cr components. To enhance the ML method, it is advised 
in [30] to investigate the effect of voxel mesh size on the 
prediction outcomes spanning coarse to finer mesh. In the 
study [58], a CNN was proposed for estimating quantitative 
manufacturing metrics directly from component geometries 
based on voxels. When printing AM feedstocks, the authors 
of [56] planned to develop the usage of in-situ characteriza-
tion techniques. The computer vision software might also 
be enhanced to check whether the FRS being viewed corre-
sponds to the printing specifications provided by the toolpath 
creation programme. In [60], it is planned to expand the 
study to include more categories of thermoplastic materials 
to use an ANN to predict the yield curve. The study [42] 
aims to integrate the created model into a design process 
to determine the best printing setups for a specific compli-
cated structure. Future works will take into account more 
complicated TO scenarios. The authors of the source [68] 
worked on the optimization of the input parameters neces-
sary for the TO process using an ML technique. To modify 
TO findings based on geometrical restrictions originating 
from DfAM results, the authors of the paper [25] created a 
SIMP TO-DL technique employing a cGAN methodology. 
A thermal distortion module, a build time module to detect 
structures built using AM, and other complicated modules 
to evaluate a design mechanically and geometrically may all 
be included in the generation method soon hopefully to the 
training strategy that has been chosen.

This concise evaluation of the prospective future advance-
ments of the chosen contributions shows that there are still 
many technological gaps, considering AI’s strong potential 
in the AM application. To assist AM technology meet high 
manufacturing standards, researchers should concentrate on 
addressing open difficulties, expanding the training dataset, 
and developing more effective procedures. Table 5 lists the 
main paper analysed in the research, including details about 
the optimization topic addressed, the AI methodology fol-
lowed, the software platform used, and the engineering field 
where the study can be mainly applied.

4  Conclusions

This research aims to examine the current state of AI-based 
AM optimization. The focus of the work is on providing 
answers to questions Q1 and Q2 about potential future devel-
opments and new AI algorithm implementations in AM.

Out of the 321 original articles obtained from the scien-
tific database, 48 publications could be filtered thanks to 
the implementation of the SLR approach. The SLR enabled 
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Table 5  Summary of the papers analysed in this research

Reference Optimization topic AI methodology Software platform Engineering field

[9] Property prediction CNN Not specified Aerospace, health care
[41] Material optimization ANN MATLAB, Cura, SolidWorks Not specified
[20] Property prediction ANN Not specified Not specified
[21] Property prediction ML Python, Scikit-learn Not specified
[42] Part orientation ML Not specified Biomedical
[22] Simulation optimization ANN Python, Tensorflow, Keras Not specified
[10] Process optimization CNN-LSTM OpenCV, Keras-Tensorflow Not specified
[31] Process optimization CNN Not specified Automotive industry
[23] Simulation optimization ML Python, Ansys, MATLAB Not specified
[24] Process optimization ANN Rhinoceros, MATLAB, ROBOGUIDE Aerospace
[32] Property prediction CNN Python, Tensorflow, Ansysis Not specified
[48] Process optimization ML ASCENDS Not specified
[16] Topology optimization GANN Python Not specified
[33] Property prediction CNN Not specified Not specified
[50] Property prediction ML, ANN Not specified Not specified
[34] Topology optimization GANN Not specified Not specified
[52] Design optimization CNN Not specified Biomedical
[35] Defect detention ML Python Not specified
[43] In-process monitoring CNN Python, Tensorflow, Keras, PyTorch Not specified
[53] Topology optimization ML (GPSR) Bingo + Plato Aerospace
[36] Process optimization ML Not specified Not specified
[44] Process optimization ANN Not specified Not specified
[45] Process optimization ML Not specified Not specified
[17] Process optimization ML Not specified Not specified
[37] Topology optimization ML Phyton, Comsol Not specified
[11] Process optimization ANN Python, Tensorflow Not specified
[18] Process optimization ML Not specified Not specified
[12] Process optimization CNN, ML Python, Scikit-learn, MATLAB Not specified
[13] Process optimization CNN Not specified Not specified
[38] Process optimization ANN Not specified not specified
[39] Process optimization ANN Not specified Not specified
[54] Process optimization ML MATLAB, R Not specified
[25] Process optimization ML MATLAB Automotive
[19] Process optimization ANN Python, Tensorflow Aerospace, automotive, 

biomedical, health 
care

[14] Material optimization CNN, ML Python, PyTorch, Fast.Ai Not specified
[55] Design optimization ML Scikit-learn Not specified
[56] Process optimization ML Not specified Aerospace
[15] Material optimization CNN Python, Tensorflow, Keras, Scikit-learn Not specified
[26] Simulation optimization ANN MATLAB Not specified
[27] Simulation optimization ANN Not specified Not specified
[28] Design optimization CNN Keras Biomedical
[51] Simulation optimization SVM not specified Aerospace
[40] Simulation optimization CNN ython, PyTorch Not specified
[46] Process optimization ML Not specified Not specified
[47] Design optimization ML Python, Scikit-learn, Azure Not specified
[29] Process Optimization CNN, ML Pyhton, Scikit-learn, Tensorflow, Keras Not specified
[30] Property prediction ANN, ML, CV MATLAB Aerospace, Biomedical
[48] Defect detention CNN Not specified Not specified
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filter, gathering, and evaluating contributions using analyti-
cally exact methods. The following is an in-depth analysis 
of 48 papers categorised according to quality standards. The 
contributions have also been separated into several catego-
ries for further research.

The relevance that ML and DL models make to AM was 
underlined in this SRL review. The vast number of papers on 
this subject also corroborate this. According to the literature 
research, the ideal parameters for AM technologies must 
be selected by knowledgeable operators to produce compo-
nents with the highest quality. However, this process may be 
time-consuming, laborious, and highly dependent on human 
interaction. Additionally, simulating such processes requires 
extensive computational resources. These factors make ML 
and DL algorithms capable of supporting AM effectively, as 
shown by the 48 publications examined in this study.

It is challenging to gather all the data required to prop-
erly train AI models, which is one of the key drawbacks of 
existing AI. This is seen to be the fundamental barrier to 
the development of such algorithms. In many research, the 
lack of data is replaced by simulating the processes and then 
using the data from that. However, this raises the danger that 
the algorithms may not be able to interact with real-world 
situations appropriately. We propose developing a platform 
where companies and the academic community might share 
relevant and practical data to address the data shortage. This 
will help the development of ML and DL models to improve 
the AM processes, boosting this technology’s ability to take 
root in the manufacturing industry.
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