
1.  Introduction
Soil evaporation in dry conditions is a complex process that is difficult to quantify (Brutsaert, 2014a, 2014b; 
Vanderborght et al., 2017). Dry environmental conditions happen any time, when there is a prolonged period with-
out precipitation, resulting in soil moisture being progressively depleted by plant transpiration and soil evapora-
tion. Droughts or dry spells occur in every climate during specific periods of a year (dry season), but are the norm 
in arid and semi-arid areas, which are often referred as water limited environments (Parsons & Abrahams, 1994). 
Long-term droughts happen also in other climates (subtropical, Mediterranean) and their frequency is increas-
ing due to climate change (Mukherjee et al., 2018; Schlaepfer et al., 2017; Xu et al., 2019). They deplete water 
resources, but also negatively affect agricultural productivity. Therefore, understanding of evaporation processes 
and their quantification in dry conditions is especially important for water management and agriculture practices.

A characteristic feature of prolonged dry conditions is the formation of a dry soil layer (DSL, Figure 1), in which 
water is transported as vapor to the soil surface (Balugani et al., 2017; Brutsaert, 2014a, 2014b; Or et al., 2013). 
The formation of a DSL is due to the drying of a bare soil from the surface downward, or by the transpiration of 
grasses, typically at the start of the dry period; grass could then wither and be eliminated by fire, wind, grazing 
animals, or by humans, leaving behind a bare soil with a DSL. Thus, the formation of bare soil with DSL can 
occur on bare soil, pasture, or in the open soil areas between trees in open woodlands.

A schematization of the shallow water table evaporation process during a drought for a bare soil, is presented in 
Figure 1; under these conditions, total evaporation (𝐴𝐴 𝐴𝐴 ) is assumed equal to groundwater evaporation (𝐴𝐴 𝐴𝐴𝑔𝑔 ). At the 
beginning of a drought, when DSL is not yet present, the 𝐴𝐴 𝐴𝐴𝑔𝑔 process starts from the saturated zone, that is, from 
the drying front (Lehmann et al., 2008; Shokri & Or, 2011), above which the transport of water first takes place 
as upward liquid flow through the capillary zone, driven by capillary pressure and evaporated at the vaporization 
plane, which at that stage, is at the ground surface. With the ongoing evaporation process, the drying front moves 
downward and the liquid phase distribution above the receding drying front can be approximated by hydrostatic 
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saturation distribution such as above a water table where the medium remains saturated to a height equal to the 
capillary fringe (Shokri et al., 2008). When the drying front reaches a certain depth, equal to a critical length 
(𝐴𝐴 𝐴𝐴𝑐𝑐 ), at which capillary forces are too small to sustain hydraulic continuity, a layer with no hydraulic connection 
with the soil surface, that is, the DSL, develops. In the DSL, water in the vapor form, moves upward from the top 
of the capillary-driven zone called “vaporization plane” (Or et al., 2013) to the ground surface. Continuation of 
the evaporation process, results in the movement of the vaporization plane downward in the soil profile, leaving 
behind a DSL.

The formation of DSLs in bare soils has been observed in laboratory and field conditions. Laboratory experi-
ments usually considered small soil columns (10–30 cm long, a few centimeters in diameter), initially saturated 
conditions, and stable evaporative conditions (Lehmann et al., 2008; Lehmann & Or, 2009; Or et al., 2013; Shokri 
& Salvucci, 2011). Few field lysimeter experiments considered long columns (1–2 m long, ∼1 m in diameter), 
initial conditions depending on the weather (with soil surface that may be covered by grass), and evaporation 
conditions determined by the weather (Assouline et al., 2013; Dijkema et al., 2017; Ma et al., 2019). The DSL 
thickness (𝐴𝐴 𝐴𝐴DSL ) observed in laboratory conditions were in the order of ∼3–14 mm (Or et al., 2013), while in field 
conditions, ∼5–50 cm (Balugani et al., 2018; Wang, 2015).

Whereas it seems accepted that water is transported through the DSL as vapor, the main transport mechanism 
through the DSL is not clear yet (Brutsaert, 2014a, 2014b; Vanderborght et al., 2017), as different studies suggest 
different governing processes. Laboratory experiments conducted on small soil columns (Or et al., 2013) suggest 
that the water vapor transport in the DSL can be explained by Fick diffusion only (from hereafter referred as 
diffusion). As such, most hydrological soil models, for example, Hydrus1D (Simunek et al., 2008), implement 
diffusion as the only transport process of vapor in the DSL. Lysimeter experiments, however, often measure 
evaporation rates larger than those predicted by independently parameterized diffusion, when a DSL is present; 
this has been attributed to the temporally varying environmental conditions mainly affecting advective water 
fluxes, for example, due to: wind speed (Davarzani et al., 2014; Farrell et al., 1966; Fetzer et al., 2017; Scotter 
& Raats, 1969), thermal gradients (Saito et al., 2006; Zeng et al., 2007), daily cycles of condensation and evap-
oration of soil moisture at the vaporization plane, changing 𝐴𝐴 𝐴𝐴DSL (Assouline et al., 2013; Deol et al., 2014), the 
effect of atmospheric pressure fluctuations (Balugani et al., 2021), the controversial enhanced vapor transport 
mechanism (Philip & de Vries, 1957; Webb & Ho, 1998), heterogeneous soil conditions leading to preferential 
evaporative fluxes (Or et al., 2013; Vanderborght et al., 2014), and natural convection in sloping dry soils (Rose 
& Guo,  1995). Since consensus has not been reached yet, in practice-oriented applications, the effect of the 
DSL on the evaporation process is often either neglected or parameterized as a “resistance term” (Vanderborght 
et al., 2017), with the underlying assumption that the forcing factors for evaporation are the same with or without 
a DSL.

The two main limitations to understanding the forcing factors of evaporation in a soil with a DSL are due to: (a) 
a mismatch between the conditions studied in the laboratory and in the field; and (b) the large amount of possi-
ble forcing factors in the field conditions. In order to address the (a) limitation, Balugani et al. (2021) devised a 
laboratory controlled lysimeter experiment, intending to repeat the same lysimeter setup in the field (the latter, 
presented hereafter). The laboratory experiment used large lysimeters (1 and 2 m long, ∼30 cm diameter) to deter-
mine the relevance of possible evaporative transport processes through a DSL with a thickness 𝐴𝐴 𝐴𝐴DSL  > 50 cm. In 
that experiment, Balugani et al. (2021) found that the evaporation by vapor flow through DSL was substantially 
larger than predicted by diffusion alone and that the main driving force of that process was atmospheric pressure 
fluctuation. In order to address limitation (b), the methodology of this study follows CO2 soil flux studies, where 
the relevance of different gas phase transport processes is evaluated using the correlation between the meas-
ured CO2 soil flux and the measured environmental forcing factors (Bowling et al., 2015; Roland et al., 2015; 
Sánchez-Cañete et al., 2013). To our knowledge, such an approach has not been used in soil DSL evaporation 
studies yet.

In this study, the laboratory lysimeter experimental setup used in Balugani et al.  (2021) was replicated and 
tested in a semi-arid field study area, to measure vapor flow soil DSL evaporation. Then, the correlations of 
environmental forcing factors with the observed evaporation rates were analyzed applying a method based 
on CO2 soil flux studies. Additionally, a nearby soil profile was also monitored to compare the lysimeter 
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conditions with the actual soil conditions at the site. The scientific ques-
tions this study aimed to address were as follows:

•	 �Is it possible to measure evaporation rates through a thick DSL, using the 
laboratory-tested lysimeter setup in the field conditions?

•	 �Which forcing factors of vapor transport are able to explain the observed 
evaporation in a soil with a DSL in field conditions?

•	 �How does an evaporation model derived using the forcing factors iden-
tified in this study, compare with an evaporation model that assumes 
liquid water flow and water vapor diffusion as the most relevant forcing 
factors, for example, the Hydrus1D model?

2.  Materials and Methods
2.1.  Field Measurements

The lysimeter experiment (2012–2015) was setup in the Trabadillo site 
in the Sardon Catchment, Spain (Figure  2a; latitude: 41.1172°, longitude: 
−6.1471°), an area characterized by semi-arid climate and already well 
equipped and studied by the authors (Balugani et  al.,  2017,  2018; Daoud 
et  al.,  2022; Francés et  al.,  2015; Hassan et  al.,  2014; Lubczynski & 
Gurwin, 2005; Reyes-Acosta & Lubczynski, 2014). Grass covers the soil only 
approximately 3 months a year in spring, then, during the dry season (starting 
in May-June), becomes dormant and is grazed by animals, leaving the soil 
bare. The mean yearly precipitation is ∼600 mm yr −1, with driest and wettest 
years ∼300 and ∼900 mm yr −1 respectively (Daoud et al., 2022). Most of 
the rain events are concentrated in spring (March–May) and fall (October–
December), with no or very little rain in the period between mid-May and 
September (dry season). Winters are cold and humid, with relative humid-
ity (𝐴𝐴 RH ) often at 100%, mean air temperature (𝐴𝐴 𝐴𝐴𝑎𝑎 ) ∼5°C, frequent but mild 
precipitation (𝐴𝐴 𝐴𝐴   < 100 mm month −1) and average wind speed (𝐴𝐴 𝐴𝐴 ) ∼2 m s −1. 
The summers are warm and dry, with 𝐴𝐴 RH decreasing to 20% during a day, a 
mean 𝐴𝐴 𝐴𝐴𝑎𝑎 ∼20°C, rare rainfall showers (𝐴𝐴 𝐴𝐴   < 20 mm month −1), maximum net 
short wave radiation 𝐴𝐴 𝐴𝐴𝑛𝑛 ∼ 75 Mj m −2 days −1, and 𝐴𝐴 𝐴𝐴 ∼1.5 m s −1.

The lysimeter was installed in the field (Figure 2a) in May 2012 with the same setup as the earlier laboratory 
experiment by Balugani et al. (2021). The field lysimeter consisted of a PVC column of 1 m height and a diameter 
of 0.28 m, wrapped in glass wool to insulate its walls from heat loss and connected with a 2 L Mariotte bottle at 

Figure 1.  Schematics of a soil with a dry soil layer (DSL) as observed in 
laboratory experiments with a shallow water table under hydrostatic conditions 
(modified after Shokri & Salvucci, 2011). The meaning of numerators is as 
follow: 1) saturated zone; 2) capillary driven zone; 3) DSL; 4) critical length 
(Lc) at which capillary forces become too small to sustain hydraulic continuity 
(Or et al., 2013); 5) drying front; 6) water table level.

Figure 2.  Monitoring setup: (a) Trabadillo study site (A - in situ soil monitoring profile; B - piezometers; C - lysimeter; 
D - weather station); (b) schema of the lysimeter column (E - depth markers of matric potential and temperature sensors; 
F - Mariotte bottle; G - lysimeter weighing device; H - Mariotte bottle weighing device; I - water table inside the column); 
(c) schema of the in situ soil monitoring profile (L - infrared radiometer; M - POT matric potential sensor; N - MPS1 matric 
potential sensor; and O - HydraProbe soil moisture and temperature sensor).
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the bottom, to keep a fixed water table depth at 80 cm below the top of the lysimeter column. The Mariotte bottle 
was positioned at the top of the lysimeter base, so that the lysimeter weight included the weight of the Mariotte 
bottle. The lysimeter was filled to the top of the column, with the same material as in the earlier laboratory exper-
iment, that is, well-sorted, oven-dried sand of 0.10–0.25 mm particle size, added with 1 cm layers at a time and 
carefully packed to avoid introducing heterogeneity in the porous medium. The final porosity of the sand was 
0.40. The lysimeter was closed at the bottom and open at the top to allow evaporation but closed at the bottom.

The lysimeter was equipped with six matric potential (𝐴𝐴 Ψ𝐿𝐿𝐿depth ) and temperature (𝐴𝐴 𝐴𝐴𝐿𝐿𝐿depth ) MPS1 sensors (Deca-
gon, USA) installed as shown in Figure 2b. The weight of the Mariotte bottle, representing the amount of water 
entering or leaving the lower boundary of the soil column, was measured every 5 min, using a load cell (SM100, 
Interface, USA) installed in a device with accuracy 0.01 g (10 −4 mm of water evaporated in the column). The 
accuracy of the lysimeter (∼300 kg), designed and constructed at the laboratory of the University of Twente (The 
Netherlands), was 30 g, corresponding to 0.03 L of water, or ∼0.5 mm of the lysimeter column.

The connection between the Mariotte bottle and the column bottom was tested by keeping it closed for 3 days to 
ensure the lack of leakages, then it was opened on 7 May 2012 while keeping the column top closed, allowing the 
water table to rise and stabilize at 20 cm above the column bottom, until the water flow from the Mariotte bottle to 
the dry soil column stopped. Then, on 13 May 2012, the lysimeter was left to equilibrate with atmospheric condi-
tions for 9 days; during these 9 days the system was also checked for possible leakages. The fully automatized 
and protected experiment started on 22 May 2012 and was left in the field unattended (but monitored from the 
Netherlands); the data was collected on 10 September 2012 and it was found that the 2 L Mariotte bottle drained 
after only 19 days of experiment, much faster than expected.

The Mariotte bottle was not filled again with water in order to observe the natural replenishment from precipi-
tation and then study the natural formation of a DSL under field evaporative conditions. So, the Mariotte bottle 
remained empty until the first rains in October 2012, when the precipitation events infiltrated in the lysimeter 
column and refilled the Mariotte bottle. In the dry July 2015 during lysimeter maintenance, the column was still 
saturated up to 78 cm above the column bottom (i.e., 22 cm depth below the column top), with the Mariotte bottle 
completely filled with water due to flooding of the column in the previous, medium-wet years 2013 and 2014 
when DSL was not developed. During the maintenance in July 2015, the first 22 cm of the column soil, down to 
the water table, were removed for cleaning, which also allowed the observation of a 12 cm thick DSL, and a 10 cm 
Lc. Afterward, the soil material was placed back in the column, exactly as positioned before, and the experiment 
was continued. The amount of water in the column was not affected by the maintenance, hence the column was 
still saturated up to 78 cm when the experiment was started again. The lysimeter experiment was terminated in 
September 2015.

When the water table height (78 cm) in the column was higher than the water table height fixed in the Mariotte 
bottle at 20 cm depth above the lysimeter bottom, the Mariotte bottle could not be used to record 𝐴𝐴 𝐴𝐴𝑔𝑔 because 
the Mariotte bottle remained full of water. Therefore, the only measurements of evaporation (𝐴𝐴 𝐴𝐴 ) available after 
2012 were those from the total lysimeter weight. The comparison between 2012 Mariotte bottle weight and 2015 
lysimeter weight measurements, however, was still possible, since both weight measurements were done during 
dry periods, when DSLs were developed as in Figure 1 (𝐴𝐴 𝐴𝐴 ≈ 𝐸𝐸𝑔𝑔 ). The small water input from the rare rain events 
did not infiltrate more than few centimeters (no increase in the matric potential at 5 cm depth) and evaporated 
quickly, with negligible effects on the lysimeter weight.

The in situ soil in the study area is spatially homogeneous, with a texture between sandy-loam and loamy-sand, 
similar to the sand filling the lysimeter, but less well-sorted (Francés et al., 2014). The in situ soil monitoring 
profile was equipped with four soil moisture and temperature sensors (HydraProbe, Stevens, USA, at 25, 50, 75, 
and 100 cm b.g.s.), two matric potential sensors (Decagon MPS1 sensors at 25 and 75 cm b.g.s.) and another, 
more accurate matric potential sensor (POT, Bakker et  al.,  2007; range 0–1.5  MPa, at 15  cm  b.g.s.), with a 
sampling time of 30 min. The MPS1 devices in the in situ soil profile and in the lysimeter, did not work properly 
between May 2012 and June 2013.

The following depth-dependent variables were measured: soil moisture (𝐴𝐴 𝐴𝐴𝑠𝑠𝑠depth ), soil temperature (𝐴𝐴 𝐴𝐴𝑠𝑠𝑠depth ) and 
matric potential (𝐴𝐴 Ψ𝑠𝑠𝑠depth ). Besides, a temperature radiometer measured the temperature of the soil surface every 
5 min (same value for both lysimeter and in situ soil, 𝐴𝐴 𝐴𝐴0 ). The weather station provided also hourly data of relative 
humidity 𝐴𝐴 (RH ), air temperature (𝐴𝐴 𝐴𝐴𝑎𝑎) , net short-wave radiation (𝐴𝐴 𝐴𝐴𝑛𝑛 ), wind speed (𝐴𝐴 𝐴𝐴 ), atmospheric pressure (𝐴𝐴 𝐴𝐴atm ), 
rainfall 𝐴𝐴 (𝑃𝑃  ), and water table depth (𝐴𝐴 𝐴𝐴WT ) from a nearby piezometer.
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2.2.  Analysis of Evaporation Forcing Factors of a Soil With a DSL

To analyze which forcing factors were able to explain the evaporation measured by the field lysimeter in 2012 and 
in 2015, the same procedure as used in CO2 soil flux studies (e.g., Maier et al., 2010; Sánchez-Cañete et al., 2013) 
was used. First, all data was normalized to make them comparable, and high and low pass filtering were used to 
identify daily trends and long-term trends. Second, various hypotheses of possible mechanisms for water vapor 
transport through a DSL were tested. Third, a multivariate regression analysis was carried out for all possible 
forcing factors to identify the best model to explain the evaporation rates measured by the field lysimeter.

All weather forcing factors showed extreme variations in both mean and variances, as well as daily, synoptic 
(∼7 days), and yearly variability. Therefore, all measurements were normalized and standardized as:

𝑋𝑋𝑁𝑁 =

(

𝑋𝑋 −𝑋𝑋

)

𝜎𝜎

� (1)

where 𝐴𝐴 𝐴𝐴𝑁𝑁 is the standardized variable, 𝐴𝐴 𝐴𝐴 the variable measurement, 𝐴𝐴 𝑋𝑋 the average of the variable over the period 
considered, 𝐴𝐴 𝐴𝐴 is the standard deviation of the variable in the same period. Then, to study the correlations only at 
certain time scales, high and low pass filters were applied. A high pass filter extracts from a variable time series 
only the variations with period occurring below a certain time scale, so for example, a daily high pass filter, filters 
out the overall trend and all variations with the period longer than a day. A low pass filter does the opposite. The 
high pass filter used, was that proposed by Wilks (2006) for meteorological variables:

𝑋𝑋𝑖𝑖 =

(

𝑋𝑋 −𝑋𝑋𝑖𝑖

)

𝜎𝜎𝑖𝑖

� (2)

where 𝐴𝐴 𝐴𝐴𝑖𝑖 is the high pass filtered, standardized value for a time window of width 𝐴𝐴 𝐴𝐴  , 𝐴𝐴 𝑋𝑋𝑖𝑖 the running mean of 
𝐴𝐴 𝐴𝐴𝑖𝑖 , and 𝐴𝐴 𝐴𝐴𝑖𝑖 the standard deviation in the same time window 𝐴𝐴 𝐴𝐴  , which determines the time scale filtered; the 
𝐴𝐴 𝐴𝐴  -values considered in this study were 𝐴𝐴 𝐴𝐴   = 0.5 days for daily and 𝐴𝐴 𝐴𝐴   = 3 days for synoptic time scales, following 

Sánchez-Cañete et al. (2013). The low pass filter used was the running mean itself; to be consistent with Equa-
tion 2 it was formulated as:

=

𝑋𝑋𝑖𝑖=

(

𝑋𝑋𝑖𝑖 −𝑋𝑋

)

𝜎𝜎

� (3)

To test various hypotheses of possible mechanisms of water vapor transport through a DSL, the correlation 
between the evaporation measured and the evaporation estimated by those mechanisms was studied for weather 
and lysimeter measurements. The possible mechanisms driving vapor fluxes considered in this study are: (a) 
isothermal liquid water flow (Equation 4); (b) diffusion (Equation 5); (c) soil temperature profile fluctuations 
(Equations 6 and 7); (d) wind speed (Equation 8); (e) daily cycles of condensation and evaporation of soil mois-
ture in the DSL (Equation 9); and (f) atmospheric pressure fluctuation (Equation 10). Both Pearson and Spearman 
correlation coefficients were examined, to account for linear and nonlinear correlations. The corresponding equa-
tions used to calculate the evaporation rates predicted by each of these possible mechanisms are, respectively, as 
follows (see Supporting Information S1; Kuang et al., 2013):

𝐸𝐸 = 𝑓𝑓 (𝐸𝐸𝑝𝑝)� (4)

𝐸𝐸 = 𝑓𝑓 (𝑝𝑝𝑤𝑤)� (5)

Δ𝑡𝑡𝐸𝐸 = 𝑓𝑓
(

Δ𝑡𝑡

(

𝑇𝑇vap − 𝑇𝑇0

))

� (6)

Δ𝑡𝑡𝐸𝐸 = 𝑓𝑓
(

Δ𝑡𝑡

(

𝑇𝑇vap − 𝑇𝑇0 − 𝑇𝑇𝑎𝑎

))

� (7)

𝐸𝐸 = 𝑓𝑓 (𝑢𝑢)� (8)

𝐸𝐸 = 𝑓𝑓
(

𝑝𝑝𝑤𝑤, 𝑢𝑢
)

� (9)

𝐸𝐸 = 𝑓𝑓 (|Δ𝑡𝑡𝑝𝑝atm|)� (10)
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where 𝐴𝐴 𝐴𝐴 is the evaporation rates measured by the lysimeter, 𝐴𝐴 𝐴𝐴𝑝𝑝 the potential evaporation calculated using 
Penman-Monteith (Monteith,  1980), 𝐴𝐴 Δ𝑡𝑡 indicates the time differential of a variable, 𝐴𝐴 𝐴𝐴vap is the lysimeter and 
in situ soil temperature at vaporization plane, 𝐴𝐴 𝑢𝑢 is the daily average wind speed, and 𝐴𝐴 𝐴𝐴𝑤𝑤 is the vapor pressure, 
calculated as:

𝑝𝑝𝑤𝑤 = 𝑝𝑝sat RH� (11)

where the saturated vapor pressure 𝐴𝐴 𝐴𝐴sat was calculated using Buck equation (Buck, 1981) as:

𝑝𝑝sat = 0.61121 exp

(

(

18.678 −
𝑇𝑇𝑎𝑎

234.5

)

(

𝑇𝑇𝑎𝑎

257.14 + 𝑇𝑇𝑎𝑎

))

� (12)

To fit a model to the 𝐴𝐴 𝐴𝐴 rates, multivariate regression analysis was conducted on all possible combinations of 
explanatory variables. The explanatory variables were ranked depending on their Pearson and Spearman correla-
tion with 𝐴𝐴 𝐴𝐴 . The correlations and the regressions between the forcing factors and evaporation rates were calculated 
for the standardized forcing factors, for the filtered and standardized forcing factors, and for the time differentials 
of forcing factors, since the driver of the vapor transport could be the time derivative of the forcing factor instead 
of the magnitude of the forcing factor itself. Finally, the obtained multiple linear models were evaluated using the 
Nash-Sutcliffe efficiency coefficient (𝐴𝐴 NSE ), defined as:

NSE = 1 −

∑𝑛𝑛

𝑡𝑡=1

(

𝑋𝑋
𝑡𝑡

0

−𝑋𝑋
𝑡𝑡

𝑚𝑚

)

2

∑𝑛𝑛

𝑡𝑡=1

(

𝑋𝑋
𝑡𝑡

0

−𝑋𝑋0

)

2� (13)

where 𝐴𝐴 𝐴𝐴
𝑡𝑡

0

 and 𝐴𝐴 𝐴𝐴
𝑡𝑡

𝑚𝑚 are the observed and modeled values at time 𝐴𝐴 𝐴𝐴  , respectively; 𝐴𝐴 𝑋𝑋0 is the mean of the observed 
values; and 𝐴𝐴 𝐴𝐴 is the number of samples. The 𝐴𝐴 NSE can vary from 𝐴𝐴 −∞ to 1, with 1 indicating a perfect match, 0 
that the model predictions are not better than the mean, and negatives that the observed mean is a better predic-
tor than the model (Du et al., 2018). Another way to evaluate the quality of a statistical model is to adjust the 
coefficient of determination 𝐴𝐴 𝐴𝐴

2 by the number of explanatory variables used in the predictive model (Yin & 
Fan, 2001):

𝑅𝑅
2

= 1 −

(

1 −𝑅𝑅
2

) 𝑛𝑛 − 1

𝑛𝑛 − 𝑝𝑝 − 1

� (14)

where 𝐴𝐴 𝐴𝐴 is the number of explanatory variables and n is sample size; the 𝐴𝐴 𝑅𝑅
2

 can vary between 0 and 1, with 0 
indicating no fit between the model and the observations, and 1 a perfect fit.

2.3.  Simulation of the Lysimeter and In Situ Soil Evaporation With Hydrus1D

The Hydrus1D model (version 4.xx) accounting for coupled flow of heat, isothermal and thermal liquid water 
flow, and water vapor flow by diffusion (Saito et al., 2006), was used to estimate the evaporation rates from both, 
the lysimeter experiment and the in situ soil profile. The model input consisted of: (a) the environmental variables 
measured in the weather station as upper boundary conditions; (b) the soil parameters determined for laboratory 
lysimeter soil experiment (Balugani et al., 2021) and for the in situ soil (Balugani et al., 2017); (c) the measured 
in situ and lysimeter soil matric potentials and soil temperatures, for the initial conditions and for calibration 
purposes. The lower boundary conditions were set as: constant head boundary for the lysimeter in 2012, when the 
Mariotte bottle was working; no-flux boundary for the lysimeter in 2015, when the Mariotte bottle was flooded 
and acted as a closed bottom boundary; prescribed groundwater table depth for the in situ soil profile, measured 
hourly in a piezometer close to the in situ soil profile.

Finally, the evaporation rates estimated by Hydrus1D for the lysimeter where compared with the evaporation rates 
experimentally measured. Moreover, the resulting soil matric potential simulated by Hydrus1D was compared 
with lysimeter and in situ soil matric potential measurements, to test if Hydrus1D was able to simulate the 
formation of a DSL. The evaporation estimates obtained with the multivariate regression model (explained in 
Section 2.2) were also tested against the estimates from Hydrus1D for both, the lysimeter and in situ soil in 2012 
and in 2015.
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3.  Results
3.1.  Field Measurements

Figure 3 presents 19 days of dry season measurements (23 May to 11 June 2012) recorded by the weather station, 
the in situ soil profile and the lysimeter, at the start of the experiment, but after stabilization and testing of the 
setup. The hydrological year 2012 (1 October 2011 to 30 September 2012) was very dry with annual rainfall of 
only 312 mm. The 19-day analyzed were characterized by mostly clear sky with 𝐴𝐴 𝐴𝐴𝑛𝑛 reaching 70 Mj m −2 days −1, 𝐴𝐴 𝐴𝐴 
showing a daily pattern with no or very slow wind during the night and maximum speed (reaching 5 m s −1) during 
the day (Figure 3a), large diurnal 𝐴𝐴 𝐴𝐴𝑎𝑎 and 𝐴𝐴 RH changes in order of 22°C and 75%, respectively (Figure 3b), no rain 
events and 𝐴𝐴 𝐴𝐴atm fluctuating between 94 and 95 KPa (Figure 3c). The in situ soil was drying up at the beginning 
of the experiment, and after 3 weeks the sensors at 25 and 50 cm depth showed dry soil (Figure 3d). The ampli-
tude of diurnal soil temperature variations at the ground surface was larger (>30°C), but decreased rapidly with 
depth from ∼5°C at 25 cm to <1°C at 50 cm depth (Figure 3e). The lysimeter soil temperature (𝐴𝐴 𝐴𝐴𝐿𝐿𝐿depth) showed 

Figure 3.  The data set of the dry season 2012 (23 May to 11 June): (a) wind speed (𝐴𝐴 𝐴𝐴 ) and net short wave radiation (𝐴𝐴 𝐴𝐴𝑛𝑛 ); (b) relative humidity (𝐴𝐴 RH ) and air temperature 
(𝐴𝐴 𝐴𝐴𝑎𝑎 ); (c) atmospheric pressure (𝐴𝐴 𝐴𝐴atm ) and precipitation (𝐴𝐴 𝐴𝐴  ); (d) in situ soil moisture (𝐴𝐴 𝐴𝐴𝑠𝑠𝑠depth ); (e) in situ soil temperature (𝐴𝐴 𝐴𝐴𝑠𝑠, depth ); (f) lysimeter soil temperature 

𝐴𝐴
(

𝑇𝑇𝐿𝐿𝐿depth ); (g) cumulative column groundwater evaporation (𝐴𝐴 𝐴𝐴𝑔𝑔 ) measured by the Lysimeter weighing system and the Mariotte bottle.
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larger daily fluctuations at 25 cm depth than the in situ soil temperature (𝐴𝐴 𝐴𝐴𝑠𝑠𝑠depth ; Figures 3e and 3f). The in situ 
POT sensor reached its minimum matric potential value (−1.5 MPa, wilting point) on 26 May 2012, confirm-
ing the formation of an in situ DSL at least 22 cm thick. In contrast, the lysimeter soil was oven-dry at the start 
of the experiment (𝐴𝐴 𝐴𝐴DSL  = 𝐴𝐴 𝐴𝐴WT – Lc = 70 cm, with 𝐴𝐴 𝐴𝐴WT the depth of the water table from the soil surface, and 
Lc = 10 cm as determined in Balugani et al., 2021; Clements & Wilkening, 1974) so the Mariotte bottle was 
discharging 𝐴𝐴 𝐴𝐴 = 𝐸𝐸𝑔𝑔 already from the beginning of the experiment, with average rate of 1.25 mm days −1 (as meas-
ured during the period 23 May to 11 June 2012; Figure 3g).

The years 2013 and 2014 were medium-wet, with yearly rainfalls 631, 682 mm respectively. The Mariotte bottle 
was filled with water by rain in November 2012 and remained full of water till the end of the experiment in 2015; 
therefore, due to the high water table in the lysimeter, it did not provide any meaningful data on evaporation. 
In the lysimeter, some drying was recorded only by the 5 cm deep matric potential sensor, and only during the 
summers of 2013 and 2014, showing that the soil reached field capacity, but no DSL was observed. In contrast, 
the in situ soil profile dried up every summer, with the 15 cm deep POT showing wilting point values in all 
years (2013–2015), and the 25 cm deep MPS1 sensor in the in situ soil profile reaching their minimum value 
(−500 kPa) at the beginning of June in years 2014 and 2015.

Figure 4 presents 19 days of dry season measurements (9–28 August 2015) recorded by the weather station, the 
in situ soil profile and the lysimeter, to be comparable with the measurements shown in Figure 3; both periods 
were representative of typical dry condition with similarly large vapor pressure deficit (large 𝐴𝐴 𝐴𝐴𝑝𝑝 ) despite Figure 3 
presenting the start of dry season and Figure 4 the end of dry season. The hydrological year 2015 was dry, with 
yearly rainfall of 322 mm; precipitation events stopped at the beginning of May, and the in situ profile and the 
lysimeter column soil moisture contents started to decrease. The 19-day analyzed were characterized by some 
cloud cover, with 𝐴𝐴 𝐴𝐴𝑛𝑛 reaching 70 Mj m −2 days −1 (Figure 4a), 𝐴𝐴 𝐴𝐴 showing a behavior similar to that of May–June 
2012 (Figure 4a), large diurnal 𝐴𝐴 𝐴𝐴𝑎𝑎 and 𝐴𝐴 RH changes in order of 27°C and 75%, respectively, with the 𝐴𝐴 RH values 
lower than those recorded in 2012 (Figure 4b), two small rain events of 2 and 1 mm, and 𝐴𝐴 𝐴𝐴atm fluctuating between 
93 and 94 KPa (Figure 4c). The in situ soil was already dry down to 75 cm depth at the beginning of the exper-
iment, with the sensor at 100  cm depth showing ongoing drying (Figure  4d). The amplitude of diurnal soil 
temperature variations at the ground surface exceeding 40°C (Figure 4e) was even larger than in May–June 2012 
(Figure 3e). During the spring 2015, the matric potential sensors in the lysimeter, at depths 5, 10, and 15 cm, 
showed continuous drying (not presented) down to maximum measurable dryness in the summer as seen in 
Figure 4f (sensors at 5 and 10 cm depth, i.e., within the DSL = 12 cm are not shown because highly negative), 
while in the lower lysimeter profile the sensors showed saturated soil conditions. The 2015 lysimeter evaporation 
measurements, showed weight changes similar to those recorded in the summer 2012, but with much thinner DSL 
(12 cm in 2015 while 70 cm in 2012; Figure 4g). The average evaporation rate measured between 9 and 28 August 
2015 by the lysimeter weighing system was 1.05 mm days −1, with measurement sensitivity lower than in 2012, 
implying, that the main evaporation trend was detected, but the daily fluctuations in weight were not observed. 
The measurements taken in the periods shown in Figures 3 and 4 have been used to calibrate (2012) and validate 
(2015) the statistical models presented in Sections 3.2.

3.2.  Analysis of Forcing Factors for Evaporation From a Soil With a DSL

All the correlation tests between lysimeter measured 𝐴𝐴 𝐴𝐴𝑔𝑔 rates and evaporation estimated using Equations 4–10 
were carried out for the 19-day period (23 May to 11 June 2012), as presented in Figure 3. All the correlation 
coefficients were very low, and the resulting models had NSE <0.16 for all processes. The average 𝐴𝐴 𝐴𝐴𝑝𝑝 was 
∼7.5 mm days −1; the evaporation predicted by diffusion alone, with a DSL 70 cm thick, was ∼0.05 mm days −1, 
the evaporation predicted by atmospheric pressure fluctuations was ∼0.2 mm days −1, so both much smaller than 
the observed mean of 𝐴𝐴 𝐴𝐴𝑔𝑔 ∼1.25 mm days −1.

The preliminary correlation study for the multivariate regression analysis for all possible combinations of explan-
atory variables, showed that the Pearson coefficient was larger than 0.5 for 𝐴𝐴 Δ𝑡𝑡𝑆𝑆𝑛𝑛𝑛0.5 and 𝐴𝐴 Δ𝑡𝑡𝑇𝑇𝑠𝑠𝑠0,0.5 correlations with 

𝐴𝐴 𝐴𝐴𝑔𝑔𝑔0.5 , while the Spearman coefficient was larger than 0.4 for 𝐴𝐴 Δ𝑡𝑡𝑇𝑇𝐿𝐿𝐿5,0.5 , 𝐴𝐴 Δ𝑡𝑡𝑇𝑇𝐿𝐿𝐿10,0.5 , and 𝐴𝐴 Δ𝑡𝑡𝑇𝑇𝐿𝐿𝐿15,0.5 correlations with 
𝐴𝐴 𝐴𝐴𝑔𝑔𝑔0.5 . The analysis carried out between the normalized explanatory variables and the evaporation rates showed no 

significant correlation improvement as compared to non-normalized variables. The measured evaporation rates 
show a distinct daily pattern, with minimum evaporation rates recurring regularly every 24 hr (Figure 5). The 

𝐴𝐴 𝐴𝐴𝑔𝑔𝑔0.5 shows very low values around 9:00 a.m. local time (sunrise). This is the time at which 𝐴𝐴 𝐴𝐴𝐿𝐿 profile changed 
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shape by temperature increase within the upper 10  cm of soil. Between 9:00 and 19:00, the 𝐴𝐴 𝐴𝐴𝑔𝑔𝑔0.5 remained 
approximately constant, showing a local minimum between 16:00 and 18:00, which corresponded to the moment 
when the lysimeter temperature profile changed shape again, but with smaller gradient than in the morning. The 

𝐴𝐴 𝐴𝐴𝑔𝑔𝑔0.5 reached another minimum at 22:00, which corresponded to the largest temperature difference between 
𝐴𝐴 𝐴𝐴𝑠𝑠𝑠0 and 𝐴𝐴 𝐴𝐴𝐿𝐿𝐿5 . Between 22:00 and 9:00, the 𝐴𝐴 𝐴𝐴𝑔𝑔𝑔0.5 rose gently (Figure 5a), and the lysimeter temperature profile 

remained stable with increasing temperature toward the deeper profile (Figure 5b).

The best multivariate regression model of both high and low pass filtered (daily) 𝐴𝐴 𝐴𝐴𝑔𝑔 was defined with 𝐴𝐴 𝐴𝐴𝑛𝑛 , 𝐴𝐴 𝐴𝐴𝑠𝑠𝑠0 and 
with the time differentials of 𝐴𝐴 𝐴𝐴𝐿𝐿𝐿depth as predictors:

𝐸𝐸𝐿𝐿 = 𝐴𝐴1𝑆𝑆𝑛𝑛 + 𝐴𝐴2Δ𝑡𝑡𝑇𝑇𝑠𝑠𝑠0 + 𝐴𝐴3Δ𝑡𝑡𝑇𝑇𝐿𝐿𝐿5 + 𝐴𝐴4Δ𝑡𝑡𝑇𝑇𝐿𝐿𝐿10 + 𝐴𝐴5Δ𝑡𝑡𝑇𝑇𝐿𝐿𝐿15 + 𝐴𝐴6Δ𝑡𝑡𝑇𝑇𝐿𝐿𝐿25 + 𝐴𝐴7� (15)

where 𝐴𝐴 𝐴𝐴1 , 𝐴𝐴 𝐴𝐴2 , 𝐴𝐴 𝐴𝐴3 , 𝐴𝐴 𝐴𝐴4 , 𝐴𝐴 𝐴𝐴5 , 𝐴𝐴 𝐴𝐴6 , and 𝐴𝐴 𝐴𝐴7 are empirical coefficients fitted on the 2012 data, all significantly different 
from 0 (−0.46, −0.74, 1.79, −1.79, 1.45, −0.5, −0.06, respectively, p-value <0.001), with 𝐴𝐴 𝐴𝐴𝑛𝑛 , 𝐴𝐴 𝐴𝐴𝑠𝑠𝑠0 and 𝐴𝐴 Δ𝑡𝑡𝑇𝑇𝐿𝐿𝐿5 

accounting for 96% of the variance explained by the model. The resulting “𝐴𝐴 𝐴𝐴𝐿𝐿 ” model (Figure 5) had 𝐴𝐴 𝑅𝑅
2

  = 0.15 
and 𝐴𝐴 NSE  = 0.52. The 𝐴𝐴 𝐴𝐴𝐿𝐿 model could not properly fit the very low 𝐴𝐴 𝐴𝐴𝑔𝑔𝑔0.5 values observed at ∼9:00 (Figure 5). 
The residuals of the model were normally distributed, but their correlogram revealed an autocorrelation for 

Figure 4.  The data set of the dry season 2015 (9–28 August 2015): (a) wind speed (𝐴𝐴 𝐴𝐴 ) and net short wave radiation (𝐴𝐴 𝐴𝐴𝑛𝑛 ); (b) relative humidity (𝐴𝐴 RH ) and air temperature 
(𝐴𝐴 𝐴𝐴𝑎𝑎 ); (c) atmospheric pressure (𝐴𝐴 𝐴𝐴atm ) and precipitation (𝐴𝐴 𝐴𝐴  ); (d) in situ soil moisture (𝐴𝐴 𝐴𝐴𝑠𝑠𝑠depth ); (e) in situ soil temperature (𝐴𝐴 𝐴𝐴𝑠𝑠 ); (f) lysimeter soil matric potential (𝐴𝐴 Ψ𝐿𝐿 ; 
sensors at depths 10 and 5 cm not shown because too negative); (g) lysimeter cumulative evaporation measurement.
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lags of 24 hr. This indicated that there were some other process(es) with a 
daily fluctuation, responsible for the daily variations of 𝐴𝐴 𝐴𝐴𝑔𝑔𝑔0.5 . However, the 
correlation analysis, did not indicate any other possible explanatory varia-
ble(s) than those tested. The fitting of the model to the low and high pass 

filter variables, yielded 𝐴𝐴 𝑅𝑅
2

  = 0.52 and 𝐴𝐴 NSE  = 0.52 for the low pass filtered 

variables, and adjusted 𝐴𝐴 𝑅𝑅
2

  = 0.32 and 𝐴𝐴 NSE  = 0.33 for the high pass filtered 

variables.

The 𝐴𝐴 𝐴𝐴𝐿𝐿 model (Equation 15) accounts only for the DSL water vapor transport 
process caused by changes in the soil temperatures; this does not exclude the 
possibility that other processes contributed to the total water vapor transport. 
Since the laboratory experiment in Balugani et al. (2021) showed the rele-
vance of the atmospheric pressure fluctuations, that effect was to be added to 
the 𝐴𝐴 𝐴𝐴𝐿𝐿 model. Balugani et al. (2021) calculated atmospheric pressure fluctu-
ation effects as:

𝐸𝐸 = 𝑓𝑓 (Δ𝑡𝑡𝑝𝑝atm) =

⎧

⎪

⎨

⎪

⎩

|𝑘𝑘
inverse

1

(Δ𝑡𝑡𝑝𝑝atm)| + 𝑘𝑘2,Δ𝑡𝑡𝑝𝑝atm < 0

|𝑘𝑘
direct

1

(Δ𝑡𝑡𝑝𝑝atm)| + 𝑘𝑘2,Δ𝑡𝑡𝑝𝑝atm ≥ 0

� (16)

where 𝐴𝐴 𝐴𝐴
inverse

1
 and 𝐴𝐴 𝐴𝐴

direct

1
 are empirical coefficients, while inverse and direct 

refer to the type of correlation between evaporation rate and atmospheric 
pressure fluctuations. Finally Equation 16 was combined with Equation 15 to 
obtain the 𝐴𝐴 𝐴𝐴LB model (Figure 5), as:

𝐸𝐸LB =

⎧

⎪

⎨

⎪

⎩

|𝑘𝑘
inverse

1

(Δ𝑡𝑡𝑝𝑝atm)| + 𝑘𝑘2 + 𝐸𝐸𝐿𝐿,Δ𝑡𝑡𝑝𝑝atm < 0

|𝑘𝑘
direct

1

(Δ𝑡𝑡𝑝𝑝atm)| + 𝑘𝑘2 + 𝐸𝐸𝐿𝐿,Δ𝑡𝑡𝑝𝑝atm ≥ 0

� (17)

The 𝐴𝐴 𝐴𝐴LB model was applied to the soil in situ conditions to estimate evapora-
tion there as well (𝐴𝐴 𝐴𝐴SB ).

3.3.  Comparison Between Measured 𝑨𝑨 𝑨𝑨𝒈𝒈 and Evaporation Estimated 
Using Models 𝑨𝑨 𝑨𝑨𝑳𝑳 , 𝑨𝑨 𝑨𝑨𝐋𝐋𝐋𝐋 , 𝑨𝑨 𝑨𝑨𝐒𝐒𝐒𝐒 , and Hydrus1D

Figure 6 shows the experimentally measured cumulative 𝐴𝐴 𝐴𝐴𝑔𝑔 , the 𝐴𝐴 𝐴𝐴𝑔𝑔 estimated 
using the 𝐴𝐴 𝐴𝐴𝐿𝐿 and 𝐴𝐴 𝐴𝐴LB models (without and with atmospheric pressure fluc-
tuations effect respectively), and the 𝐴𝐴 𝐴𝐴𝑔𝑔 estimated by the Hydrus1D, for the 
lysimeter and for the in situ soil profile in the calibration period from 24 May 
to 11 June 2012 (Figure 6a) and in the validation period from 9 to 28 August 
2015 (Figure 6b; the 𝐴𝐴 𝐴𝐴LB model calculated for the in situ soil is called 𝐴𝐴 𝐴𝐴SB ). 
The model calculations are displayed for only 18 days out of 19 from the data 
set, since the first half day is lost due to high filter processing.

In the calibration period (Figure  6a), the 𝐴𝐴 𝐴𝐴𝐿𝐿 and 𝐴𝐴 𝐴𝐴LB models follow very 
well the 𝐴𝐴 𝐴𝐴𝑔𝑔 measurements, after 18 days indicating cumulative values 16.7 
and 22 mm respectively. The 𝐴𝐴 𝐴𝐴LB model only slightly underestimated 𝐴𝐴 𝐴𝐴𝑔𝑔 (by 
0.5 mm after 19 days), while the 𝐴𝐴 𝐴𝐴𝐿𝐿 model clearly underestimated 𝐴𝐴 𝐴𝐴𝑔𝑔 (by 
5.8 mm after 19 days). The Hydrus1D model was not able to simulate the 
lysimeter DSL properly, forming a layer of soil moisture close to residual 
soil moisture values (pseudo-DSL), only 5 cm thick, while the true DSL was 
70 cm thick. That thin pseudo-DSL decreased the modeled evaporation rates 
so much that the estimated 𝐴𝐴 𝐴𝐴𝑔𝑔 after 18 days amounted to only 3 mm. The 

Figure 5.  Daily variations of 𝐴𝐴 𝐴𝐴𝑔𝑔 rates (measured and estimated) and 
temperatures inside the lysimeter during the days 24 and 25 May 2012 
following the local time: (a) standardized and filtered (high pass) for daily 
fluctuation lysimeter groundwater evaporation (𝐴𝐴 𝐴𝐴𝑔𝑔𝑔0.5 ) rate, estimates of 𝐴𝐴 𝐴𝐴𝑔𝑔 
obtained with the model presented by Equation 14 (𝐴𝐴 𝐴𝐴𝐿𝐿 ) and Equation 16 (𝐴𝐴 𝐴𝐴LB

 ) 
and soil temperature at 10 cm (𝐴𝐴 𝐴𝐴𝐿𝐿𝐿10 ), solar noon is indicated with gray dotted 
lines; (b) temperatures measured in the lysimeter profile in different hours of 
the same days. Note that, in the Trabadillo study area, the local time is 2.5 hr 
ahead of the solar time.

Figure 6.  Measured cumulative 𝐴𝐴 𝐴𝐴𝑔𝑔 rates; evaporation rates predicted by the 
𝐴𝐴 𝐴𝐴𝐿𝐿 model alone, in combination with the atmospheric pressure fluctuations 

model (𝐴𝐴 𝐴𝐴LB
 ), and using the 𝐴𝐴 𝐴𝐴LB

 model but for the in situ conditions (𝐴𝐴 𝐴𝐴SB) ; and 
evaporation predicted by the Hydrus1D model for the lysimeter and the in situ 
soil profile, for (a) the calibration period (24 May to 11 June 2012) and (b) the 
validation period (17 August to 4 October 2015).
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Hydrus1D model simulation of the in situ conditions resulted in the formation of still thinner pseudo-DSL (only 
1 cm); the 𝐴𝐴 𝐴𝐴𝑔𝑔 estimated by Hydrus1D model for the in situ soil was also very low, with cumulative 𝐴𝐴 𝐴𝐴𝑔𝑔 after 
18 days estimated to be only 14 mm.

In the validation period, from 17 August to 4 October 2015 (Figure 6b), the 𝐴𝐴 𝐴𝐴𝐿𝐿 and 𝐴𝐴 𝐴𝐴LB models mostly follow the 
𝐴𝐴 𝐴𝐴𝑔𝑔 measurements, after 18 days indicating cumulative values 16.5 and 17 mm respectively. The two models show 

very similar 𝐴𝐴 𝐴𝐴𝑔𝑔 estimates, both underestimating the measured 𝐴𝐴 𝐴𝐴𝑔𝑔 by 2.5 (𝐴𝐴 𝐴𝐴𝐿𝐿 ) and 2 mm (𝐴𝐴 𝐴𝐴LB ) after 18 days (so by 
∼0.1 mm days −1). In 2015, the 𝐴𝐴 𝐴𝐴𝐿𝐿 and 𝐴𝐴 𝐴𝐴LB models predicted negligible variations in 𝐴𝐴 𝐴𝐴 = 𝐸𝐸𝑔𝑔 , much smaller than 
those predicted by the calibration data set (Figure 6a). The Hydrus1D model, in the validation period, simulated 
the formation of a 1.5 cm thick pseudo-DSL for the lysimeter condition, and no DSL for the in situ condition 
(different than the 12 and 25 cm thick DSL measured), respectively. The 𝐴𝐴 𝐴𝐴𝑔𝑔 estimated by Hydrus1D model for 
the lysimeter was very low, just as in 2012, with cumulative 𝐴𝐴 𝐴𝐴𝑔𝑔 of 7 mm after 18 days. However, the 𝐴𝐴 𝐴𝐴𝑔𝑔 estimated 
by Hydrus1D model for the in situ soil was much larger than in 2012, being 32.4 mm, clearly overestimating the 
observed 𝐴𝐴 𝐴𝐴𝑔𝑔 .

4.  Discussion
4.1.  Measurements of Evaporation Through a Thick DSL and Comparison With Soil Profile 
Measurements

The setup of the lysimeter experiment and the use of oven-dry sand to fill it, implying the presence of a 70 cm 
thick DSL, and the lack of precipitation during summer 2012, guaranteed that the evaporation measured in that 
period originated from water table (𝐴𝐴 𝐴𝐴𝑔𝑔 ). The drying up of the upper DSL during maintenance in 2015 guar-
antees the same for summer 2015. The field lysimeter experiment showed that substantial 𝐴𝐴 𝐴𝐴𝑔𝑔 can take place 
even in the presence of a thick DSL, not only in laboratory conditions (Balugani et al., 2021) but also in field 
condi tions. Besides, it also proved that the main process responsible was not diffusion as usually considered 
(e.g., in Hydrus1D, Saito et al., 2006). The lysimeter 𝐴𝐴 𝐴𝐴𝑔𝑔 in 2012 (1.25 mm days −1) with 70 cm DSL, was similar 
to lysimeter 𝐴𝐴 𝐴𝐴𝑔𝑔 in 2015 (1.05 mm days −1), measured with a naturally formed DSL of ∼12 cm. This suggests that 
DSL thickness does not affect substantially the evaporation rates, at least when the DSL is ≥12 cm; however, due 
to different climatic conditions (early stage of dry season in 2012 vs. late in 2015), different initial conditions 
and also less sensitive lysimeter measurement in 2015, this latter statement requires further investigation. The 
fact that lysimeter 𝐴𝐴 𝐴𝐴𝑔𝑔 measured in May–June 2012 was larger than lysimeter 𝐴𝐴 𝐴𝐴𝑔𝑔 measured in August–September 
2015 is likely due to the day duration, longer in the former case than in the latter, which resulted in larger 𝐴𝐴 𝐴𝐴𝑠𝑠𝑠0 
variations during a day.

It should be pointed here that the presence of a DSL does not guarantee that 𝐴𝐴 𝐴𝐴 ≈ 𝐸𝐸𝑔𝑔 . The DSL develops depend-
ing on the evaporative conditions in the air above the soil and on the soil moisture conditions in the layer close 
to the soil surface. Whenever there is a dry period with no rain events and high 𝐴𝐴 𝐴𝐴𝑝𝑝 , a DSL may form at the soil 
surface. However, if the water table is deep enough so that the soil moisture profile is not at hydrostatic equi-
librium (which is seldom the case in field conditions), the unsaturated zone below the DSL may contain water 
that can travel through capillary rise to the vaporization plane to evaporate from that plane by vapor transport 
through DSL to the surface (see Supporting Information S1). Such evaporation from the unsaturated zone would 
contribute to the total evaporation. However, in the two periods of the dry years 2012 and 2015 presented in this 
study, the situation was similar to that presented in Figure 1, that is, where the water table was very shallow and 
the matric potential sensors indicated that the soil moisture profile was close to hydrostatic equilibrium. Hence, 
in the periods shown in Figures 3 and 4, 𝐴𝐴 𝐴𝐴 ≈ 𝐸𝐸𝑔𝑔 .

The field lysimeter 𝐴𝐴 𝐴𝐴𝑔𝑔 rates were much higher than those observed by Balugani et al. (2021) in laboratory condi-
tions despite the same setup, that is, 1.5 versus 0.3 mm days −1 respectively; the only differences were in different 
settings of upper boundary conditions, that is, controlled conditions in the laboratory lysimeter experiment and 
environmental conditions in the field lysimeter experiment. Even though the laboratory evaporative conditions 
were set similar to average field evaporative conditions, there were differences in atmospheric pressure (in abso-
lute values and in fluctuations, see Section 4.2) and also in diurnal changes in 𝐴𝐴 RH , 𝐴𝐴 𝐴𝐴𝑎𝑎 , 𝐴𝐴 𝐴𝐴𝑛𝑛 , and 𝐴𝐴 𝐴𝐴 . The laboratory 
variations of 𝐴𝐴 RH , 𝐴𝐴 𝐴𝐴𝑎𝑎 , and 𝐴𝐴 𝐴𝐴𝑛𝑛 were dependent on the daily switching on and off of a radiative lamp, and 𝐴𝐴 𝐴𝐴 was 
changed only twice during the experiment. The field variations were random, driven by variability of weather 
conditions. In the laboratory condition, the main forcing factor of water vapor transport through the lysimeter 
DSL, was the atmospheric pressure fluctuation (Balugani et al., 2021) while in this field lysimeter study, the daily 
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temperature profile fluctuations were the dominant control, with the atmospheric pressure fluctuations playing 
a secondary role.

Other laboratory evaporation experiments with the formation of a DSL, conducted on small columns, showed 
measured evaporation rates (mostly driven by diffusion), around 0.5 mm days −1 (Lehmann et al., 2008; Shokri 
et al., 2008; Shokri & Or, 2011), so similar to the value measured with the lysimeter in laboratory condition by 
Balugani et al. (2021). Or et al. (2013) stated that the evaporation rates measured in the laboratory experiments, 
in the presence of a DSL, were independent of: (a) the upper boundary conditions; (b) soil properties; and (c) the 
evaporation rate before the formation of the DSL. Since the only difference between the field lysimeter set up of 
this study and the laboratory setup described in Balugani et al. (2021) was in different upper boundary conditions 
(which rejects the first assumption of Or et al., 2013), and because the field evaporation (1.25 mm days −1) was 
much larger than the laboratory (0.3 mm days −1), the field, upper boundary conditions must promote transport 
process or processes overlooked in the laboratory studies.

An interesting observation is that, despite very similar properties of the soil in the field lysimeter and in the nearby 
in situ profile, the formation of a DSL was more likely to occur in the in situ profile than in the nearby installed 
lysimeter. The in situ POT sensor reached values below wilting point every year, thus indicating development of a 
DSL even in the medium-wet years 2013 and 2014 when a DSL was not developed in the lysimeter. Considering 
the formation process of a DSL after a wet season, it has been observed, based on the POT data collected between 
2010 and 2015 in the Trabadillo study area, that the in situ soil used to form a 15 cm thick DSL around mid-May, 
and the 𝐴𝐴 𝐴𝐴25 measurements showed that the soil was dry around the first week of June in all 4 yr, despite the fact 
that there were often some rain events in May (Balugani et al., 2017). The reason for the formation of the DSL in 
situ and not in the lysimeter in May were possibly: (a) transpiration by grasses (absent in the lysimeter); (b) good 
soil drainage (absent in the lysimeter); or (c) a combination of points (a) and (b).

4.2.  Relevance of Different Transport Processes

The analysis of the drivers of the transport processes in the field lysimeter showed that the best explanatory vari-
ables of the 𝐴𝐴 𝐴𝐴𝑔𝑔 variations are the changes in the temperature profile inside the lysimeter:

𝐸𝐸𝑔𝑔 ∼

Δ𝑇𝑇𝐿𝐿

Δ𝑧𝑧Δ𝑡𝑡
� (18)

There are various possible processes that could explain the correlation in Equation 18. That process cannot be 
thermal flow of liquid water and water vapor in the soil (Section 2.2; Du et al., 2018; Saito et al., 2006), because 
in such case the water flux would depend on static, spatial differences in temperature in the soil, so the flux would 
be directed downwards during the day and upwards during the night (Zeng et al., 2011a, 2011b), which is the 
opposite to what was observed in the field. A possible process could be the cyclic condensation and evaporation 
of water in the DSL due to daily fluctuations in evaporative conditions at the lysimeter surface. The loss of water 
from the Mariotte bottle indicates loss of water from the saturated and/or capillary fringe (Figure 1), but the water 
vapor created at the vaporization plane can be accumulated in the DSL during the night and transported out of 
the lysimeter during the day. Such condensation and evaporation of water in the DSL has already been observed 
in field studies, where soil developed a DSL, even if only 1–5 cm thick (Assouline et al., 2013), and was able to 
enhance the overall water transport in such thin DSL. However, in this study, no correlation was found between 
the daily cycles of condensation and evaporation of soil moisture in the DSL and evaporation measured in the 
lysimeter (Section 3.2), and also no changes in soil matric potentials were observed through the lysimeter profile.

Another possible process taking place in the DSL is thermal convection, where temperature gradients result in 
natural convection of the gas phase in the soil (Kamai et al., 2009; Nachshon et al., 2008; Rose & Guo, 1995; 
Schubert & Schulz, 2002; Weisbrod et al., 2009; Witkamp, 1969). Ganot et al. (2014) studied the effects of ther-
mal convection on CO2 soil respiration using soil columns with a design similar to that presented in this study, 
and found that thermal convection was relevant in the presence of soil aggregates and not in the presence of loose 
sand (due to the relatively high Rayleigh-Darcy number of the sand). However, Roland et al. (2015) measured 
statistically significant correlation between sandy-loam CO2 soil respiration rates, temperature profile in the soil, 
and solar radiation. They concluded that, under certain 𝐴𝐴 𝐴𝐴 regimes, changes in 𝐴𝐴 𝐴𝐴𝑠𝑠 driven by 𝐴𝐴 𝐴𝐴𝑛𝑛 can affect bulk air 
transport in a soil. Since 𝐴𝐴 𝐴𝐴𝑠𝑠𝑠0 , 𝐴𝐴 𝐴𝐴𝐿𝐿 , and 𝐴𝐴 𝐴𝐴𝑛𝑛 were also strongly correlated with 𝐴𝐴 𝐴𝐴 , it was not possible to assess the 
separated effects of 𝐴𝐴 𝐴𝐴 regimes that would result in a strong coupling of gas transport with 𝐴𝐴 𝐴𝐴𝑠𝑠𝑠0 , which they did 
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not measure. In this study, that coupling was confirmed. The theory of bulk air transport related to 𝐴𝐴 𝐴𝐴𝑛𝑛 and 𝐴𝐴 𝐴𝐴𝑠𝑠𝑠0 is 
also supported by the direct observation of strong dust devils in the study area during fieldwork, and by infrared 
camera images, showing the temperature at the soil surface changing in patches, at a rate as high as 3°C min −1 
(not shown here).

The Hydrus1D model was not able to simulate properly the presence of a DSL in the periods studied (Figure 6), 
simulating only thin (5–1.5 cm thick) pseudo-DSL, where the soil moisture was close to its residual values, 
and water moved mainly as vapor by diffusion only. This limited the evaporation flow estimated by Hydrus1D 
for the lysimeter to values such as 0.17 and 0.39 mm days −1 in 2012 and 2015, respectively, that is, signifi-
cantly smaller than observed experimentally. In the Hydrus1D simulation of the in situ soil evaporation for 
the year 2012, the initial conditions were set as observed in the field, with an initial pseudo-DSL 15 cm thick 
(Section 3.3), which was reduced in the simulation to a thickness of 1 cm due to upward liquid water fluxes. 
This 1 cm thick, simulated pseudo-DSL, however, was enough to limit the Hydrus1D estimated evaporation 
rates to 0.78 mm days −1. Conversely, in the Hydrus1D simulation of in situ soil evaporation in 2015, the soil 
initial conditions were relatively wet (the simulation was started at the beginning of May), and a pseudo-DSL 
did not form, despite the very dry weather conditions. Therefore, the main water flow in Hydrus1D 2015 simu-
lation was isothermal liquid water flow, so that evaporation rates estimated by Hydrus1D were much larger 
than those in 2012 (2.06 mm days −1). This supports the idea that Hydrus1D is not suited to properly model 
the measured evaporation rates in very dry soil conditions with DSL, as previously suggested by Balugani 
et al. (2017).

The descriptive models based on diffusion, thermal fluxes, or daily cycles of condensation and evaporation of soil 
moisture in the DSL (Equations 5, 7, and 9, respectively), did not estimate evaporation rates better than the 𝐴𝐴 𝐴𝐴𝐿𝐿 and 

𝐴𝐴 𝐴𝐴LB models, as they had lower 𝐴𝐴 NSE scores than both 𝐴𝐴 𝐴𝐴𝐿𝐿 and 𝐴𝐴 𝐴𝐴LB models. The low correlation between measured 
evaporation rates and the forcing factors of these transport processes (diffusion, thermal fluxes, or daily cycles of 
condensation and evaporation of soil moisture in the DSL) may be due to: (a) the unknown interaction between 
different processes resulting in a nonlinear dependence of evaporation rates on different forcing factors; or (b) the 
larger effect of the main process (bulk air transport driven by solar radiation), hiding the effect of other physical 
processes. The interconnectedness and complexity of different evaporation processes in dry soil is recognized in 
the scientific literature (Brutsaert, 2014a, 2014b; Vanderborght et al., 2017); one way these processes can inter-
act, is for example, by having wind speed and atmospheric pressure fluctuations actively pumping out air from 
the first centimeters of a soil (Auer et al., 1996; Balugani et al., 2021; Stauffer et al., 1997), effectively decreas-
ing the travel distance of other DSL transport processes (Auer et al., 1996; Davarzani et al., 2014). The way in 
which  the  transport processes interact is likely affected by: (a) DSL thickness, for example, when DSL thickness 
is shorter than the depth from which air can be removed by wind speed or atmospheric pressure changes; (b) soil 
material properties, which are usually uncertain and heterogeneous in the field conditions; and (c) weather condi-
tions, with forcing factors having different magnitudes in different climates. The inclusion of transport processes 
that operate at larger depths can help to explain observed evaporation rates in dry environmental conditions.

The fact that, in this field study, the main forcing factor driving the transport of the gas phase in the DSL is 
different than that in the laboratory conditions (Balugani et al., 2021) despite an identical columnar setup, is 
indicative of how complex the DSL evaporation can be. Under laboratory conditions, the main forcing factor 
driving vapor transport through the DSL was the atmospheric pressure fluctuation. In the field experiment, 

𝐴𝐴 𝐴𝐴atm was smaller than in the laboratory experiment, both in magnitude and in variation. The difference in 𝐴𝐴 𝐴𝐴atm 
magnitude, due to the different altitudes above the mean sea level (∼9 m a.s.l. and 𝐴𝐴 𝐴𝐴atm ∼100 kPa in Wageningen, 
the Netherlands against ∼790 m a.s.l. and ∼92 kPa of Trabadillo, Spain) is not expected to have had a relevant 
impact on evaporation rates. However, the difference in 𝐴𝐴 𝐴𝐴atm variations between the Netherlands and Spain (with 
average amplitudes of 6 and 3 kPa in Wageningen and in Trabadillo, respectively), resulted in 𝐴𝐴 𝐴𝐴𝑔𝑔 estimated using 
Equation 16 for Trabadillo being half of that in Wageningen. The estimated 𝐴𝐴 𝐴𝐴𝑔𝑔 contribution due to atmospheric 
pressure fluctuations in the Trabadillo site (∼0.2 mm days −1) was also several times lower than the measured 𝐴𝐴 𝐴𝐴𝑔𝑔 
rate. However, the inclusion of the atmospheric pressure fluctuations in the 𝐴𝐴 𝐴𝐴LB model, improved the 𝐴𝐴 𝐴𝐴𝐿𝐿 model 
estimates of 𝐴𝐴 𝐴𝐴𝑔𝑔 , indicating that the evaporation process was probably dominated by profile temperature fluctua-
tions (Equation 15), with a less distinct but significant effect of atmospheric pressure fluctuation (Equation 16). 
The dominance of the profile temperature fluctuations as forcing factor of the evaporation in this field study, 
explains why there was very little correlation between 𝐴𝐴 𝐴𝐴𝑔𝑔 and 𝐴𝐴 𝐴𝐴atm .
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4.3.  Limitations and Further Studies

We assume that the loss of water from the Mariotte bottle represented the loss of water from the saturated soil 
inside the lysimeter (𝐴𝐴 𝐴𝐴𝑔𝑔 ) in 2012, when both lysimeter and Mariotte bottle measurements were available. This 
assumption is based on the fact that: (a) both the Mariotte bottle and the soil column are weighed continuously, 
and thus it is possible to assess whether water is lost from the lysimeter-Mariotte bottle system or not; (b) there 
was no leakage in the Mariotte bottle-lysimeter system; (c) when the surface of the lysimeter was covered, the loss 
of weight in the Mariotte bottle dropped in less than 30 min; (c) the lysimeter was left in the field, covered, for 
6 days, then 9 days with no coverage, to equilibrate before starting the experiment. Since the water that exits the 
Mariotte bottle goes to the saturated zone in the lysimeter, since initially the sand was oven-dry, since there is an 
equal net loss of water from the lysimeter as measured by both weighing systems, and since this loss of water can 
take place only at the lysimeter upper boundary, we state that the water loss from the Mariotte bottle was lost as 

𝐴𝐴 𝐴𝐴𝑔𝑔 . The Mariotte bottle was completely filled with water in 2015, and thus the evaporation measurements came 
from the lysimeter weighing system only; the results show evaporation in line with what was observed in 2012, 
and the 𝐴𝐴 𝐴𝐴LB model could estimate the observations satisfactorily well.

A possible limit to this approach is that the accuracy of the lysimeter weighing system is lower than the accuracy 
of the Mariotte bottle system. However, the 𝐴𝐴 𝐴𝐴𝐿𝐿 and 𝐴𝐴 𝐴𝐴LB models were able to properly estimate the evaporation 
rates in 2015 as well, when only lysimeter weigh data were available, thus showing the robustness of the model, 
at least for the specific conditions of the experiment presented in this study. The mechanism of groundwater 
evaporation in the lysimeter is as follows: the water lost at the vaporization plane (in the unsaturated zone) is 
quickly replaced by water lost at the water table (in the saturated zone), so that the evaporated water is affecting 
the balance of the saturated zone, not that of the unsaturated zone. Possible short-time fluctuations in the unsatu-
rated zone water content profile either balance out (resulting in zero net change in water content stored in the 
unsaturated zone) or do eventually affect the saturated zone, as the comparison between the lysimeter weigh and 
the Mariotte bottle weigh shows.

Finally, we want to address the complications of handling transient conditions in the field, and more specifi-
cally their effect on the Mariotte bottle measurements. Even though the daily loss of water from the Mariotte 
bottle is interpreted as 𝐴𝐴 𝐴𝐴𝑔𝑔 , it is certainly possible that the hourly changes (and daily fluctuations) in the pressure 
head inside the lysimeter exist, and thus in the water extracted from the Mariotte bottle, which could be due to 
simple fluctuations of atmospheric pressure or earth tides, resulting in zero net evaporation from the lysimeter 
(see explanation in Balugani et al., 2021). That is the reason we tested the correlation between the explanatory 
variables and the Mariotte bottle weight change, using low and high pass filters, in order to study whether the 
explanatory variables were able to describe the daily fluctuations in Mariotte bottle weigh only, the long term 
trend in water loss from the Mariotte bottle weigh only, or both. Even though the 𝐴𝐴 𝐴𝐴𝐿𝐿 and 𝐴𝐴 𝐴𝐴LB models performed 
better in predicting the daily fluctuations only (NSE = 0.52) than the long-term trend (NSE = 0.33), the model 
performance for the unfiltered evaporation rates was satisfactory (NSE = 0.52), as well as the prediction of the 
model for cumulative evaporation for both 2012 and 2015.

It should be noted that none of the multiple linear regressions was able to properly model the low evaporation 
rates values recorded every day between 8:00 and 9:15 a.m. of local time (∼2.5 hr ahead of solar time) and 
coincident with sunrise (Figure 5). These low values are not due to temperature effects on the load cell sensor, 
since they were already corrected for; also the weight measurements were taken every minute and averaged and 
recorded every 5 min, making them reliable. Looking at Figure 5, it seems that these low values are somehow 
related to the change in 𝐴𝐴 𝐴𝐴𝐿𝐿 gradient in the first 5 or 10 cm of the lysimeter, probably due to disruption of the 
temperature-related transport process during sunrise. It is possible that one of the transport mechanisms at play 
in the DSL, is dependent on a temperature gradient in the soil profile; the transport mechanism is then disrupted 
whenever the gradient between 𝐴𝐴 𝐴𝐴𝑠𝑠𝑠0 and 𝐴𝐴 𝐴𝐴𝐿𝐿𝐿5 becomes zero and, eventually, reverses.

5.  Conclusions
The field lysimeter system employed in this study was able to measure soil evaporation in the presence of a DSL, 
and to measure separately groundwater and unsaturated zone evaporation, as defined in Balugani et al. (2016). 
Groundwater evaporation (𝐴𝐴 𝐴𝐴𝑔𝑔 ) measured in a soil with 70 cm DSL was ∼5 times higher than in the similar exper-
iment conducted in the laboratory conditions in the Netherlands with the same lysimeter setup (∼1.25 mm days −1 
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in 2012 and 1.05  mm  days −1 in 2015 vs. ∼0.3  mm  days −1 respectively). The dominant forcing factor best 
explain ing variation in the 𝐴𝐴 𝐴𝐴𝑔𝑔 rates measured in this study were the temperature profile fluctuations in the lysim-
eter, as related to changes in solar radiation (𝐴𝐴 𝐴𝐴𝐿𝐿 model); the atmospheric pressure fluctuation, which was the 
dominant forcing factor for evaporation in the laboratory conditions, contributed only to 13% of the measured 𝐴𝐴 𝐴𝐴𝑔𝑔 
(0.2 mm days −1) in field conditions. However, the addition of the atmospheric pressure fluctuation effect to the 

𝐴𝐴 𝐴𝐴𝐿𝐿 model, resulting in the 𝐴𝐴 𝐴𝐴LB model, improved the 𝐴𝐴 𝐴𝐴𝑔𝑔 estimate in the field lysimeter experiment.

The evaporation rates measured in the lysimeter with a DSL were much larger than those estimated using hydrol-
ogy models based on liquid water flow and vapor transport by only diffusion such as Hydrus1D model. When 
applied to the in situ conditions, the 𝐴𝐴 𝐴𝐴LB model gives results that are not as wildly affected by groundwater depth 
as those of Hydrus1D; this brings the estimates of the 𝐴𝐴 𝐴𝐴LB model with previous observations in the area (Balugani 
et al., 2017). In order to improve evaporation estimates in the presence of a DSL, further studies are required to (a) 
determine the most important transport processes in the DSL as a function of DSL thickness, and (b) to include 
the unaccounted, relevant transport processes in hydrological models of soil evaporation.

List of Symbols and Abbreviations
𝐴𝐴 Δ𝑧𝑧 :	 depth differential (between the vaporization plane and the soil/lysimeter surface)
𝐴𝐴 Δ𝑡𝑡 :	 time differential
𝐴𝐴 𝐴𝐴𝑠𝑠𝑠depth :	 soil moisture measured in the in situ soil profile
𝐴𝐴 𝐴𝐴 :	 standard deviation
𝐴𝐴 𝐴𝐴𝑖𝑖 :	 moving standard deviation with time window 𝐴𝐴 𝐴𝐴

𝐴𝐴 Ψ𝐿𝐿𝐿depth :	 matric potential measured in the lysimeter soil
𝐴𝐴 Ψ𝑠𝑠𝑠depth :	 matric potential measured in the in situ soil
𝐴𝐴 𝐴𝐴1, 𝐴𝐴2, . . . , 𝐴𝐴7 :	empirical coefficients

DSL:	 dry soil layer
𝐴𝐴 𝐴𝐴 :	 evaporation rate
𝐴𝐴 𝐴𝐴𝑝𝑝 :	 evaporative potential rate
𝐴𝐴 𝐴𝐴𝑢𝑢 :	 unsaturated zone evaporation rate
𝐴𝐴 𝐴𝐴𝑔𝑔 :	 groundwater evaporation rate
𝐴𝐴 𝐴𝐴𝐿𝐿 :	 evaporation model using changes in the lysimeter soil temperatures
𝐴𝐴 𝐴𝐴LB :	 𝐴𝐴 𝐴𝐴𝐿𝐿 model with atmospheric pressure fluctuations for lysimeter soil
𝐴𝐴 𝐴𝐴SB :	 𝐴𝐴 𝐴𝐴𝐿𝐿 model with atmospheric pressure fluctuations for in situ soil
𝐴𝐴 𝐴𝐴  :	 width of time window (in days)
𝐴𝐴 𝐴𝐴

inverse

1
 , 𝐴𝐴 𝐴𝐴

direct

1
 , 𝐴𝐴 𝐴𝐴2 :	 empirical parameters

Lc:	 critical length
𝐴𝐴 𝐴𝐴 :	 number of samples in a statistic
𝐴𝐴 NSE :	 Nash-Sutcliffe efficiency coefficient
𝐴𝐴 𝐴𝐴  :	 precipitation
𝐴𝐴 𝐴𝐴 :	 number of explanatory variables
𝐴𝐴 𝐴𝐴atm :	 atmospheric pressure
𝐴𝐴 𝐴𝐴sat :	 saturated vapor pressure
𝐴𝐴 𝐴𝐴𝑤𝑤 :	 vapor pressure above the soil/lysimeter surface

POT:	 polymeric tensiometer
R 2:	 coefficient of determination

𝐴𝐴 𝑅𝑅
2

 :	 coefficient of determination adjusted for number of explanatory variables
𝐴𝐴 RH :	 relative humidity
𝐴𝐴 𝐴𝐴𝑛𝑛 :	 net short wave radiation
𝐴𝐴 𝐴𝐴  :	 time
𝐴𝐴 𝐴𝐴𝑎𝑎 :	 air temperature measured at 2 m height
𝐴𝐴 𝐴𝐴0 :	 surface temperature, same for lysimeter and in situ soil profile
𝐴𝐴 𝐴𝐴𝐿𝐿𝐿depth :	 temperature measured in the lysimeter
𝐴𝐴 𝐴𝐴𝑠𝑠𝑠depth :	 temperature measured in the in situ soil profile
𝐴𝐴 𝐴𝐴𝑠𝑠𝑠vap :	 in situ soil temperature at vaporization plane
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𝐴𝐴 𝐴𝐴𝐿𝐿𝐿vap :	 lysimeter soil temperature at vaporization plane
𝐴𝐴 𝐴𝐴 :	 wind speed
𝐴𝐴 𝑢𝑢 :	 wind speed averaged over a day
𝐴𝐴 𝐴𝐴 :	 a given variable

𝐴𝐴 𝑋𝑋 :	 average of a given variable over the period considered
𝐴𝐴 𝐴𝐴𝑖𝑖 :	 high pass filtered for a time window of width 𝐴𝐴 𝐴𝐴  of a given variable

𝐴𝐴 𝑋𝑋𝑖𝑖 :	 the running mean for a time window of width 𝐴𝐴 𝐴𝐴  of a given variable

𝐴𝐴

=

𝑋𝑋𝑖𝑖 :	 low pass filtered for a time window of width 𝐴𝐴 𝐴𝐴  of a given variable
𝐴𝐴 𝐴𝐴

𝑡𝑡

𝑚𝑚 :	 modeled value of a variable at time 𝐴𝐴 𝐴𝐴

𝐴𝐴 𝐴𝐴
𝑡𝑡

0

 :	 observed value of a variable at time 𝐴𝐴 𝐴𝐴

𝐴𝐴 𝑋𝑋0 :	 the mean of the observed variable over the whole experiment
𝐴𝐴 𝐴𝐴𝑁𝑁 :	 normalized and standardized of a given variable
𝐴𝐴 𝐴𝐴WT :	 depth of water table from soil surface
𝐴𝐴 𝐴𝐴DSL :	 depth of DSL from soil surface

Data Availability Statement
Data (Balugani, 2022) used in this study are deposited on Mendeley with https://doi.org/10.17632/gp9ff6vks3.1. 
The Data has not been published before in any other research article.
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