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Abstract

Physiological indicators of stress such as galvanic skin response, cortisol, and heart rate 
are gathering momentum in Cognitive Translation and Interpreting Studies. Heart-rate 
variability (HRV) is gaining ground as a possibly reliable indicator of stress for tasks that 
do not involve physical activity. However, using electrocardiography and photoplethys-
mography (PPG) sensors in research involves following methodological guidelines to pre-
vent negative impacts on data. We performed an observational, exploratory study on HRV 
in onsite vs. remote interpreting with interpreters (n = 5) with no experience in remote 
interpreting. Data was collected with Empatica E4 wristbands, which use PPG sensors to 
measure heart rate variability. We report results, yet our focus is the methodological issues 
derived from using heart rate (HR) and HRV as indicators of stress that we encountered 
both at data collection and in the analysis. We will formulate methodological recom-
mendations regarding HR, HRV and (1) the characteristics and size of the sample; (2) the 
structuring of data collection sessions; (3) the selection of stimuli; (4) its relationship with 
other variables; (5) the selection of heart-related indicators; and (6) statistical analysis. 
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Introduction and rationale

Research on remote and distance interpreting has compared stress levels of pro-
fessionals carrying out onsite and distance simultaneous interpreting with a tra-
ditional interpreting booth and console (Moser-Mercer 2005, Roziner/Shlesing-
er 2010). Here, we compare stress levels of professionals carrying out onsite vs. 
remote simultaneous interpreting (RSI) tasks on an RSI platform. Stress was 
measured with the indicators heart rate (HR) and heart-rate variability (HRV, 
time changes between consecutive heartbeats). The research questions we ex-
plored are:

1. Is there a difference between remote SI and onsite SI in terms of stress? 
2. If so, does remote SI become less stressful after the first use of an RSI plat-

form?
3. Does stress correlate with (a) filled pauses in the target text, (b) other dis-

fluencies in the target text, and (c) delivery speed of the source text?

In this exploratory study, our aim was to test our research design (§2) and not to 
provide answers to these questions. Hence, we provide our results (§3), discuss 
the methodological limitations, and provide recommendations for using HR and 
HRV as indicators of stress (§4).

1.  Stress

Professional multilectal mediated communication (MMC) tasks—especially, simul-
taneous interpreting (SI)—are customarily described as stressful activities (e.g., 
Mackintosh 2003; Bayer-Hohenwarter 2009; Gile 2009: 112–113) because they 
often come with time pressure and high cognitive demands. In the Cognitive 
Translation and Interpreting Studies (CTIS) literature, the terms stress, time pres-
sure and anxiety are sometimes used interchangeably but some terminological 
precisions are in order.1 These terms pivot on arousal—i.e., how awake, activated 
and alert you are at a point in time; hence, arousal refers to graded states of neu-
rovegetative activation associated with physical and psychological variations. 
Arousal is a coin with a physical side and a psychological side. Physically, arousal 
involves biological systems such as the autonomic nervous system and the en-
docrine system. Psychologically, arousal impacts emotions and behavior, and it 
affects memory, attention, and decision-making. The intensity of arousal may 
span from apathy to relaxation, stress, and anxiety (Figure 1). Non-pathological ap-
athy describes a lack of motivation or goal-directed behavior and indifference to 
one’s surroundings, and relaxation hints at abatement of intensity, vigor, energy, 
or tension, resulting in calmness of mind, body, or both (VandenBos 2015).

1 Time pressure—the feeling or awareness that one’s duties exceed one’s ability to complete 
them in the afforded time—is a well-known kind of stress for the MMC professional 
(e.g., Jensen 1999; De Rooze 2003; Sharmin et al. 2008; Weng/Zheng 2020; Rojo et al. 
2021; Weng et al. 2022). It should not be confused with lack of time, which is the stressor 
prompting time pressure (see below).
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Figure 1. A model of the Yerkes-Dodson (1908) law of interaction between arousal and 
performance

Stress is a normal response of emotional tension to stressors (see below). Moder-
ate stress, or eustress, is positive, whether in bursts—as when reacting to avoid a 
sudden danger—or continuous, as when we work feeling focused and in control. 
Eustress may foster a state of deep concentration and task absorption known as 
cognitive flow (Moneta 2018), which often results in both an optimal experience 
and top performance (Stranks 2005: 5). When facing difficulties, higher levels 
of stress may result in feeling overwhelmed or unable to cope with standing 
demands. This is distress, a non-adaptive response that may result in impaired 
performance, blocks and breakdowns.2 Anxiety is a strong reaction to distress, a 
future-oriented, long-acting emotion of apprehension, fear, dread, or uneasiness 
and somatic symptoms of tension that anticipate impending danger or misfor-
tune (cf. VandenBos 2015). Anxiety may linger after its cause wanes or disappears. 

Stressors are detrimental or damaging factors causing stress. Cooper et al. 
(1982) class interpreters’ stressors into physical/environmental, task-related, 
and interpersonal. Examples of stressors are poor ventilation, lighting problems, 
booth space, acoustics, sustained concentration, delegates reading their speech-
es, having a heavy accent or speaking too low, and the like. Stressors researched 
in CTIS include long turns in the booth (Moser-Mercer et al. 1998), conditions 
in media interpreting (Kurz 2002), lack of background knowledge (Macintosh 
2003), and fast speech (Korpal 2016).

Regardless of the stressor, the nature (not the intensity) of individual re-
sponse patterns tends to remain unaltered. However, people react in different 
ways when facing a stressor. De Rooze (2003) found   systematically lower trans-
lation quality in most translators under stringent time constraints, but 25% of 
them reached higher quality scores also systematically (three data-collection in-

2 As in Figure 1, we keep the terms eustress and distress to underscore that the response 
may be deemed positive or negative, but stress seems to be just one phenomenon, 
albeit graded (Bienertova-Vasku et al. 2020), and part of the wider construct of arousal. 
Hence, it would be more correct to describe eustress as positive arousal and distress as 
negative arousal. Both positive and negative arousal may be moderate or high.
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stances).3 People perceive and adapt to stressors in different ways (Sapolsky 2015; 
Ebner/Singewald 2017).

Stressors may be situational, like noise and the place where you interpret. 
Moser-Mercer (2005) studied interpreters’ physiological reactions in on-site 
and RSI and found that RSI was more stressful, and performance quality decayed 
faster. Roziner/Shlesinger (2010) also found a faster decline in quality but no sig-
nificant difference between both interpreting situations, except as self-reported. 
Nevertheless, it is unclear whether such differences are due to the task or to the 
setting. Cooper et al. (1982) also mention that stressors vary between home and 
work environments, such that one scenario may sooth the stress away from the 
other one or spill over and add to it. Onsite and RSI differences merit more study, 
in view of the recent massive move towards remote communication.

Stress is technically a physical response to a disruption of homeostasis (Bill-
man 2020)—the dynamic, adaptive state of good physical and chemical balance 
in physiological processes and bodily functions (e.g., body temperature, blood 
pressure, blood sugar and pH levels, etc.). Homeostasis is achieved through 
self-regulating mechanisms that overcome a natural resistance to change, to 
adjust to personal and environmental demands. Emotional responses to stress 
include anxiety, restlessness, frustration, helplessness, fear, anger, sadness, and 
disgust. Questionnaires are often used for exposure to stressors over time (e.g., 
adult STRAIN, Slavich/Shields 2018) and momentary emotional responses (e.g., 
STAI Y1, Spielberger et al. 1983; PANAS-SF, Thompson 2007), and they have been 
used in CTIS (e.g., Courtney/Phelan 2019, Korpal 2021). However, correlations 
between self-reported measures and physiological indicators are poor (Hellham-
mer et al. 2010: 189; cf. also Moser-Mercer 2003).

Physiological indicators measure physical arousal. In CTIS they include blood 
test for immunoglobulin M (Moser-Mercer 2003), salivary cortisol test (Mos-
er-Mercer et al. 1998; Mackintosh 2003; Moser-Mercer 2003; Roziner/Shlesinger 
2010; Rojo et al. 2021), blood pressure (Klonowicz 1994; Mackintosh 2003; Rozin-
er/Shlesinger 2010; Korpal 2016; Baghi/Khoshsaligheh 2019), heart rate (e.g., Klo-
nowicz 1994; Kurz 2002, 2003; Mackintosh 2003; Roziner/Shlesinger 2010; Kor-
pal 2016; Baghi/ Khoshsaligheh 2019; Rojo et al. 2021), and electrodermal activity 
(Matamala et al. 2020). Taking blood samples is very invasive and may deter par-
ticipation, and cortisol takes 20 to 30 minutes to peak after momentary or acute 
stressor onset, and about 60 to return to normal. Thus, cortisol seems adequate to 
scrutinize the overall stress experienced in a whole task. Blood pressure also makes 
it difficult to determine punctual sources of stress (Korpal 2016: 311). Korpal (2016) 
suggests that blood pressure works better as a trait indicator but not for momen-
tary, situation-induced stress (see also Hjortskov et al. 2004). Gordon/Berry (2021) 
use new indicators (blood pressure changes and reactivity) that hold promise.

Stress stimulates the heart both via the sympathetic and parasympathetic 
autonomic nervous systems. The sympathetic activity raises our heart rate (e.g., 

3 No data was collected as to how participants experienced the challenge, but eustress 
and distress might well be the reason for the difference. As for cognitive flow, it might 
explain instances of translation peak performance (cf. Jakobsen 2005).
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when doing physical exercise), while parasympathetic activity lowers it (e.g., 
when resting). HRV reflects the dynamics of such interaction and provides a 
measure for stress through the activity of the autonomic nervous system. Low 
parasympathetic activity, characterized by a decrease in the high-frequency band 
and an increase in the low-frequency band, is the most frequently reported factor 
(Kim et al. 2018). There is some progress in determining statistical correlations 
between the average HRV and the intensity of stress indicators and best heart-
beat-related indicators in short term mental stress (Fauquet-Alekhine et al. 2016; 
Hu/Gao 2022). Crucially, wearable sensors (especially, wrist-worn devices) can 
measure daily life stress (Kyriakou et al. 2019) and are used in CTIS (Weng/Zheng 
2020; Weng et al. 2022). The unrestricted movements of participants wearing 
these devices can introduce artifacts that can be filtered out (Can et al. 2019).

2.  Materials and methods

The dependent variables in our exploratory, intra-subject quasi-experimental 
study were (a) stress, measured with HR and HRV (see §2.4.1), and (b) perfor-
mance indicators (filled pauses and other disfluencies—truncated words, refor-
mulations, repetitions, false starts; §2.4.2). Our independent variables were (I) 
the interpreting setting (onsite vs. remote) and (II) exposure (first vs. second use 
of RSI platforms).

We first describe the procedure (§2.1) and our sample (§2.2). Then we describe 
our data-collection tools, Empatica E4 wristbands (§2.3.1) and audio recordings 
(§2.3.2). Next, we overview HR and HRV indicators (§2.4.1) and performance 
(§2.4.2), and data-extraction procedures and we describe the source speeches 
(§2.5). The statistical procedures we used are in §2.6, and we conclude the section 
with remarks on ethics (§2.7). 

2.1  Procedure

We conducted the study in February 2020. The convenience sample of profes-
sionals convened twice for sessions held two weeks apart at university premises. 
In each session, they interpreted two live speeches (ES > IT) in different settings. 
For each interpretation, a moderator introduced the Spanish L1 speaker (always 
the same one).

The first session—onsite interpreting setting—was held at a lecture hall with 
booths with traditional hard consoles and direct view of both speaker and mod-
erator. The second session—remote interpreting setting—was held at an interpreting 
lab; participants interpreted in booths with computers connected to the RSI plat-
form Voiceboxer.4 The moderator and the speaker connected to it from anoth-
er booth, but interpreters could only see the speaker on screen, through the RSI 
platform. The order of the two settings (onsite first and remote second) was the 

4  <https://voiceboxer.com/>.
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same in both sessions; in a larger study with a larger sample, the order of con-
ditions should be counterbalanced to control for fatigue effects. In this case, we 
knew that our sample size would not allow any conclusions, so we opted for prac-
ticality in data collection and on piloting a methodology for future larger studies. 

During the sessions, this was the procedure:

1. Participants welcomed to lecture hall. 
2. [first session] Participants orally briefed about the study, with the chance 

to ask questions. Informed consent forms signed.
3. Empatica E4 wristbands placed on participants’ wrists and turned on. The 

researchers noted down times when the wristbands were turned on.
4. Participants proceeded to the booths, and were given some time to get used 

to the room and adjust the settings of the hard console. 
5. The moderator introduced the speaker and the topic, then the speaker read 

the speech. The speech exact starting and ending times were noted down.5 
6. Once finished, participants had some time to relax. Then they were given a 

source-text transcript to mark all segments that had drawn their attention 
for some reason (difficulty, problems, etc.).

7. Participants were walked to the remote interpreting setting. Once there, 
they were placed in the booths and given 15-20 minutes to relax. This time-
span was used to measure the participants’ HR and HRV baseline (see 
§2.4.1). 

8. In the first session with the RSI platform, participants were introduced to 
platform functions and controls. 

9. Step 5 was repeated.
10. Then step 6 was repeated. Relax time was used to measure the participants’ 

recovery phase (see §2.4.1), after completion of both tasks.

After step 10, the session ended. In all, each session lasted 60–90 minutes. Data col-
lection for both sessions was in two turns, due to the diverse availability of partic-
ipants. Having the speech delivered live increased ecological validity, even though 
it was not possible to control for delivery speed in different turns. However, the 
mean and median speed duration was homogeneous in all turns (see §2.5).

2.2  Sample

Using a non-probabilistic, convenience sampling procedure (personal contacts), 
we recruited seven participants (five females, two males) with >5 years of pro-
fessional experience but none with RSI platforms.6 Demographic data on partic-

5  The Empatica E4 wristbands include an ‘event marker’ function, activated through 
a button that may also turn off or reset the device if pressed too long. To prevent 
data loss, we chose to note down the timings and ask participants not to touch the 
wristband. This also contributed, we believe, to make the participants ‘less aware’ of 
the wristband. 

6  As of April 2022, this condition is difficult to meet in Italy, but it was not so in February 
2020, right before the start of the pandemic.
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ipants were collected in advance. Data of two participants from the first session 
was lost due to technical problems. Due to within-subject design, all their data 
was discarded. The remaining five participants (one male, four females) had a 
mean age of 39 (Mdn = 36, min = 34, max = 47), Italian as A language and Spanish 
and English (and one of them Portuguese) as B languages. Their mean profes-
sional experience was 12.8 in years (Mdn = 10, min = 5, max = 23) and 2760 in 
hours (Mdn = 3000, min = 1000, max = 4800).

2.3  Data-collection tools

2.3.1  Empatica E4

Empatica E4 wristbands are equipped with sensors that monitor physiological 
reactions to stimuli:

 − A photoplethysmography sensor measures HR, blood volume pulse (BVP), 
and inter-beat interval data.

 − A galvanic skin response sensor registers electrodermal activity.
 − An infrared thermopile measures peripheral skin temperature.

We used BVP data to extract HR and HRV indicators (see §2.4.1).

2.3.2  Audio recordings

Interpretations and source speeches were audio-recorded in both sessions. Giv-
en the chosen indicators (see §2.4.2), data were directly extracted from the files, 
rather than from their transcripts.

2.4  Indicators

2.4.1  Heart rate and heart-rate variability 

As explained, we decided to focus on HR and HRV as indicators of stress. HRV is 
not a single measurement, but can be assessed through several measurements. 
Castaldo et al.’s (2015) meta-analysis focused on short-term HRV recordings to 
identify the most reliable indicators of mental stress and conclude that “the 
pooled values of 7 HRV measures (RR, SDRR, RMSSD, pNN50, D2, HF and LF/
HF) out of the 9 meta-analyzed changed significantly during mental stress” and 
“should be considered as possible pivot values for future studies” (2015: 376).
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indicator definitiona significant trend 
under stressb

mean RR Mean duration of RR intervals (where R is a peak of 
the QRS complex of the ECG wave)

lower

SDRR Standard deviation in time between RR intervals lower

RMSSD Root mean square of successive differences between 
normal heartbeats

lower

pNN50 Percentage of adjacent NN intervals that differ from 
each other by more than 50 ms (where NN intervals 
are intervals between normal R peaks)

lower

D2 Correlation dimension lower

HF High frequency power lower

LF/HF Ratio between LF and HF band powers higher

a Based on Schaffer et al. (2014) and Schaffer/Ginsberg (2017).
b After Castaldo et al. (2015).
Table 1. HRV indicators of mental stress, definitions, and their behavior

Following Rojo et al. (2021), we analyzed HR and several measures for HRV, as 
Castaldo et al. (2015) suggested. Table 1 lists these HRV measures, what they in-
dicate and how they tend to vary during mental stress. HRV measurements were 
extracted with the Kubios HRV software,  following the criteria of the Task Force 
of the European Society of Cardiology and the North American Society of Pacing 
and Electrophysiology (henceforth, Task Force 1996).7 SDRR— not extracted by 
Kubios—was not included.

Following Rojo/Korpal (2020), we extracted 5-minute spans from each con-
dition, i.e., baseline (resting, no task), onsite interpreting (task 1), RSI (task 2), 
and recovery (after tasks), following the rule of the three Rs (Resting-Reactivi-
ty-Recovery; Laborde et al. 2017). To minimize confounders due to stress induced 
by starting the experiment and by fatigue at the end of the task, we took the 5 
central minutes of each condition (Task Force 1996). Kubios HRV was used for 
automatic artifact detection and correction (Lipponen/Tarvainen 2019). A mean 
of 10.3% (Mdn = 9.9; SD = 1.2) of the beats were corrected in each recording.8

7  <https://www.kubios.com/>.
8 Percentages of non-corrected beats: subject 1, session 1: 91.4%; subject 1, session 2: 

90.1%; subject 2, session 1: 90.3%; subject 2, session 2: 88.4%; subject 3, session 1: 89.1%; 
subject 3, session 2: 88.3%; subject 4, session 1: 91%; subject 4, session 2: 90%; subject 
5, session 1: 88.9%; subject 5, session 2: 90.1%.
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2.4.2  Performance indicators

Performance analysis focused on filled pauses and other disfluencies, i.e., “phe-
nomena that interrupt the flow of speech and do not add propositional content 
to an utterance” (Gósy 2007: 93). Here, other disfluencies were truncated words, 
reformulations, word repetitions, and false starts, counted as a single category 
(other disfluencies) by two raters. In interpreting, fluency (and lack thereof) has 
been linked to quality (Pradas 2006) and to cognitive load (Tóth, 2011; Plevoets/
Defranq, 2016; Defranq/Plevoets, 2017; Bóna/Bakti 2020). 

Source speeches had not been pre-recorded, so their speed could differ be-
tween sessions, but almost no variation was detected (see §2.5). The number of 
filled pauses and other disfluencies varies depending on the length of the speech: 
the longer the text, the more likely it is that the number of filled pauses and oth-
er disfluencies will increase. These two indicators are affected by the speed of 
the input speech. Consequently, we normalized both indicators: counts of filled 
pauses and of other disfluencies were divided by the source text speed (words 
per minute).

2.5  Source texts as stimuli

One speaker delivered all four speeches live in Spanish, and participants inter-
preted them into Italian. The speeches, prepared specifically for the study out of 
popular science websites and blogs, covered similar topics: (I) climate change 
and migration; (II) climate change, migration, and gender; (III) EU policies on 
climate change; and (IV) climatic migrations. Text order was randomized for data 
collection turns. However, the sequence of conditions (onsite and online) was 
not randomized. The mean duration of the speeches was 12.6 minutes (median 
12.5), mean word count was 1514 (median 1503) and mean speed was 121 wpm 
(median 120). Original speech scripts were similar in word-count (1440, 1519, 
1623, and 1502) but they were read live, so it was not possible to control for speed 
and duration. Nevertheless, the mean and the median are almost equal in both 
speech duration and mean speed, so these two factors vary very little, which en-
hances the comparability of all four conditions.9 

2.6  Statistical analysis

Laborde et al. (2017: 12) recommend to log transform the collected data, given 
that HRV parameters frequently present a non-normal distribution. Log trans-
formations may reduce the skewness of data, bringing them closer to normal 
distributions which allow for the use of parametric statistics (but see Feng et al. 
2014 for arguments against the use of this procedure). We only had 10 datapoints 
to compare onsite vs. remote interpreting and just 5 to compare first vs. second 

9 The four speeches can be accessed here: <https://doi.org/10.5281/zenodo.7101770>.
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session for onsite and remote interpreting. Hence, log transforming data would 
not significantly improve the statistical quality. With such a small dataset, even 
if log transformed, parametric procedures are not adequate. Consequently, we 
applied three non-parametric tests:

 − Wilcoxon Signed-Rank test, to compare two conditions on one indicator 
(i.e., onsite vs. remote or 1st session vs. 2nd session).

 − Friedman’s test, to detect differences between the four measurements 
(baseline, onsite, remote, and recovery) for a given indicator in a given ses-
sion.

 − Kendall’s Tau B, to detect correlations between HR and HRV indicators and 
performance indicators.

Statistical analyses were performed with Jamovi 2.3.0 with a pre-established sig-
nificance level of 0.05.10 

2.7  Ethical issues

The informed consent form explained that the study targeted interpreters’ reac-
tion while using different working tools. It included information on the nature 
of collected data, interpreters’ performances and Empatica E4 data on cardiac and 
electrodermal activity. It also informed participants that anonymized data would 
be always presented in aggregate ways. Participants were informed that they 
could withdraw from the study at any moment and their data would be deleted 
with no consequences for them. All participants signed the informed consent 
form. They received financial compensation for participating in the study.

3.  Results

3.1  Differences in stress between onsite and remote interpreting

Descriptive statistics show very similar mean and median values for all indi-
cators (Table 2). The largest difference is in RMSSD, which is lower (i.e., more 
stress) in remote than in onsite interpreting.11 This is the only indicator with 
some variation between the two conditions. No indicator presented a statisti-
cally significant difference, i.e., no differences were detected between onsite and 
remote interpreting. 

10  <https://www.jamovi.org/>.
11  The difference in D2 also seems relevant when comparing the means, but not the 

medians.
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indicator type Mean 
(m)

Median 
(Mdn) SD

Wilcoxon Signed-Rank test

Z p r

Mean HR
onsite 68.80 66.50 9.67

31.0 0.759 0.127
remote 68.10 67.00 5.71

Mean RR
onsite 885.80 899.50 113.10

26.0 0.919 0.055
remote 886.50 894.50 70.91

RMSSD
onsite 354.88 396.80 135.76

34.0 0.557 0.236
remote 330.97 378.95 134.67

pNN50
onsite 70.61 80.52 25.67

23.0 0.695 0.164
remote 70.86 80.47 20.44

D2
onsite 0.63 0.00 1.32

 2.0 0.093 0.810
remote 1.07 0.01 1.78

HF
onsite 45.67 48.58 13.56

23.0 0.999 0.022
remote 46.35 46.51 14.72

LF/HF
onsite 1.56 1.06 1.50

23.0 0.999 0.022
remote 1.40 1.15 0.90

Note: The tests were bilateral.
Table 2. HR and HRV indicators by interpreting mode and comparison between the two 
modes (N=10)

We found no difference in disfluencies and filled pauses either between condi-
tions (Table 3), thus we did not detect any differences in stress between onsite vs. 
remote interpreting.

Normalized… Onsite Remote Wilcoxon Signed-Rank test

m Mdn SD M Mdn SD Z p r
pauses 0.30 0.33 0.14 0.27 0.23 0.17 36.0 0.432 0.309
disfluencies 0.26 0.20 0.13 0.24 0.23 0.08 36.0 0.432 0.309

Note: Tests were bilateral.
Table 3. Normalized pauses and disfluencies in onsite and remote interpreting and com-
parison between the two modes (N=10)

3.2  Differences between first and second session

Descriptive statistics for HR and HRV indicators yield very little variation be-
tween sessions (Table 4) and the Wilcoxon Signed-Rank test confirmed non-sig-
nificant results. Hence, there seems to be no decrease in stress in the second ses-
sion, whether onsite or RSI. No differences were detected between sessions in 
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pauses and other disfluencies in both conditions (Table 5); we therefore found no 
decrease in stress in the second session.

     Wilcoxon Signed-Rank test

indicator session m Mdn SD Z p r

Mean HR 

onsite
1 69.00 64.00 11.79

7.5 0.554 0.001
2 68.60 69.00 8.44

remote
1 67.40 66.00 5.32

6.0 0.699 0.200
2 68.80 68.00 6.61

Mean RR 

onsite
1 888.20 932.00 132.15

7.0 0.594 0.067
2 883.40 867.00 106.31

remote
1 894.00 913.00 70.91

9.0 0.406 0.200
2 879.00 886.00 78.39

RMSSD 

onsite
1 342.04 405.70 176.96

7.0 0.594 0.067
2 367.72 358.10 98.71

remote
1 335.40 377.50 161.25

7.0 0.594 0.067
2 326.54 380.40 121.47

pNN50 

onsite
1 68.69 81.21 34.20

8.0 0.500 0.067
2 72.53 73.11 17.44

remote
1 71.90 82.83 24.46

7.0 0.594 0.067
2 69.81 75.31 18.41

D2 
 

onsite
1 0.51 0.00 1.15

0.0 0.969 0.000
2 0.74 0.01 1.61

remote
1 0.93 0.00 2.08

3.0 0.819 0.400
2 1.21 0.27 1.66

HF 

onsite
1 47.78 55.67 19.26

10.0 0.313 0.333
2 43.56 42.19 5.65

remote
1 49.88 48.05 14.32

11.0 0.219 0.466
2 42.83 41.33 15.85

LF/HF 

onsite
1 1.79 0.80 2.21

5.0 0.781 0.333
2 1.32 1.37 0.30

remote
1 1.17 1.08 0.75

2.0 0.938 0.733
2 1.64 1.42 1.07

Note: T tests were unilateral.
Table 4. Indicators in onsite and remote interpreting by session and comparison between 
the two sessions (N=5)
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session 1 (N = 5) session 2 (N = 5) Wilcoxon Signed-
Rank test

m Mdn SD M Mdn SD Z p r

pauses 
onsite 0.29 0.31 0.14 0.31 0.36 0.16 6.0 0.688 0.200

remote 0.24 0.23 0.09 0.30 0.22 0.22 6.0 0.688 0.200

disfluencies 
onsite 0.22 0.17 0.10 0.30 0.24 0.16 2.0 0.938 0.733

remote 0.21 0.22 0.08 0.26 0.23 0.08 3.0 0.906 0.600

Note: Tests were unilateral.
Table 5. Normalized pauses and disfluencies in onsite and remote interpreting by session 
and comparison between the two sessions

3.3  Correlation between stress and (a) target text filled pauses, (b) other target 
 text disfluencies, and (c) source text delivery speed

Small, statistically significant correlations were detected between filled pauses 
and RMSSD, pNN50, and D2 (Table 6):

 − The larger the RMSSD (less stress), the more filled pauses.
 − The larger the pNN50 (less stress), the more filled pauses.
 − The lower the D2 (more stress), the more filled pauses.

These results are not conclusive. First, only three of the HR and HRV indicators 
yielded statistically significant correlations. Second, the three indicators with 
such correlations showed small strengths of association. Third, in RMSSD and 
pNN50, the positive association between indicators seemed counterintuitive, 
since more filled pauses might be expected with higher stress. Fourth, filled paus-
es is the only performance indicator showing some association with stress-relat-
ed indicators.

Kendall’s Tau B normalized pauses normalized disfluencies WPM

Mean HR -0.321 -0.043 -0.078

Mean RR 0.295 0.032 0.077

RMSSD 0.358* (p = 0.028) 0.095 0.109

pNN50 0.358* (p = 0.028) -0.011 0.131

D2 -0.343* (p = 0.047) 0.042 -0.275

HF 0.121 0.069 0.137

LF/HF -0.121 -0.069 -0.137

WPM 0.077 -0.164 –

Normalized disfluencies 0.211 – –

Table 6. Correlations between HR and HRV indicators and filled pauses, other disfluencies, 
and delivery speed
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Consequently, we cannot answer our research question. Our results suggest that 
the root causes of stress and their manifestations are difficult to identify and in-
terpret, so the relationship between stress and performance indicators deserves 
further study.

4.  Discussion and methodological suggestions

As mentioned, this study aimed at testing our design and refining it for future 
studies using HR and HRV indicators. Below we present methodological recom-
mendations based on the main limitations and constraints.

4.1  Sample size and statistical power

Studies on physiological stress measured with HR and HRV indicators are in-
tra-subject by default, even if the design can be expanded with inter-group 
comparisons (see §4.2). In such studies, a single datapoint is computed for each 
indicator, measurement, and participant, so small sample sizes cannot be com-
pensated with multiple datapoints. Hence, small samples will render designs 
underpowered even though intra-subject designs increase statistical power (Lak-
ens 2022). This is our case, where a sample of five participants was not powerful 
enough to detect significant differences between tasks and sessions.

Recommending samples as large as possible is nothing new. The difficul-
ties in finding professionals willing to contribute to such studies are not new 
either, especially if they need to commute to an academic institution to partic-
ipate, when data collection takes place over several sessions, or when funds are 
not available to compensate them financially. If sample sizes have not increased 
after years of calls to do so, it may not be due to a lack of willingness on the part 
of researchers. Our recommendation still is to achieve as large a sample size as 
possible to ensure sufficient statistical power to detect meaningful differences 
between the conditions being compared.12 Sample sizes can be determined by 
establishing a desired (1) level of statistical power (i.e., the likelihood of rejecting 
the null hypothesis when it is false; also called β or Type II error); (2) significance 
level (the likelihood of rejecting the null hypothesis when it is true; also called α 
or Type I error), and (3) minimum effect size of interest.

The scarce CTIS studies using HR and HRV indicators make it difficult to con-
clude what the minimum effect size of interest might be. This scarcity also makes 

12  The meaningfulness (i.e., relevance) of a relation between two variables or between (at 
least) two groups is measured through effect sizes. Statistically significant results with 
small effect sizes may render the difference or correlation meaningless. This is why 
in recent years there have been calls for reporting effect sizes and interpreting them 
together with statistical significance (i.e., p-values) when drawing conclusions from 
statistical analyses (Hedges 2008; Rosnow/Rosenthal 2009; Mellinger/Hanson 2017). 
Pre-establishing a level of meaningfulness means that, below that pre-established 
level, a result will not be considered relevant even if it is statistically significant.
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meta-analyses impossible, so researchers have two main options. The first one is 
to use the general guidelines and thresholds to interpret effect sizes (see Cohen 
1988). Such thresholds are arbitrary and may not be appropriate in all contexts 
(e.g., when a meta-analysis has provided a minimum effect size of interest which 
differs from the threshold for small effect sizes).

The second option is to search the literature for studies using the same HR 
and HRV indicators in comparable situations of stress.13 Meta-analyses are es-
pecially useful. Quintana (2017) carried out a meta-analysis with 297 HRV ef-
fect sizes and concluded that effect sizes of d = 0.25, d = 0.5, and d = 0.9 should 
be interpreted as small, medium, and large. Hence, depending on the aims of 
their study (i.e., whether exploratory or confirmatory), their limitations—i.e., 
financial, time-related, population-related, etc.—and the level of precision need-
ed, researchers may decide to look for a minimum effect size of interest of 0.25, 
0.5, or 0.9. Free software packages such as G*Power 3.1 (Faul et al. 2009) will au-
tomatically compute the minimum sample size needed to detect a given min-
imum effect size of interest at  specific significance and power levels (which 
are generally set to 0.05 and 0.80). Yet such heuristics have been contested and 
Maier/Lakens (2021) call to adapt and justify such levels to the characteristics 
of each study.

4.2  Expertise and stress endurance

As expertise increases, participants are likely to be more used to endure stress 
and adapt quickly to new situations. Moser-Mercer (2005) and Roziner/Shlesing-
er (2010) studied experts and found no significant differences in physiological 
stress between onsite and RSI, although self-reported measurements did show 
more stress in RSI. Both studies found an earlier onset of fatigue in RSI, indicated 
by a faster deterioration of performance. 

Consequently, samples with different levels of expertise would have been 
necessary in order to control expertise as an independent variable when com-
paring the participants’ physiological stress (e.g., comparing interpreting train-
ees or recent graduates with more experienced interpreters). However, studies 
aiming at replicating this design will find it even harder to recruit participants 
with no experience on RSI. Due to the pandemic, most students and professional 
interpreters may now be even more used to RSI than to onsite interpreting. For 
research questions other than those contrasting onsite vs. RSI settings, studies 
on physiological stress should isolate expertise as an independent variable, so 
that differences (or a lack thereof) can be better addressed.

13  For instance, effect sizes reported in HR and HRV studies on sports science may not be 
adequate for a study on mental stress.
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4.3  Structure and duration of data collection sessions

Data collection sessions for HR and HRV measures of stress should follow the 
guidelines of the Task Force (1996). Each task needs to be long enough to extract a 
5-minute-long central span. In order to extract data of phases of the same length, 
researchers need to design the sessions so as to record baseline and recovery 
phases of at least five minutes each.

With at least three phases per session (baseline, stimulus, recovery), data col-
lection sessions can become tiring for participants, especially when exposed to 
demanding stimuli. Researchers planning to include more than two stimuli (e.g., 
speeches) should consider adding breaks between them, so that other uncon-
trolled variables such as fatigue have the smallest effect possible. Randomizing 
the order of the stimuli will also help reducing undesired effects of confounders 
in long data collection sessions.

4.4  Optimal HRV measurement

Multiple factors impact HR, such as gender, body mass, age, health conditions, 
food and caffeine intake, and body movement (comprehensive list in Laborde et 
al. 2017: 6–7). To obtain clean data, researchers should control for as many factors 
as possible. Some of them can be controlled by screening participants, to build a 
sample with similar characteristics (e.g., selecting participants with ages with-
in a pre-established age range), and other factors—such as not having meals and 
caffeine beverages in the two hours before the session—need to be presented as 
instructions to participants (Laborde et al. 2017: 7). Some factors can be used as 
covariates in regression analyses.

The stress levels interpreters feel at work are not constant. There may be peaks 
at specific segments of the speech, due to several reasons, like a sudden increase 
of delivery speed, terminologically dense passages which require documenta-
tion, complex grammatical and syntactical structures, etc. Stress may be higher 
at the beginning of the speech, when the interpreter is getting familiar with the 
topic and the speaker’s accent and speed. Given this fluctuation, researchers need 
to create their stimuli such that, during the five central minutes of the task, the 
input will induce a (somewhat) constant state of stress.

Controlling for movement or asking participants to sit still may be counter-
productive, and it drastically lowers ecological validity (see §4.5). Here we focus 
on the optimal collection of HRV data in the three measurement types: baseline, 
task, and recovery phase.

To measure the baseline, Laborde et al. (2017: 9) recommend that the partic-
ipant be seated with both feet on the floor, ankles at an angle of 90°, hands on 
their thighs, and eyes closed. Other positions are possible, as long as it is the 
same position during exposure to the stimuli. To get used to the setting, the par-
ticipants should be in this position for about five minutes. The recovery phase 
begins right after the end of the exposure to stimuli, and the position of the par-
ticipants should again be as close as possible to the one in the baseline.
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Baselines are generally measured before the study task, but before interpret-
ing, participants may feel stress or anxiety due to task pressure. Hence, meas-
uring the baseline before the task might not provide an accurate measurement 
of the participants’ resting state, and differences between baseline and on-task 
measurements may be small. In studies on mental stress, the effects of pre-task 
stress on baseline measurements should be further investigated and compared 
to post-task baseline measurements. Post-task baselines could be a more accurate 
indicator of the participants’ resting state. Moses et al. (2007) conducted a study 
on mental stress and observed that HRV measurements returned to baseline lev-
els within a five-minute recovery period. Conversely, pre-task measurements of 
the baseline may be more adequate in studies involving a change in the partic-
ipants’ physical state before and during the task due to physical exertion (e.g., 
sports physiology). This empirical hypothesis would require further investiga-
tion to determine how to acquire accurate baseline measurements in cognitively 
demanding tasks not involving physical exertion.

4.5  Ecological validity

Researchers need to find a tradeoff between ecological validity and control. Here, 
guaranteeing a correct use of the wristbands and the adequate unfolding of the 
data collection procedures required that the participants came to our premises. 
This reduced ecological validity, especially in the RSI setting: remoteness was 
simulated but participants were aware that they were all in the same lab at the 
same time. 

Another limitation is the lack of an audience: the lecture hall for the onside 
condition was almost empty, excluding the speaker, the moderator, a member 
of the research team and a technician, and no audience was connected to the re-
mote session. This might well have influenced the participants’ perception of the 
event and very probably their stress reaction, since the experimental setting was 
obvious. 

As explained in §4.4, when collecting data through a PPG sensor, data can 
significantly deteriorate due to participants’ movements introducing artifacts. 
Simultaneous interpreting does not require much movement, but interpreters 
do move in the booth to use the console, take notes, etc. Stress and concentration 
can also prompt movements and gestures. Participants should wear the wrist-
band on their non-dominant hand, which is likely to move less during the task, 
especially if it involves actions like note taking—but this will not completely erad-
icate the problem of artifacts. 

Finally, participants had no boothmate in any setting. While the speeches 
were short enough to be interpreted by just one participant, boothmate interac-
tion is an important component of simultaneous interpreting, and one that dif-
fers very much between the onsite and RSI settings, especially when boothmates 
are not co-located.
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4.6  Data Triangulation 

As explained in §3, the mean HR and HRV indicators yielded no significant dif-
ferences in stress. Furthermore, HR and HRV data were cross-referenced with 
performance indicators, but they should also be cross-referenced with self-re-
ported measurements, not only to spot differences between the tasks, but also 
to understand how participants cope with stress. For instance, an increase in 
physiological stress in SI could link to increased attention or monitoring one’s 
own performance in order to maintain quality. Self-reported data can also be use-
ful to understand to what extent the participants’ perception of stress correlates 
with the physiological measures. Psychometric questionnaires, such as the STAI 
(Spielberger et al. 1983; see, Rojo et al. 2021), or post-task interviews can be used 
to gather this type of data. 

4.7  Analyzing, interpreting, and reporting HRV data

HR and HRV data are generally non-normally distributed and we also recom-
mend to log transform them (Laborde et al. 2017: 12). Given the intra-subject de-
sign of HR and HRV studies, tests for related samples are necessary (Mellinger & 
Hanson 2017 review tests comparing two and more related samples). Laborde et 
al. (2017: 12) also recommend using autoregressive models to analyze frequen-
cy-domain indicators. Quintana et al. (2016) developed a set of guidelines for the 
adequate reporting of HRV research in psychiatry. We have adapted their guide-
lines for CTIS research.

Topic Checklist item

Minimum effect size of 
interest

Provide information about the procedure followed to identify 
the minimum effect size of interest (e.g., in meta-analyses, 
previous studies, etc.).
Justify the minimum effect size of interest in relation to the 
characteristics of the study (e.g., the aims, the design type, 
etc.).

Sample size 
determination

Discuss the constraints faced by the researchers (e.g., lack of 
funding, small population, lack of personal resources, etc.) that 
may affect the size of the sample.
Report the significance level.
Report the power level.
Report the results of the sample size calculation.
Report any adjustments to the results of the calculation.

Table 7a. Guidelines for reporting HRV research in CTIS: Sample size
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Topic Checklist item

Group selection criteria List the inclusion criteria (e.g., years of experience) and justify 
them when necessary.
Provide information about the way the inclusion criteria have 
been checked (e.g., through a selection questionnaire, an 
interview, etc.).

Demographics Report details of the academic and/or professional 
characteristics of the group(s), such as year of study, years of 
experience, language combinations, etc.
Report details of factors that may affect HR and HRV indicators 
(such as age, gender distribution, physical activity level, nicotine 
and alcohol intake, etc.).

Table 7b. Guidelines for reporting HRV research in CTIS: Selection of participants

Topic Checklist item

Research questions / 
hypotheses

List the research questions or hypotheses.

Type of design Present the type of design (experimental, quasi-experimental, 
observational, etc.; inter- or intra-subject).
Discuss the adequateness of the design to answer the research 
questions or hypotheses.

Structure of the sessions Describe the data-collection sessions and the measures.
Describe the setting where the study took place.

Texts used as stimuli Describe thoroughly the texts used as stimuli (length, text 
profiling indicators, manipulations, etc.).
If the exposure to the stimuli has been randomized, describe 
the procedure. 

Self-reported measures 
(if any)

If the HR and HRV indicators are complemented with self-
reported measures, present and describe them.
If using an existing psychometric test, justify the selection.
In the case of creating a new test, report its psychometric 
properties.

HR and HRV collection 
tools

Describe the tools used to collect HR and HRV data.
If using electrodes, describe the electrode configuration.

HR and HRV collection 
details

Report the length of the recordings.
Provide information about the way the baseline was measured 
(participants’ position, duration, previous acclimatization, etc.).

Selection of HR and HRV 
indicators

Describe the procedure followed to select HR and HRV 
indicators (e.g., reviewing previous studies, meta-analyses, 
etc.).
Provide definitions of the indicators and guidelines for their 
interpretation.
Justify the adequacy of the selected indicators to the type of 
study (e.g., adequate HRV indicators for mental stress).

Ethical issues Present the procedures to mitigate any potential ethical issue. 

Table 7c. Guidelines for reporting HRV research in CTIS: Data collection
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Topic Checklist item

HRV software Mention the software and version used to extract HR and HRV 
indicators from the data.

Artifact correction Mention the artifact cleaning methods employed.
Report the percentage of corrected beats.

Statistical analysis Describe the statistical procedures used.
Report data transformations.
Report and interpret effect sizes in relation to the 
minimum effect size of interest selected for the sample size 
determination.

Table 7d. Guidelines for reporting HRV research in CTIS: Data analysis and cleaning

5.  Concluding remarks

This was our first attempt to collect and use heart rate (HR) and heart rate vari-
ability (HRV) as indicators of stress when simultaneously interpreting in differ-
ent conditions (onsite and remote). The results in this observational, exploratory 
study showed no difference in stress in our two conditions and did not reach 
statistical significance. Nevertheless, conducting this study allowed us to refine 
our methodological design. In spite of the exploratory nature of our study and 
the drawbacks of a series of methodological limitations and constraints, we be-
lieve that this topic merits further investigation. We decided to share what we 
have learned as a set of methodological recommendations that we hope will be 
helpful for CTIS scholars wishing to introduce HR and HRV measures in their 
designs. We have found a way to the interpreter’s heart, and now the time has 
come to explore it.
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Appendix - Full data

statistic measurement session Mean HR Mean RR RMSSD pNN50 D2 HF LF/HF

mean baseline 1 63.00 959.20 333.86 72.35 1.19 37.87 1.86

2 73.80 835.40 276.68 56.65 1.43 39.95 1.61

onsite 1 69.00 888.20 342.04 68.69 0.51 47.78 1.79

2 68.60 883.40 367.72 72.53 0.74 43.56 1.32

recovery 1 64.00 944.80 390.02 79.43 0.84 44.98 1.42

2 68.20 901.80 338.40 64.44 0.45 42.01 1.43

remote 1 67.40 894.00 335.40 71.90 0.93 49.88 1.17

2 68.80 879.00 326.54 69.81 1.21 42.83 1.64

median baseline 1 62.00 973.00 331.30 70.61 0.19 39.20 1.55

2 67.00 892.00 309.30 60.51 0.79 39.50 1.53

onsite 1 64.00 932.00 405.70 81.21 0.00 55.67 0.80

2 69.00 867.00 358.10 73.11 0.01 42.19 1.37

recovery 1 65.00 917.00 427.40 86.81 0.00 52.12 0.92

2 65.00 923.00 370.90 74.90 0.01 39.51 1.52

remote 1 66.00 913.00 377.50 82.83 0.00 48.05 1.08

2 68.00 886.00 380.40 75.31 0.27 41.33 1.42

SD baseline 1 5.43 79.27 92.29 17.18 1.55 10.45 1.05

2 14.75 133.32 145.63 26.04 1.30 8.77 0.63

onsite 1 11.79 132.15 176.96 34.20 1.15 19.26 2.21

2 8.44 106.31 98.71 17.44 1.60 5.65 0.30

recovery 1 7.07 103.72 110.82 18.37 1.88 13.34 0.83

2 12.19 139.19 125.14 27.22 0.77 7.15 0.40

remote 1 5.32 70.90 161.25 24.46 2.08 14.32 0.75

2 6.61 78.39 121.47 18.41 1.66 15.85 1.07




