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Heat kernel and gradient estimates for kinetic SDEs

with low regularity coefficients

P.E. Chaudru de Raynal∗, S. Menozzi†, A. Pesce‡, X. Zhang§

July 8, 2023

Abstract

We establish heat kernel and gradient estimates for the density of kinetic degenerate Kol-
mogorov stochastic differential equations. Our results are established under somehow minimal
assumptions that guarantee the SDE is weakly well posed.

Keywords: degenerate Kolmogorov equations, kinetic dynamics, heat kernel and gradient esti-
mates, parametrix

MSC: 60H10, 34F05

1 Introduction

1.1 Statement of the problem

We are interested in providing Aronson-like bounds and pointwise estimates for the full gradient of
the transition probability density of the following kinetic system of SDEs:{

dX1
t = F1(t,X1

t , X
2
t )dt+ σ(t,X1

t , X
2
t )dWt,

dX2
t = F2(t,X1

t , X
2
t )dt,

(1.1)

where (Wt)t>0 stands for a d-dimensional Brownian motion on some stochastic basis (Ω,F , (Ft)t>0,P)
and for i ∈ {1, 2}, t > 0 the component Xi

t is Rd-valued. This equivalently amounts to establish the
announced estimates for the fundamental solution of the parabolic PDE associated with (1.1), which
writes:

∂sp
(
s,x; t,y

)
+
〈
F1(s,x),∇x1p

(
s,x; t,y

)〉
+
〈
F2(s,x),∇x2p

(
s,x; t,y

)〉
+

1

2
Tr
(
σσ∗(s,x)∇2

x1p
(
s,x; t,y

))
= 0, 0 6 s < t, x = (x1, x2),y = (y1, y2) ∈ R2d,

p
(
s, ·; t,y

)
−→
s↑t

δy(·).
(1.2)
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Importantly, we aim at obtaining such estimates under somehow minimal assumptions, relying
on minimal conditions required on the SDE to be well posed, in a weak sense. For our approach to
work, we will assume a kind of weak Hörmander condition - the Jacobian (∇x1F2) has full rank and
the diffusion coefficient σ is bounded and separated from zero - however the coefficients can be rather
rough in their entries, namely, measurable with respect to the time variable and belonging to suitable
anisotropic Hölder spaces in the spatial variables. In particular, we emphasize that the drift term
F can be unbounded in all its variables and entries. Through the analysis, some thresholds for the
Hölder regularity of the drift with respect to the second (whence degenerate) variable x2 will appear.
Such thresholds are related to the degenerate nature of the system of interest and appear to be rather
sharp as they are precisely the ones which provide a sufficient and (almost) necessary condition for
the system to be well posed, see [6].

From now on we shall use bold letters X and F to denote vectors (X1, X2) and (F1, F2) in R2d.
Let B = (Id×d, 0d×d)∗ be a 2d × d-matrix, where ∗ stands for the transpose. Using these notations,
we can rewrite SDE (1.1) in the following compact form:

dXt = F(t,Xt)dt+Bσ(t,Xt)dWt. (1.3)

Related applications: These kinds of kinetic (or speed/position) systems appear in several applica-
tion fields. For instance (1.1) describes the dynamics of some Hamiltonian systems. For a Hamilton
function H(x) = V (x2)+ |x1|2/2, where V is a potential and |x1|2/2 corresponds to the kinetic energy
of a particle with unit mass, the corresponding drift FH would write FH(x) = (−∇x2V (x2), x1)∗.
Adding a damping term D(x), i.e. for F(x) = (FH − D)(x), leads to investigate the long time
behavior of the system, we can e.g. refer to the works [13], [15] for related discussions, to the mono-
graph [36] for applications in mechanics or to [39], [27] for numerical approximations of the invariant
measures.

In mathematical finance, equation (1.1) can be related to the model used to price path-dependent
contracts, such as Asian options (see, [1] or [8] for recent developments).

We choose here to focus on the very object behind, the density, over a finite time interval. To
expose some of the particular features of the model, let us start our discussion with the (striking)
Gaussian setting.

Gaussian case and the Hörmander condition: For illustrative purposes let us examine the case
F1 ≡ 0, σ ≡ 1 and F2(t,X1

t , X
2
t ) = X1

t , which corresponds to the Langevin dynamics in its simplest
form:

dX1
t = dWt, dX2

t = X1
t dt, t > 0, (1.4)

which equivalently rewrites in the short form (1.3)

dXt = AXtdt+BdWt,A =

(
0d×d 0d×d
Id×d 0d×d

)
, t > 0. (1.5)

In his seminal work [19], Kolmogorov derived the fundamental solution for the PDE (1.2) associ-
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ated with the above process. For an initial value x = (x1, x2) ∈ R2d, we have for t > 0,

Xt = (X1
t , X

2
t ) =

(
x1 +Wt, x2 + x1t+

∫ t

0
Wsds

)
= exp(At)x+

∫ t

0
exp

(
A(t− s)

)
BdWs,

which is a Gaussian process with mean and covariance matrix respectively given by

θt(x) = exp(At)x = (x1, x2 + x1t), Kt =

(
tId×d t2

2 Id×d
t2

2 Id×d
t3

3 Id×d

)
. (1.6)

The matrix Kt is positive definite for every t > 0 and therefore the process admits a density for every
t > 0, explicitly given by

y 7→
(√3

πt2

)d
exp

(
−1

2 |K
− 1

2
t (y − θt(x))|2

)
= p(0,x; t,y) =: p(x; t,y). (1.7)

In particular, there exist constants 0 < c− < c+ such that( √3

λπt2

)d
exp

(
−c+|T−1

t (y − θt(x))|2
)
6 p(x; t,y) 6

( √3

λπt2

)d
exp

(
−c−|T−1

t (y − θt(x))|2
)
, (1.8)

where, for t > 0,

Tt =

(
t
1
2 Id×d 0d×d

0d×d t
3
2 Id×d

)
, (1.9)

is the scale matrix which precisely reflects the multi-scale behavior of the components.

Let us first remark that, in Hörmander form, the generator of the process in (1.4) writes

L = A2
1 +A0, A1 = ∇x1 , A0(x) := x1∇x2 , (1.10)

so that, denoting by [·, ·] the Lie bracket, [A1, A0] = ∇x2 and Span{A1, [A1, A0]} = R2d. Importantly,
we see that the drift is really needed to span the whole space. This is why we speak about weak
Hörmander condition. As we have seen, this kind of assumption leads to a multi-scale behavior of
the heat-kernel as opposed to the strong Hörmander condition, i.e. when the diffusive vector fields
and their Lie brackets span the space. In that case, two-sided heat kernel bounds, which exhibit a
usual parabolic scaling, in

√
t w.r.t. the Carnot metric induced by the vector fields, are available in

[21]. There is therefore a drastic difference between these two types of assumptions.
Let us eventually mention that, since we are going to consider rough coefficients, we will not be

able to perform Lie bracketing to justify the existence of the density from the Hörmander condition.
The non degeneracy of ∇x1F2 can somehow be seen as a mild weak Hörmander type condition1.
We emphasize that it is precisely this term which makes the Kolmogorov example work, because it
precisely allows the noise on the first component to propagate to the second one.

1In the document, we will further refer with a slight terminology abuse to this assumption as the weak type Hörmander
condition.
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Secondly, it can be observed from this example that the time-scale in the density is not diffusive:
the fluctuations of the two components X1, X2 are of order of t1/2 and t3/2 respectively, which
corresponds to the intuition that the typical time-scale of an integrated Brownian motion should be
equal to the integral of the time-scale of the Brownian motion. This phenomenon also appears in
the deviation term in the exponential. The growth rate is different for the two components. Also,
the unbounded drift term induces deviations w.r.t. to the transport of the initial condition by the
underlying deterministic differential system θt(x) and not the starting point itself x, normalized w.r.t.
the previous intrinsic time scales.

Similarly, it is seen that there exists C > 1 s.t. for i ∈ {1, 2},

|∇xip(x; t,y)| 6 |
(
(K
− 1

2
t ∇θ(x))∗K

− 1
2

t (θt(x)− y))
)
i
|p(x; t,y)

6
C

t
2i−1

2

(√3

πt2

)d
exp

(
−C−1|T−1

t (y − θt(x))|2
)
.

Namely, a differentiation with respect to the non-degenerate variable induces an additional time
singularity of the corresponding typical order rate t−1/2 whereas a differentiation with respect to the
degenerate variable induces a time singularity in t−3/2 i.e. at its corresponding typical rate.

Our goal in the current work is to extend those heat kernel and gradient bounds, obtained di-
rectly for the Kolmogorov example, to the densities of SDEs solving (1.1) under somehow minimal
smoothness assumptions on the coefficients.

Available results and minimal conditions from a regularization by noise perspective.
Since the seminal work of Kolmogorov [19], such equations have been thoroughly investigated in
the literature both from the analytic or probabilistic viewpoint2. Existence of fundamental solution
for the underlying parabolic PDE (1.2) was first obtained through a parametrix type perturbation
technique, for smooth enough coefficients, by Weber [41]. We can also refer to Sonin for further
results in that direction [37]. On the other hand, density estimates were derived in [20] (global upper
and lower diagonal bound) and then extended to more general models of SDEs that can be seen as
perturbed ODEs for which a noise acting on the first component will transmit to the whole chain of
ODEs through a weak Hörmander like condition. For such models we refer to [9], [29]. From those
works one can derive two-sided heat kernel bounds for the density of (1.1) when the drift is globally
Lipschitz in space, i.e. when the drift part of the dynamics in (1.1) can be associated with a usual
well-posed ODE, and when the diffusion coefficient is Hölder continuous in space. Eventually, in a
smooth framework, Pigato derived in [35] heat kernel and gradient estimates for the system as well
as short time asymptotics. Except for the diffusion coefficient, the aforementioned works do not take
advantage of the propagation of the noise through the system, in the sense that the drift is always
assumed to be (at least) a Lipschitz in space function. As already claimed, our aim consists in de-
riving those bounds under rather minimal conditions, meaning that we manage to benefit from the
regularization by noise phenomenon, see the Saint Flour lectures notes [11] for an overview of such
kind of phenomenom.

Regularization by noise for degenerate system was investigated in e.g. [3] from a strong point of
view, meaning that the author exhibited therein, within the framework of Hölder spaces, some mini-

2Let us also recall that the work [19] was recalled by Hörmander as the starting point of his general theory of
hypoellipticity [16].
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mal thresholds on F that guarantee strong well posedness of equation (1.1), in spite of a non Lipschitz
drift. Generalization to Hölder-Dini coefficients were investigated in [40] with other techniques but
somehow similar threholds. For rougher drifts, corresponding namely to Bessel potentials, but for
F2(t, x) = x1, the strong well posedness was also derived (for the same previous regularity threshold on
the degenerate variable) in [10] and [43] where the critical case for the regularity index is considered.
However, it is well known that existence of the density does not rely on strong well-posedness of the
system, but more generally on its weak well-posedness.

In the current degenerate setting, the weak regularization by noise was investigated for the kinetic
case in [4]. The author derived therein, still in the setting of Hölder spaces, smaller thresholds on
the regularity index of the drift w.r.t. the degenerate variable that yield weak uniqueness. It is also
importantly shown that these thresholds are (almost) sharp in the sense that, when the drift of the
degenerate component has Hölder regularity below the threshold, there are counter-examples to weak
uniqueness. This weak well-posedness and associated counter-examples have then been extended to
a full chain of perturbed ODEs in [6]. In this latter work, the Authors exhibit an (almost) sharp
characterization, at each level of the ODE chain, of the regularity index needed in each variable to
restore weak well-posedness. In comparison with our current setting, it is proved therein that the drift
of each component feels differently the degenerate variable: whereas one only needs positive regularity
indexes for the drift of the non degenerate component w.r.t. all variables for weak uniqueness to hold,
a threshold of 1/3 appears for the regularity index of the drift of the degenerate component w.r.t. to
the degenerate variable. We will try to match this setting as much as possible for what we aim at
doing here. We refer to Theorem 1.1 and 1.4 and associated remarks for details.
Again, having a good understanding of the density under minimal conditions on the coefficients can
be very useful in connection with some related non-linear equations. We can e.g. refer to Section
1.3 in [18] where a toy non-linear model, which shares some properties with the Landau equation,
involving an average of the density w.r.t. the velocity variable is considered as diffusion coefficient.
Objective and strategy. Many other type of estimates have been established for the SDE (1.1) or
its formal generator. Let us mention among them: Harnack inequalities [24], [34]; related heat kernel
estimates for operators in divergence form with measurable coefficients [22], [23]; Schauder estimates,
see [18] for the current framework and [5] for an even more general case (one can also refer to [14]
for an extension to kinetic non-local operators - with an application to strong well posedness - and
to [26] as well for a more general framework); Lp estimates, see [17], [30] or [7]. Let us eventually
mention the work [33] which deals with the associated Stochastic PDE in the two-dimensional case or
[44] which investigates the well-posedness of a McKean-Vlasov version of (1.2) through the De Giorgi
approach.

We will focus here on the density/heat kernel and will adapt the approach already considered in
[31], [32], for non degenerate SDEs with unbounded drift respectively Brownian and stable driven,
to the current degenerate case. The first step consists in obtaining two-sided estimates. This is
done using forward type parametrix or Duhamel type expansions, as e.g. considered in the classic
non-degenerate case in [12] or [28], with the additional difficulty that, because of the unbounded drift
the parametrix series needs to be truncated. The tails of the series are controlled through stochastic
control arguments (see [9], [42]). For the estimates on the derivatives the idea consists in mixing
forward and backward Duhamel expansions and to consider suitable normalizations which exploit
thoroughly the underlying two-sided estimates.
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We restrict in this work to the kinetic case for simplicity. We believe that our main results would
extend to the full perturbed chain of ODE as considered in [6] under suitable assumptions on the
coefficients. In this more general setting the idea would be to couple the current approach with the
computations performed in [2] to derive strong well posedness for the full chain.

The article is organized as follows. We state our main results (Theorems 1.1 and 1.4) in Section
1.2. Section 2 gathers some technical results about mollified flows associated with Hölder in space
coefficients and also addresses the corresponding deterministic control problem which will be useful
for the two-sided heat kernel estimate. We will establish in Section 3 our main results for smooth
coefficients which satisfy the assumptions of Theorems 1.1 and 1.4 and we will carefully prove that
the constants in the estimates obtained do not depend on such smoothness. This is precisely why we
then derive our main results through compactness arguments detailed in Section 4.

1.2 Statement of main results

Let d, l ∈ N. For j ∈ {0} ∪ N and γ ∈ [0, 1), let C j+γ(Rd;Rl) be the space of Hölder functions from
Rd to Rl defined by

C j+γ(Rd;Rl) :=

{
f : ‖f‖C j+γ(Rd;Rl) :=

j∑
k=1

‖∇kf‖L∞(Rd;Rl) + sup
x 6=y,|x−y|61

|∇jf(x)−∇jf(y)|
|x− y|γ

<∞

}
,

where ∇k stands for the k-order gradient. Note that the functions in C j+γ(Rd;Rl) can be unbounded
and have sublinear growth.

Importantly the functions in C 0(Rd;Rl) can be possibly discontinuous and also satisfy (see [40],
Lemma 2.3)

sup
x 6=y

|f(x)− f(y)|
1 + |x− y|

< +∞.

We denote by x = (x1, x2) a point in Rd×Rd and by ∇x1 , ∇x2 the gradients with respect to the first
and second set of variables, respectively. Following the previous discussion, it is natural to endow
R2d with an anisotropic distance, corresponding to the intrinsic scale matrix (1.9):

|x|d := |x1|+ |x2|
1
3 , x = (x1, x2) ∈ R2d. (1.11)

Next, we recall the definition of a anisotropic Hölder spaces associated with (1.11) (see, for instance
[25], [5]). We say that a vector valued function f ∈ C j+γ

d (R2d;Rl) if

‖f‖
C j+γd (R2d;Rl) := sup

x2∈Rd
‖f(·, x2)‖C j+γ(Rd;Rl) + sup

x1∈Rd
‖f(x1, ·)‖C (j+γ)/3(Rd;Rl) <∞. (1.12)

In particular, for f ∈ C 1+γ
d (R2d;R), by Taylor’s expansion, we have

|Tf (x,y) := f(x)− f(y)−∇x1f(y)(x− y)1| 6 Cγ‖f‖C 1+γ
d
|x− y|1+γ

d . (1.13)

We assume the following conditions to hold:
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(Hγ
σ) There exist γ ∈ (0, 1] and κ0 > 1 such that for all (t,x) ∈ R+ × R2d and ξ ∈ Rd,

κ−1
0 |ξ|

2 6 〈σσ∗(t,x)ξ, ξ〉 6 κ0|ξ|2

and
|σ(t,x)− σ(t,y)| 6 κ0|x− y|γd,

where | · | denotes the Euclidean norm, 〈·, ·〉 is the inner product and ∗ stands for the transpose.

(Hγ
F) For some γ ∈ (0, 1] and κ1, κ2 > 0, it holds that

|Fi(t,0)| 6 κi, i = 1, 2, ‖F1(t, ·)‖C 0
d
6 κ1, ‖F2(t, ·)‖C 1+γ

d
6 κ2.

Moreover, there exists a closed convex subset E ⊂ GLd(R) (the set of all invertible d × d
matrices) such that ∇x1F2(t,x) ∈ E for all t > 0 and x ∈ R2d.

We introduce the following notation

gλ(t,x) := t−2de−|T
−1
t x|2/(2λ) (1.14)

as well as the following set of parameters for later use: for T > 0,

ΘT := (T, κ0, κ1, κ2, d, γ, E).

Eventually, to state our main results we need to introduce a mollified flow associated with the
drift F in (1.1), which under (Hγ

F) is rough. Namely,

˙̃
θt,s(x) = F̃(t, θ̃t,s(x)), θ̃s,s(x) = x, (1.15)

where
F̃(t,x) =

(
[F1(t, ·) ∗ ρ1](x), [F2(t, ·) ∗ ρ|t−s|3/2 ](x)

)
,

and ρε(x) = ε−2dρ(ε−1x) and ρ is a smooth density function with compact support and ∗ stands
for the convolution in space. The first regularization, performed at a macro level, is very natural to
introduce a flow since the initial drift coefficient is not necessarily smooth. Regularizing the second
component, allows as well to have a flow defined in the classical sense. The regularization parameter,
corresponding to the intrinsic time scale of the component allows to have the equivalence between
this flow and any other regularized flow (see Remark 1.3 and Lemma 4.1 for details).

Our first main result of this paper is stated as follows.

Theorem 1.1. Under (Hγ
σ) and (Hγ

F) with γ ∈ (0, 1], for any T > 0 and 0 6 s < t 6 T , there exists
a unique weak solution Xt,s(x) of (1.1) starting from x at time s which admits a density p(s,x; t,y)
continuous in x,y ∈ R2d. Moreover, p(s,x; t,y) enjoys the following estimates:

(i) (Two sided estimates) There are λ0, C0 > 1 depending on ΘT such that for all 0 6 s < t 6 T
and x,y ∈ R2d,

C−1
0 gλ−1

0

(
t− s, θ̃t,s(x)− y

)
6 p(s,x; t,y) 6 C0gλ0

(
t− s, θ̃t,s(x)− y

)
. (1.16)
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(ii) (Gradient estimate in x1) There exist constants λ1, C1 > 1 depending on ΘT such that for any
0 6 s < t 6 T and x,y ∈ R2d,

|∇x1p(s,x; t,y)| 6 C1(t− s)−
1
2 gλ1

(
t− s, θ̃t,s(x)− y

)
. (1.17)

(iii) (Hölder estimate in x) Let η0, η1 ∈ (0, 1). For j = 0, 1, there exist constants λj , Cj > 1
depending on ΘT and ηj such that for any 0 6 s < t 6 T and x,x′,y ∈ R2d,∣∣∇jx1p(s,x; t,y)−∇jx1p(s,x

′; t,y)
∣∣ 6 Cj |x− x′|

ηj
d (t− s)−( j

2
+ηj)

×
(
gλj
(
t− s, θ̃t,s(x)− y

)
+ gλj

(
t− s, θ̃t,s(x′)− y

))
.

(1.18)

Remark 1.2. Under (Hγ
F), F1 may be unbounded and discontinuous. For instance, if F1(x) =

F11(x) + F12(x) and F2(x1, x2) = x1, where F11 is bounded measurable and F12 is global Lipschitz,
then F = (F1, F2) satisfies (H1

F). This example corresponds to the standard kinetic SDEs.
Let us emphasize that this Theorem holds under the assumptions that have been shown in [6]

to be minimal to guarantee weak uniqueness for the solution of (1.1). In particular the two sided
estimates (1.16) specify the Krylov type estimate of [6] which roughly said that in Lq−Lp norms (for
suitable indexes p, q) the density behaved as the Kolmogorov one appearing in (1.16).

Remark 1.3 (About the flow in the above estimates). We point out that the above estimates could

also be stated replacing θ̃t,s(x) introduced in (1.15) by any Peano flow θ
(1)
t,s (x) solving:

θ̇
(1)
t,s (x) = F(1)(t,θ

(1)
t,s (x)), θ(1)

s,s(x) = x,

where
F(1)(t,x) =

(
[F1(t, ·) ∗ ρ1](x), F2(t, ·)(x)

)
.

Pay attention that F2 is not regularized whereas the possibly discontinuous component F1 still needs
to be to define an underlying flow.

Indeed it can be shown, similarly to the estimates established in Lemma 4.1 below, that there
exists a constant C := C(ΘT ) s.t.: ∣∣T−1

t−s
(
θ

(1)
t,s (x)− θ̃t,s(x)

)∣∣ 6 C,

i.e. θ
(1)
t,s (x) and θ̃t,s(x) are equivalent with respect to the intrinsic scales.

In the above theorem, the regularity assumptions on σ and F are almost sharp. To obtain the
second order derivative estimate in x1 and the first order gradient estimate in x2, we have to make
further regularity assumptions as stated below.

Theorem 1.4. In the situation of Theorem 1.1, we also assume that for the same γ ∈ (0, 1],

‖F1(t, ·)‖C γd 6 κ1, t > 0. (1.19)
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(i) (Second order derivative estimate in x1) There exist constants λ1, C1 > 1 depending on ΘT

such that for any 0 6 s < t 6 T and x,y ∈ R2d,∣∣∇2
x1p(s,x; t,y)

∣∣ 6 C1(t− s)−1gλ1
(
t− s, θ̃t,s(x)− y

)
. (1.20)

(ii) (Hölder estimate of ∇2
x1p in x) For any η2 ∈ (0, γ), there exist constants λ2, C2 > 1 depending

on ΘT and η2 such that for any 0 6 s < t 6 T and x,x′y ∈ R2d,∣∣∇2
x1p(s,x; t,y)−∇2

x1p(s,x
′; t,y)

∣∣ 6 C2|x− x′|η2d (t− s)−1− η2
2

×
(
gλ2
(
t− s, θ̃t,s(x)− y

)
+ gλ2

(
t− s, θ̃t,s(x′)− y

))
.

(1.21)

If σ also satisfies that

|σ(t,x)− σ(t,y)| 6 κ0(|(x− y)1|α + (x− y)2|
1+γ
3 ), (1.22)

where γ is the same as in Theorem 1.1 and α ∈ ((1− γ) ∨ γ, 1], and

|F1(t,x)− F1(t,y)| 6 κ1(|(x− y)1|γ + (x− y)2|
1+γ
3 ), (1.23)

then

(iii) (Gradient estimate in x2) there exist λ3, C3 > 1 depending on ΘT and α such that for any
0 6 s < t 6 T and x,y ∈ R2d,

|∇x2p(s,x; t,y)| 6 C3(t− s)−
3
2 gλ3

(
t− s, θ̃t,s(x)− y

)
. (1.24)

(iv) (Hölder estimate of ∇x2p in x) For any η3 ∈ (0, (α − γ) ∧ (α + γ − 1)), there exist constants
λ4, C4 > 1 depending on ΘT , α and η3 such that for any 0 6 s < t 6 T and x,x′,y ∈ R2d,∣∣∇x2p(s,x; t,y)−∇x2p(s,x′; t,y)

∣∣ 6 C4|x− x′|η3d (t− s)−
3+η3

2

×
(
gλ4
(
t− s, θ̃t,s(x)− y

)
+ gλ4

(
t− s, θ̃t,s(x′)− y

))
.

(1.25)

Remark 1.5. For gradient estimates in the degenerate component x2, we need extra regularities
(1.22) and (1.23) since for kinetic operators, we only have 2

3 -gain of regularity in x2. Let us briefly
comment this additional regularity, which might not seem sharp at first sight. Our feeling is that
such assumptions are actually sharp with respect to the methodology employed here. Indeed, as
our starting point to estimate the density relies on a first order parametrix expansion, see (3.16),
we end up with an implicit representation of the density involving as well all the coefficients of the
system. The crucial point is that, when estimating the gradient in the degenerate directions of the
implicit representation of the density, we make all the coefficients feel the differentiation w.r.t. the
degenerate variables. This roughly explains why we impose assumptions (1.22), (1.23) which lead to
similar (w.r.t. the degenerate variables) conditions as the one previously imposed on F2 in (Hγ

F).
Assuming the same regularity in the degenerate directions for the whole drift F = (F1, F2) already
appeared in [4] in connection with weak uniqueness for (1.1) as well as in [2] and [14] to derive
Schauder like estimates for strong uniqueness purposes. Note that in those frameworks, since the
diffusion coefficient was assumed to be Lipschitz, assumption (1.22) did not explicitly appears. Let
us eventually conclude by emphasizing that, under similar assumptions as the one of Theorem 1.1,
the Authors in [5] only succeeded in deriving gradient estimates in the non degenerate directions, but
only Hölder estimates in the degenerate ones.
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For two quantities Q1 and Q2, we will frequently use the notation Q1 . Q2 meaning that that
there exists C := C(ΘT ) such that Q1 6 CQ2.

2 Preliminaries

In this section we assume that F = (F1, F2) satisfies (H0
F) and temporarily assume that

‖∇xF‖∞ <∞.

In particular, for some κ1 > 0,

|F1(t,x)− F1(t,y)| 6 κ1(1 + |x− y|), (2.1)

and for some κ2 > 0,

|F2(t,x)− F2(t,y)| 6 κ2(|(x− y)1|+ |(x− y)2|
1
3 + |(x− y)2|). (2.2)

For s, t > 0 and x ∈ R2d, let θt,s(x) be the regularization flow defined by the differential system

θ̇t,s(x) = F(t,θt,s(x)), θs,s(x) = x. (2.3)

Here (θt,s(x))t>s stands for a forward flow, while (θt,s(x))t6s stands for a backward flow. In particular,
let (θt,s(x))−1 be the inverse of x 7→ θt,s(x). Then

(θt,s(x))−1 = θs,t(x). (2.4)

2.1 Equivalence of measurable flow for ODEs

We recall the following (sublinear) Gronwall type lemma.

Lemma 2.1. Let f(t) : [0,∞) → [0,∞) be a continuous function. Suppose that for some α ∈ (0, 1)
and c1, c2 > 0,

f(t) 6 f(0) + c1

∫ t

0
f(s)αds+ c2

∫ t

0
f(s)ds, t > 0.

Then
f(t) 6 ec2tf(0) + (c1ec2t(1− α)t)

1
1−α , t > 0.

We have the following crucial lemma, which corresponds to Lemma 1.1 of [31] and [6].

Lemma 2.2. Under (H0
F), for any T > 0, there exist a constant κ3 > 1 only depending on κ1, κ2, d, T

such that for all 0 6 s 6 r < t 6 T and x,y ∈ R2d,

κ−1
3

(
|T−1
t−s(x− θr,t(y))| − 1

)
6 |T−1

t−s(θt,r(x)− y)| 6 κ3

(
|T−1
t−s(x− θr,t(y))|+ 1

)
. (2.5)

Proof. To show (2.5), by (2.4) and the symmetry, it suffices to show

|T−1
t−s(θt,r(x)− θt,r(y))| 6 κ3

(
|T−1
t−s(x− y)|+ 1

)
.
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Without loss of generality, we may assume 0 = r < t 6 T , and write for x,y ∈ R2d and t > 0,

`i(t) :=
∣∣(θt,0(x)− θt,0(y)

)
i

∣∣, i = 1, 2.

Using the above notation and by definition (1.9), we only need to show that for all 0 < t 6 t0 6 T ,

t0`1(t) + `2(t) 6 κ3

(
t0`1(0) + `2(0) + t

3
2
0

)
. (2.6)

For i = 1, by (2.1) we have

`1(t) 6 `1(0) +

∫ t

0
|F1(r,θr,0(x))− F1(r,θr,0(y))|dr

6 `1(0) + κ1t+ κ1

∫ t

0
(`1(r) + `2(r))dr,

which implies by Gronwall’s inequality that

`1(t) 6 eκ1t(`1(0) + κ1t) + κ1eκ1t
∫ t

0
`2(r)dr. (2.7)

For i = 2, by (2.2) and (2.7), we have

`2(t) 6 `2(0) +

∫ t

0
|F2(r,θr,0(x))− F2(r,θr,0(y))|dr

6 `2(0) +

∫ t

0
`1(r)dr + κ2

∫ t

0

(
`2(r)

1
3 + `2(r)

)
dr

6 `2(0) + eκ1t(t`1(0) + κ1t
2) + κ2

∫ t

0
`2(r)

1
3 dr + (κ2 + eκ1t)

∫ t

0
`2(r)dr.

(2.8)

In particular, by Lemma 2.1, for κ̃2 = κ2 + eκ1t, we have

`2(t) 6 eκ̃2t
(
`2(0) + eκ1t(t`1(0) + t2)

)
+ (κ2eκ̃2t 2

3 t)
3
2

6 eκ̃2t`2(0) + e(κ̃2+κ1)tt`1(0) + c2t
3
2 ,

which together with (2.7) yields (2.6).

Remark 2.3. By (2.5) and the flow property θt,s(x) = θt,r ◦ θr,s(x), we also have

|T−1
t−s(θr,s(x)− θr,t(y))| − 1 . |T−1

t−s(θt,s(x)− y)| . |T−1
t−s(θr,s(x)− θr,t(y))|+ 1. (2.9)

Moreover, if |x− x′|d 6 C0(t− s)1/2 for some C0 > 0, then

|T−1
t−s(θt,s(x

′)− y)| − 1 . |T−1
t−s(θt,s(x)− y)| . |T−1

t−s(θt,s(x
′)− y)|+ 1. (2.10)

Indeed, by (2.5) we have

|T−1
t−s(θt,s(x

′)− y)| . |T−1
t−s(x

′ − θs,t(y))|+ 1

6 |T−1
t−s(x− θs,t(y))|+ |T−1

t−s(x
′ − x)|+ 1

6 |T−1
t−s(x− θs,t(y))|+ C0 + 1

. |T−1
t−s(θt,s(x)− y)|+ 1.

The other inequality in (2.9) is derived by symmetry.
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2.2 Gram matrix

Let At, σt : R+ → Rd × Rd be two measurable maps. Suppose that for some closed convex subset E
of GL(Rd) and κ0 > 0, and for all t > 0,

At ∈ E , κ−1
0 |ξ| 6 |σtξ| 6 κ0|ξ|. (2.11)

Define

At :=

(
0d×d 0d×d
At 0d×d

)
, Σt :=

(
σt

0d×d

)
.

For s, t > 0, let Rt,s be the resolvent of At, that is,

∂tRt,s = AtRt,s, Rs,s = I2d×2d. (2.12)

It is easy to see that the unique solution of (2.12) is given by

Rt,s =

(
Id×d 0d×d∫ t
s Ardr Id×d

)
. (2.13)

From this expression, one sees that for any s, t, r > 0,

R−1
t,s = Rs,t, Rt,rRr,s = Rt,s. (2.14)

The Gram matrix associated with At and Σt is defined by

Kt,s :=

∫ t

s
Rt,rΣrΣ

∗
rR
∗
t,rdr.

The following lemma is well-known. For reader’s convenience, we provide detailed proofs here.

Lemma 2.4. Under (2.11), there is a constant κ > 1 depending only on κ0 and E such that for all
0 6 s < t <∞ and x ∈ R2d,

|K−1/2
t,s x|2 = 〈K−1

t,sx,x〉 �κ |T
−1
t−sx|2, (2.15)

and

|T−1
t−sRt,sx| �κ |T−1

t−sx|. (2.16)

Proof. By the definition and the change of variables, it is easy to see that

Kt,s = Tt−sK̂1,0Tt−s, (2.17)

where

K̂1,0 :=

∫ 1

0
R̂1,rΣ̂rΣ̂

∗
rR̂
∗
1,rdr,

and

Σ̂r = Σs+(t−s)r, R̂1,r =

(
Id×d 0d×d∫ 1

r As+(t−s)udu Id×d

)
.
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Thus, without loss of generality, we may assume s = 0, t = 1 and |x|2 = |x1|2 + |x2|2 = 1. Clearly,

〈K−1
1,0x,x〉 � 1⇔ 〈K1,0x,x〉 � 1. (2.18)

Note that by (2.11),

〈K1,0x,x〉=
∫ 1

0
|Σ∗rR̂∗1,rx|2dr =

∫ 1

0

∣∣∣∣σ∗r [x1 +

∫ 1

r
A∗ux2du

]∣∣∣∣2 dr �
∫ 1

0

∣∣∣∣x1 +

∫ 1

r
A∗ux2du

∣∣∣∣2 dr,

and by the change of variable,∫ 1

0

∣∣∣∣x1 +

∫ 1

r
A∗ux2du

∣∣∣∣2 dr =

∫ 1

0

∣∣∣∣x1 +

∫ r

0
A∗1−ux2du

∣∣∣∣2 dr.

Since Au ∈ E and E is a closed convex subset of GL(Rd), we have for some c0 ∈ (0, 1),

inf
A∈E
|A∗x2| > c0|x2| ⇒ c0r|x2| 6

∣∣∣∣∫ r

0
A∗ux2du

∣∣∣∣ 6 c−1
0 r|x2|.

Recall |x1|2 + |x2|2 = 1. If |x1| 6
c30
4 |x2|, then |x2|2 > (

c60
16 + 1)−1 and∫ 1

0

∣∣∣∣x1 +

∫ r

0
A∗ux2du

∣∣∣∣2 dr >
∫ 1

0

(
|x1|2 − 2c−1

0 r|x1||x2|+ c2
0r

2|x2|2
)
dr

> c2
0|x2|2

(∫ 1

0

[
r2 − r

2

]
dr

)
>
c2

0

12

( c6
0

16
+ 1
)−1

;

if |x1| >
c30
4 |x2|, then |x1|2 > (1 + 16

c60
)−1 and

∫ 1

0

∣∣∣∣x1 +

∫ r

0
A∗ux2du

∣∣∣∣2 dr >
∫ c40/8

0

∣∣|x1| − rc−1
0 |x2|

∣∣2 dr > |x1|2
∫ c40/8

0
(1− r4c−4

0 )2dr >
c4

0

32

(
1 +

16

c6
0

)−1
.

We thus obtain (2.18). As for (2.16), it then readily follows from the scaling relation (2.17).

2.3 Control problem

In this subsection we show how the quantity |T−1
t−s(θt,s(x) − y)|2 appearing in our main estimates

can be, under (2.1) and (2.2), related to a control problem (see [9]) associated with F and B. More
precisely, we consider the following deterministic control problem:

φ̇r,s = F(r,φr,s) +Bϕr, r ∈ [s, t], φs,s = x, φt,s = y, (2.19)

where ϕ : [s, t]→ Rd is a square integrable control function. Let I(s,x; t,y) be the associated energy
functional

I(s,x; t,y) = inf

{(∫ t

s
|ϕr|2dr

)1/2

, φs,s = x, φt,s = y

}
,

where the infimum is taken over all admissible controls ϕ. The following proposition plays a crucial
role for proving the lower bound estimate of the heat kernel.
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Proposition 2.5. Under (H0
F), for any T > 0, there exist constants κ5, κ6 > 1 depending only on

T, κ0, κ1, d, E such that for all 0 6 s < t 6 T and x,y ∈ R2d,

κ−1
5

(
|T−1
t−s(θt,s(x)− y)| − 1

)
6 I(s,x; t,y) 6 κ5

(
|T−1
t−s(θt,s(x)− y)|+ 1

)
. (2.20)

Moreover, one can find a control ϕ : [s, t]→ Rd and a solution φr,s to ODE (2.19) such that

sup
r∈[s,t]

|ϕr| 6 κ6

(
|T−1
t−s(θt,s(x)− y)|+ 1

)
/
√
t− s. (2.21)

Proof. Without loss of generality, we may assume s = 0 and t = t0 6 δ, where δ is a small number
only depending on T, κ0, κ1, d, E . Let (φt)t∈[0,t0] be any solution of control problem (2.19). Let

ψt := φt − θt, θt := θt,0(x).

Then ψt = (ψ1
t , ψ

2
t ) solves the following control problem:

ψ̇t = A(t,ψt)ψt + F̃(t,ψt) +Bϕt, ψ0 = 0, ψt0 = y − θt0 , (2.22)

where

F̃(s,x) :=

(
F1(s,x+ θt)− F1(t,θt)

F2(t,θ1
t , x2 + θ2

t )− F2(t,θ1
t ,θ

2
t )

)
,

and

A(s,x) :=

(
0d×d 0d×d∫ 1

0 ∇x1F2(t, ux1 + θ1
t , x2 + θ2

t )du 0d×d

)
.

By (2.22) and (2.1), we have

|ψ1
t | .

∫ t

0
(1 + |ψs|)ds+

∫ t

0
|ϕs|ds,

and due to ∇x1F2 ∈ E and by (2.2),

|ψ2
t | .

∫ t

0
|ψ1
s |ds+

∫ t

0
(|ψ2

s |
1
3 + |ψ2

s |)ds.

Thus by Lemma 2.1 we have

|ψ1
t | . t+

∫ t

0
|ϕs|ds, |ψ2

t | . t3/2 + t

∫ t

0
|ϕs|ds, t ∈ [0, t0]. (2.23)

Hence,

|T−1
t0

(y − θt0)| = t
− 1

2
0 |ψ

1
t0 |+ t

− 3
2

0 |ψ
2
t0 | . 1 + t

− 1
2

0

∫ t0

0
|ϕs|ds 6 1 +

(∫ t0

0
|ϕs|2ds

)1/2

,

which gives the left hand side estimate in (2.20).
On the other hand, by Coron [Theorem 3.40], system (2.22) is controllable, and the exhibited

control ϕ is given by

ϕs = (Rt0,sB)∗K−1
t0,0

(
y − θt0 −

∫ t0

0
Rt0,sF̃(s, ψs)ds

)
, (2.24)
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where Rt,s is the resolvent of A(t, ψt) (see (2.12)), and

Kt0,0 :=

∫ t0

0
Rt0,sBB

∗R∗t0,sds.

Indeed, by Duhamel’s formula, the above control ϕ satisfies (2.22). Note that by (2.13),

Rt0,sB =

(
Id×d∫ t0

s

∫ 1
0 ∇x1F2(r, uψ1

r + θ1
r , ψ

2
r + θ2

r)dudr

)
.

By (2.17) and (2.15), it is easy to see that

sup
s∈[0,t0]

|ϕs| . t
− 1

2
0

(
|T−1
t0

(y − θt0)|+
∣∣∣∣T−1
t0

∫ t0

0
Rt0,sF̃(s, ψs)ds

∣∣∣∣)
(2.2)

. t
− 1

2
0 |T

−1
t0

(y − θt0)|+ t−1
0

∫ t0

0
(1 + |ψs|)ds+ t−2

0

∫ t0

0
(|ψ2

s |
1
3 + |ψ2

s |)ds

(2.23)

. t
− 1

2
0 |T

−1
t0

(y − θt0)|+ t
− 1

2
0 + t0 sup

s∈[0,t0]
|ϕs|+ t

− 1
3

0 sup
s∈[0,t0]

|ϕs|
1
3

. t
− 1

2
0 |T

−1
t0

(y − θt0)|+ ε−1t
− 1

2
0 + (t0 + ε) sup

s∈[0,t0]
|ϕs|,

where the last step is due to Young’s inequality and the implicit constant only depends on T, κ0, κ1, d, E .
In particular, we can choose ε and δ small enough so that for all t0 ∈ (0, δ],

sup
s∈[0,t0]

|ϕs| . t
− 1

2
0

(
|T−1
t0

(y − θt0)|+ 1
)
.

This in turn yields (2.21) as well as the right hand side estimate in (2.20).

Remark 2.6. When F is Lipschitz continuous, [9] has shown that

I(s,x; t,y) � |T−1
t−s(θt,s(x)− y)|

and
sup
r∈[s,t]

|ϕr| .C |T−1
t−s(θt,s(x)− y)|/

√
t− s.

The additional constant in the estimates of Proposition 2.5, due to the rougher framework, will
anyhow not perturb too much the analysis.

3 Density bounds for SDEs with smooth coefficients

In this section we always assume (Hγ
σ) and (Hγ

F) for some γ ∈ (0, 1), and temporarily assume that

‖∇jxF‖∞ <∞, ‖∇jxσ‖∞ <∞, j ∈ N. (3.1)
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It is well known that in the current smooth coefficients framework there exists a transition density
p(s,x; t,y) which is C∞b - smooth in variables x,y for all s < t, by Hörmander’s theorem. Moreover,
p(s,x; t,y) satisfies the following backward Kolmogorov equation

∂sp(s,x; t,y) + Ls,xp(s,x; t,y) = 0, p(s, ·; t,y) −→ δy(·) weakly as s ↑ t, (3.2)

and the forward Kolmogorov equation (Fokker-Planck equation):

∂tp(s,x; t,y)−L∗(t,y)p(s,x; t,y) = 0, p(s,x; t, ·) −→ δx(·) weakly as t ↓ s, (3.3)

where, setting a = σσ∗/2,

Ls,xf(x) = tr
(
a(s,x)∇2

x1f(x)
)

+ 〈F(s,x),∇xf(x)〉,

and
L∗(t,y)f(y) = tr

(
∇2
y1(a(t,y)f(y))

)
− divy(F(t,y)f(y)).

The scope of the section is to obtain two-sided Aronson like bounds, where all the constants
appearing below only depend on ΘT .

3.1 The Duhamel representation for p(s,x; t,y)

Fix now (τ, ξ) ∈ R+ × R2d as freezing parameters to be chosen later on and let

θ̇t,τ (ξ) = F(t,θt,τ (ξ)), t > 0, θτ,τ (ξ) = ξ. (3.4)

We consider the stochastic linearized dynamics (X̃
(τ,ξ)
t,s )t>s:

X̃
(τ,ξ)
t,s = x+

∫ t

s
[F(r,θr,τ (ξ)) + A(r,θr,τ (ξ))(X̃(τ,ξ)

r,s − θr,τ (ξ))]dr +

∫ t

s
Bσ(r,θr,τ (ξ))dWr, (3.5)

where, for all x = (x1, x2) ∈ R2d,

A(r,x) =

(
0d×d 0d×d

∇x1F2(r,x) 0d×d

)
.

Let (R
(τ,ξ)
t,s )t>s be the resolvent associated with A(r,θr,τ (ξ)) (see (2.12)), which is explicitly given by

R
(τ,ξ)
t,s =

(
Id×d 0d×d∫ t

s ∇x1F2(r,θr,τ (ξ))dr Id×d

)
. (3.6)

If we define

ϑ
(τ,ξ)
t,s (x) := R

(τ,ξ)
t,s x+

∫ t

s
R

(τ,ξ)
t,r

(
F(r,θr,τ (ξ))−A(r,θr,τ (ξ))θr,τ (ξ)

)
dr (3.7)

and

Σ(τ,ξ)
r := Bσ(r,θr,τ (ξ)), (3.8)
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then by the variation formula of constants, X̃
(τ,ξ)
t,s (x) is explicitly given by

X̃
(τ,ξ)
t,s (x) = ϑ

(τ,ξ)
t,s (x) +

∫ t

s
R

(τ,ξ)
t,r Σ(τ,ξ)

r dWr. (3.9)

Clearly, the random variable X̃
(τ,ξ)
t,s (x) admits a Gaussian density p̃(τ,ξ)(s,x; t, ·) given by

p̃(τ,ξ)(s,x; t,y) =
1

(2π)d det(K
(τ,ξ)
t,s )

1
2

exp

(
−1

2

∣∣(K(τ,ξ)
t,s )−

1
2 (ϑ

(τ,ξ)
t,s (x)− y)

∣∣2) , (3.10)

where

K
(τ,ξ)
t,s :=

∫ t

s
R

(τ,ξ)
t,r Σ(τ,ξ)

r (R
(τ,ξ)
t,r Σ(τ,ξ)

r )∗dr. (3.11)

In particular, p̃(τ,ξ)(s,x; t,y) satisfies

∂sp̃
(τ,ξ)(s,x; t,y) + L̃(τ,ξ)

s,x p̃(τ,ξ)(s,x; t,y) = 0, p̃(τ,ξ)(s,x; t,y) −→ δy(·) weakly as s ↑ t, (3.12)

where, for a = σσ∗/2,

L̃(τ,ξ)
s,x = tr

(
a(s,θs,τ (ξ)) · ∇2

x1

)
+ 〈(F(s,θs,τ (ξ)) + A(s,θs,τ (ξ))(x− θs,τ (ξ))) ,∇x〉 (3.13)

denotes the generator of the diffusion with frozen coefficients in (3.5).

The following proposition is a direct consequence of expression (3.10) and Lemma 2.4.

Proposition 3.1 (A priori controls for the frozen Gaussian densities). Under (H0
σ), (H0

F) and (3.1),
for any T > 0 and j = (j1, j2) ∈ N2

0, there are constants λj , Cj > 1 depending only on ΘT such that
for all 0 6 s < t 6 T , τ ∈ [0, T ] and x,y, ξ ∈ R2d,

C−1
0 gλ−1

0

(
t− s,ϑ(τ,ξ)

t,s (x)− y
)
6 p̃(τ,ξ)(s,x; t,y) 6 C0gλ0

(
t− s,ϑ(τ,ξ)

t,s (x)− y
)
, (3.14)

where gλ(t,x) is defined by (1.14), and

|∇j1x1∇
j2
x2 p̃

(τ,ξ)(s,x; t,y)| 6 Cj(t− s)−
j1+3j2

2 gλj
(
t− s,ϑ(τ,ξ)

t,s (x)− y
)
. (3.15)

The starting point of our analysis is the following Duhamel type representation formula which
readily follows in the current smooth coefficients setting from (3.2)-(3.3) and (3.13):

p(s,x; t,y) = p̃(τ,ξ)(s,x; t,y) +

∫ t

s

∫
R2d

p̃(τ,ξ)(s,x; r, z)(Lr,z − L̃(τ,ξ)
r,z )p(r, z; t,y)dzdr (3.16)

= p̃(τ,ξ)(s,x; t,y) +

∫ t

s

∫
R2d

p(s,x; r, z)(Lr,z − L̃(τ,ξ)
r,z )p̃(τ,ξ)(r, z; t,y)dzdr, (3.17)

If we take (τ, ξ) = (s,x) in (3.16) and set p̃0(s,x; t,y) := p̃(s,x)(s,x; t,y), then we obtain the backward
representation

p(s,x; t,y) = p̃0(s,x; t,y) +

∫ t

s

∫
R2d

p̃0(s,x; r, z)(Lr,z − L̃(s,x)
r,z )p(r, z; t,y)dzdr.

17



If we take (τ, ξ) = (t,y) in (3.17) and set p̃1(s,x; t,y) := p̃(t,y)(s,x; t,y), we then obtain the forward
representation

p(s,x; t,y) = p̃1(s,x; t,y) +

∫ t

s

∫
R2d

p(s,x; r, z)(Lr,z − L̃(t,y)
r,z )p̃1(r, z; t,y)dzdr.

To give the estimates of p̃i(s,x; t,y), i = 0, 1, we need the following lemma.

Lemma 3.2. For any t > s and x,y ∈ R2d, it holds that

ϑ
(s,x)
t,s (x) = θt,s(x), ϑ

(t,y)
t,s (x)− y = R

(t,y)
t,s (x− θs,t(y)).

Moreover, under (Hγ
F), for any T > 0, there is a constant C := C(ΘT ) > 0 such that for all

0 6 s 6 t 6 T and x,y ∈ R2d,

|T−1
t−s(θt,s(x)− ϑ(t,y)

t,s (x))| 6 C(t− s)
γ
2
(
|T−1
t−s(θt,s(x)− y)|1+γ + 1

)
. (3.18)

Proof. (i) Since ϑ
(τ,ξ)
t,s (x) = E(X̃

(τ,ξ)
t,s ), by (3.5) one sees that

ϑ
(τ,ξ)
t,s (x) = x+

∫ t

s
[F(r,θr,τ (ξ)) + A(r,θr,τ (ξ))(ϑ(τ,ξ)

r,s (x)− θr,τ (ξ))]dr. (3.19)

Hence,

|ϑ(s,x)
t,s (x)− θt,s(x)| 6

∫ t

s
|A(r,θr,s(x))(ϑ(s,x)

r,s (x)− θr,s(x))|dr

6 ‖∇x1F2‖∞
∫ t

s
|ϑ(s,x)
r,s (x)− θr,s(x)|dr,

which implies by Gronwall’s inequality that

ϑ
(s,x)
t,s (x) = θt,s(x),

which gives the first equality of the lemma.
(ii) For the second one, note that by (3.7) and (2.14),

R
(t,y)
s,t ϑ

(t,y)
t,s (x) = x+

∫ t

s
R(t,y)
s,r

(
F(r,θr,t(y))−A(r,θr,t(y))θr,t(y)

)
dr.

Since ∂sR
(t,y)
s,t = −A(s,θs,t(y))R

(t,y)
s,t , by Duhamel’s formula, we also have

Γs(y) := R
(t,y)
s,t y −

∫ t

s
R(t,y)
s,r

(
F(r,θr,t(y))−A(r,θr,t(y))θr,t(y)

)
dr

= y +

∫ t

s
[F(r,θr,t(y))−A(r,θr,t(y))(Γr(y)− θr,t(y))]dr.

As above, one has Γs(y) = θs,t(y). Hence,

R
(t,y)
s,t ϑ

(t,y)
t,s (x)− x = R

(t,y)
s,t y − θs,t(y).
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(iii) Let us now turn to the proof of (3.18). Fix 0 6 s < u 6 t 6 T . Note that by (3.19),

θt,s(x)− ϑ(t,y)
t,s (x) =

∫ t

s
[F(r,θr,s(x))− F(r,θr,t(y))−A(r,θr,t(y))(ϑ(t,y)

r,s (x)− θr,t(y))]dr,

and by (2.9),

(t− s)−
1
2 |(θr,s(x)− θr,t(y))1|+ (t− s)−

3
2 |(θr,s(x)− θr,t(y))2|

. |T−1
t−s(θt,s(x)− y)|+ 1 =: A.

(3.20)

Then we have

|(θt,s(x)− ϑ(t,y)
t,s (x))1| 6

∫ t

s
|F1(r,θr,s(x))− F1(r,θr,t(y))|dr

.
∫ t

s
(1 + |θr,s(x)− θr,t(y)|)dr . (t− s)A,

and by definition,

|(θt,s(x)− ϑ(t,y)
t,s (x))2| 6

∫ t

s

[
‖∇x1F2‖∞|(θr,s(x)− ϑ(t,y)

r,s (x))1|+ |TF2(r)(θr,s(x),θr,t(y))|
]
dr

(1.13)

.
∫ t

s

[
|(θr,s(x)− ϑ(t,y)

r,s (x))1|+ |θr,s(x)− θr,t(y)|1+γ
d

]
dr

(3.20)

. (t− s)2A+ (t− s)
3+γ
2 A1+γ .

Thus we obtain (3.18). The proof is complete.

For any λ > 0, 0 6 s < t <∞ and x,y ∈ R2d, let

p̂λ(s,x; t,y) := gλ
(
t− s,θt,s(x)− y

)
= (t− s)−2de−|T

−1
t−s(θt,s(x)−y)|2/(2λ), (3.21)

with θt,s(x) the flow associated with F.

Lemma 3.3. For any T, λ > 0 and α > 0, there are λ′ > λ and C > 0 depending only on ΘT and
λ, α such that for all 0 6 s < t 6 T and x,y ∈ R2d,(

|θt,s(x)− y|αd + |x− θs,t(y)|αd
)
p̂λ(s,x; t,y) 6 C(t− s)

α
2 p̂λ′(s,x; t,y). (3.22)

Proof. Note that by (2.5),

gλ/κ3
(
t− s,x− θs,t(y)

)
. p̂λ(s,x; t,y) . gκ3λ

(
t− s,x− θs,t(y)

)
.

The desired estimate now follows by definition.

We also need the following convolution type inequality for the Gaussian functions p̂λ.

Lemma 3.4 (Reproduction property). Under (2.1) and (2.2), for any T > 0, there are constants
κ7, C3 > 1 depending only on ΘT such that for all x,y ∈ R2d, 0 6 s < r 6 t 6 T and λ1, λ2 > 0,

C−1
3 p̂(λ1∧λ2)/κ7(s,x; t,y) 6

∫
R2d

p̂λ1(s,x; r, z)p̂λ2(r, z; t,y)dz 6 C3p̂κ7(λ1∨λ2)(s,x; t,y). (3.23)
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Proof. Recalling (3.21) and (1.14), we first consider the convolution

I :=

∫
R2d

gλ1(ε1,x
′ − z)gλ2(ε2, z − x′′)dz.

Clearly, up to a constant dependent on d and λ1, λ2 , I is the density of the sum of two independent
Gaussian vectors with means x′ and x′′ respectively. Therefore I is a Gaussian function with mean
x′ − x′′ and covariance matrix λ1T−2

ε1 + λ2T−2
ε2 . We have

λ1∧λ2
8 T−2

ε1+ε2 6 λ1T−2
ε1 + λ2T−2

ε2 6 (λ1 ∨ λ2)T−2
ε1+ε2 ,

which yields
g(λ1∧λ2)/8(ε1 + ε2,x

′ − x′′) . I . gλ1∨λ2(ε1 + ε2,x
′ − x′′). (3.24)

To prove (3.23), it suffices to notice that by Lemma 4.1,

gλ2/κ3(t− r, z − θr,t(y)) . p̂λ2(r, z; t,y) . gκ3λ2(t− r, z − θr,t(y)).

The claim then follows from (3.24) with x′ = θr,s(x) and x′′ = θr,t(y) and using (2.9).

The following lemma is a direct consequence of Proposition 3.1 and Lemma 3.2.

Lemma 3.5. Under (H0
σ), (H0

F) and (3.1), for any T > 0 and j = (j1, j2) ∈ N2
0, there are constants

λj , Cj > 1 depending only on ΘT such that for all 0 6 s < t 6 T and x,y ∈ R2d,

C−1
0 p̂λ−1

0

(
s,x; t,y) 6 p̃i(s,x; t,y) 6 C0p̂λ0

(
s,x; t,y), i = 0, 1, (3.25)

and

|∇j1x1∇
j2
x2 p̃

(τ,ξ)(s,x; t,y)|(τ,ξ)=(s,x) or (t,y) 6 Cj(t− s)−
j1+3j2

2 p̂λj
(
s,x; t,y). (3.26)

Moreover, for any α ∈ [0, 1], recalling p̃1(s,x; t,y) := p̃(t,y)(s,x; t,y),

|∇j1x1∇
j2
x2

(
p̃1(s,x; t,y)− p̃1(s,x′; t,y)

)
|

6 Cj |x− x′|αd(t− s)−
α+j1+3j2

2
(
p̂λj (s,x; t,y) + p̂λj (s,x

′; t,y)
)
. (3.27)

Proof. Estimates (3.25) and (3.26) are direct by (3.14), (3.15), Lemma 3.2 and (2.16). Here we prove
(3.27) with j = (1, 0) for simplicity since the general case is analogous. The off-diagonal regime

|x− x′|d > (t− s)
1
2 is straightforward from (3.26). Assume now |x− x′|d 6 (t− s)

1
2 . Then we have

|∇x1
(
p̃1(s,x; t,y)− p̃1(s,x′; t,y)

)
| 6

2∑
i=1

|xi − x′i| sup
η∈[0,1]

|∇xi∇x1 p̃1(s,x+ η(x′ − x); t,y)|

.
2∑
i=1

|xi − x′i|(t− s)−i sup
η∈[0,1]

p̂λ2(s,x+ η(x′ − x); t,y)

. |x− x′|αd (t− s)−
α+1
2 p̂λj (s,x; t,y),

where in the last inequality we have used |x−x′|d 6 (t− s)
1
2 and (2.10). The proof is complete.
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3.2 Derivation of the upper bound

For notational convenience, we write from now on

H(s,x; t,y) := (Ls,x − L̃(t,y)
s,x )p̃1(s,x; t,y) = (a(s,x)− a(s,θs,t(y))) · ∇2

x1 p̃1(s,x; t,y)

+ (F1(s,x)− F1(s,θs,t(y))) · ∇x1 p̃1(s,x; t,y) + TF2(s)(x,θs,t(y)) · ∇x2 p̃1(s,x; t,y),
(3.28)

where TF2(s) is defined by (1.13), and

(p⊗H)(s,x; t,y) =

∫ t

s

∫
Rd
p(s,x; r, z)H(r, z; t,y)dzdr. (3.29)

Thus, from the Duhamel representation (3.17), we have

p(s,x; t,y) = p̃1(s,x; t,y) + (p⊗H)(s,x; t,y). (3.30)

For N > 2, iterating N − 1-times the identity (3.30), we obtain

p(s,x; t,y) = p̃1(s,x; t,y) +

N−1∑
j=1

(p̃1 ⊗H⊗j)(s,x; t,y) + (p⊗H⊗N )(s,x; t,y). (3.31)

Proposition 3.6 (Control of the parametrix expansion). For any T > 0 and N ∈ N, there are
constants CN , λN > 0 depending only on ΘT such that for all x,y ∈ R2d and 0 6 s < t 6 T ,

|H⊗N (s,x; t,y)| 6 CN (t− s)−1+Nγ
2 p̂λN (s,x; t,y), (3.32)

where λN →∞ as N →∞. In particular,

p(s,x; t,y) 6 CN−1p̂λN−1
(s,x; t,y) + |(p⊗H⊗N )(s,x; t,y)|.

Proof. By (3.28), (3.15), (1.13) and (3.22), we have

|H(s,x; t,y)| 6 |a(s,x)− a(s,θs,t(y))| · |∇2
x1 p̃1(s,x; t,y)|

+ |F1(s,x)− F1(s,θs,t(y))| · |∇x1 p̃1(s,x; t,y)|
+ |TF2(s)(x,θs,t(y))| · |∇x2 p̃1(s,x; t,y)|

. (t− s)−1|x− θs,t(y)|γdp̂λ(s,x; t,y)

+ (t− s)−
1
2 (1 + |x− θs,t(y)|)p̂λ(s,x; t,y)

+ (t− s)−
3
2 |x− θs,t(y)|1+γ

d p̂λ(s,x; t,y)

. (t− s)−1+ γ
2 p̂λ′(s,x; t,y).

This gives the stated estimate for N = 1. For general N > 2, by induction, it is readily seen that:

|H⊗N (s,x; t,y)| .
∫ t

s
(r − s)−1+

(N−1)γ
2 (t− r)−1+ γ

2

(∫
R2d

p̂λN−1
(s,x; r, z)p̂λ1(r, z; t,y)dz

)
dr

(3.23)

.

(∫ t

s
(r − s)−1+

(N−1)γ
2 (t− r)−1+ γ

2 dr

)
p̂λN (s,x; t,y)

. (t− s)−1+Nγ
2 p̂λN (s,x; t,y).

This completes the proof.
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We carefully remark that we have to stop the iteration at some fixed N to avoid the explosion
of λN as N goes to infinity. The following proposition provides a control for the remainder and
concludes the proof of the upper bound.

Proposition 3.7 (Control of the remainder). Let N be large enough such that

−1 +
Nγ

2
> 2d.

Then there exist constants C0, λ0 > 0 such that for all x,y ∈ R2d and 0 6 s < t 6 T ,

|(p⊗H⊗N )(s,x; t,y)| 6 C0p̂λ0(s,x; t,y). (3.33)

Proof. We first recall that, from the intrinsic scaling properties of SDE (1.3) we can restrict w.l.o.g
to the case s = 0, t = 1 for the proof (we refer to [9] for additional details).

Indeed, recall first from (1.9) that for any λ > 0, the intrinsic scale matrix writes:

T−1
λ :=

(
λ−

1
2 Id×d 0d×d

0d×d λ−
3
2 Id×d

)
.

Fix then s > 0 and λ > 0. We define

Xλ,s
t := T−1

λ Xλt+s, t > 0. (3.34)

By the change of variables, it is easy to see that (Xλ,s
t )t>0 satisfies

dXλ,s
t = Fλ,s(t,Xλ,s

t )dt+Bσλ,s(t,Xλ,s
t )dW λ

t ,

where W λ
t := λ−

1
2Wλt is a still Brownian motion, and

Fλ,s(t,x) := λT−1
λ F

(
s+ λt,Tλx

)
, σλ,s(t,x) := σ

(
s+ λt,Tλx

)
. (3.35)

In particular, let p(s,x; t,y) (resp. pλ,s(x; t,y)) be the density of Xt (resp. Xλ,s
t ) starting from x at

time s (resp. 0). Then

p(s,x; t,y) = λ2dpλ,s(T−1
λ x;λ−1t,T−1

λ y). (3.36)

From the scaling property (3.36), it thus suffices to consider the case (s, t) = (0, 1). First of all,
by (3.32), we have

I := |(p⊗H⊗N )(0,x; 1,y)| .
∫ 1

0
(1− r)−1+Nγ

2

∫
R2d

p(0,x; r, z)p̂λN (r, z; 1,y)dzdr

=

∫ 1

0
(1− r)−1+Nγ

2 Ep̂λN (r,Xr,0(x); 1,y)dr.

Noting that by Lemma 2.8 in [31],

Ep̂λN (r,Xr,0(x); 1,y) 6 C1 sup
z∈R2d

exp
{

ln p̂λN (r, z; 1,y)− C2|z − θr,0(x)|2
}
,
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and

ln p̂λN (r, z; 1,y)
(3.21)

= ln(1− r)−2d − λN |T−1
1−r(θ1,r(z)− y)|2

(2.5)

6 ln(1− r)−2d − λ′N |T−1
1−r(z − θr,1(y))|2 + C3

6 ln(1− r)−2d − λ′N |z − θr,1(y)|2 + C3,

we further have

Ep̂λN (r,Xr,0(x); 1,y) . (1− r)−2d exp

{
−λ′′N inf

z∈R2d

{
|z − θr,1(y)|2 + |z − θr,0(x)|2

}}
= (1− r)−2d exp

{
−
λ′′N
2
|θr,1(y)− θr,0(x)|2

}
(2.5)

6 (1− r)−2d exp
{
−λ′′′N |θ1,0(x)− y|2

}
.

Hence,

I .

(∫ 1

0
(1− r)−1+Nγ

2
−2ddr

)
e−λ

′′′
N |θ1,0(x)−y|2 . e−λ

′′′
N |θ1,0(x)−y|2 .

The proof is complete.

3.3 Derivation of the lower bound

We first derive a local bound, starting from the one step parametrix expansion (3.30): by (3.15) and
the upper bound for p, we have

p(s,x; t,y) = p̃1(s,x; t,y) + (p⊗H)(s,x; t,y)

> c0p̂λ−1
0

(s,x; t,y)−
∫ t

s

∫
R2d

p(s,x; r, z)|H(r, z; t,y)|dzdr

> c0p̂λ−1
0

(s,x; t,y)− C
∫ t

s

∫
R2d

p̂λ(s,x; r, z)(t− r)
γ
2
−1p̂λ(r, z; t,y)dzdr

(3.23)

> C−1p̂λ−1(s,x; t,y)− C(t− s)
γ
2 p̂λ(s,x; t,y),

for sufficiently large λ and C, depending on ΘT . Suppose that

|T−1
t−s(θt,s(x)− y)| 6 κ5(2κ6 + 1) + 2κ3 + 1 =: κ9,

where κ3, κ5 and κ6 are from (2.5), (2.20) and (2.21). Then

p(s,x; t,y) > (t− s)−2d(C−1e−λκ
2
9 − C(t− s)

γ
2 ) >

e−λκ
2
9

2C
(t− s)−2d = C0(t− s)−2d, (3.37)

provided that

t− s 6 (2C2)
− 2
γ e
− 2λκ29

γ =: T0.
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Now for fixed 0 6 s < t 6 T with t− s 6 T0 and x,y ∈ R2d, we assume

|T−1
t−s(θt,s(x)− y)| > κ9.

Let M be the smallest integer such that

M − 1 6 |T−1
t−s(θt,s(x)− y)|2 < M. (3.38)

Define
δ := t−s

M , tj := s+ jδ, j = 0, 1, · · · ,M.

Let φt,s(x) be the optimal curve in Proposition 2.5 so that the corresponding control ϕ has the
estimate

sup
r∈[s,t]

|ϕr| 6 κ6

(
|T−1
t−s(θt,s(x)− y)|+ 1

)
/
√
t− s 6 κ6(

√
M + 1)/

√
t− s.

Define
ξj := φtj ,s(x), j = 0, 1, · · · ,M.

For any j = 0, · · · ,M − 1, by Proposition 2.5, we have

|T−1
δ

(
θtj+1,tj (ξj)− ξj+1

)
| .κ5 I(tj , ξj ; tj+1, ξj+1) + 1 6

(∫ tj+1

tj

|ϕr|2dr

)1/2

+ 1

6 (tj+1 − tj)1/2 sup
r∈[s,t]

|ϕr|+ 1 6 2κ6 + 1,

(3.39)

from the very definition of δ and the previous control on supr∈[s,t] |ϕr|. Now set

Σ0 := {ξ0} = {x}, ΣM := {ξM} = {y},

and for j = 1, · · · ,M − 1,

Σj :=
{
z ∈ R2d : |T−1

δ (z − ξj)| 6 1
}
.

By (3.39) and (2.5), for any j = 0, · · · ,M − 1, we have that for zj ∈ Σj and zj+1 ∈ Σj+1,

|T−1
δ (θtj+1,tj (zj)− zj+1)| 6 |T−1

δ (θtj+1,tj (ξj)− ξj+1)|+ |T−1
δ (zj+1 − ξj+1)|

+ |T−1
δ (θtj+1,tj (zj)− θtj+1,tj (ξj))|

6 |T−1
δ (θtj+1,tj (ξj)− ξj+1)|+ |T−1

δ (zj+1 − ξj+1)|
+ κ3(|T−1

δ (zj − ξj)|+ 1)

6 κ5(2κ6 + 1) + 2κ3 + 1 = κ9.

This precisely means that the previous diagonal lower bound holds for p(tj , zj ; tj+1, zj+1). Thus, by
the Chapman-Kolmogorov equation and (3.37), we have

p(s,x; t,y) =

∫
R2d

· · ·
∫
R2d

p(t0,x;u, z1) · · · p(tM−1, zM−1; tM ,y)dz1 · · · dzM−1

>
∫

Σ1

· · ·
∫

ΣM−1

p(t0, z0;u, z1) · · · p(tM−1, zM−1; tM , zM )dz1 · · · dzM−1
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> (C0δ
−2d)M

∫
Σ1

· · ·
∫

ΣM−1

dz1 · · · dzM−1 = (C0δ
−2d)M (C4δ

2d)M−1,

where C0 is given in (3.37), and the last equality is due to |Σj | = C4δ
2d for some C4 only depending

on d. Recalling δ = (t− s)/M and M given in (3.38), we finally have

p(s,x; t,y) > CM0 (C4)M−1δ−2d = (t− s)−2dM2d exp{M log(C0C4)}/C4

> C5(t− s)−2d exp{−λ0|T−1
t−s(θt,s(x)− y)|2}.

The lower bound is thus obtained for t − s 6 T0 and all x,y ∈ R2d. For general 0 6 s < t 6 T , it
again follows from the Chapman-Kolmogorov equation.

3.4 The parametrix series expansion of p(s,x; t,y)

We introduce, for δ > 0 the SDE (1.1) with diffusion coefficient σ(s,x) = δId×d and denote with p̄δ
the corresponding density. By scaling and the two-sided density bounds of Sections 3.2 and 3.3 it
holds that, for any λ > 0, there exists δ = δ(λ) large enough, and Cδ > 1, λ′ > λ such that, for all
x,y ∈ R2d and 0 6 s < t 6 T ,

C−1
δ p̂λ(s,x; t,y) 6 p̄δ(s,x; t,y) 6 Cδp̂λ′(s,x; t,y). (3.40)

By Lemmas 3.3 and 3.5, we may choose λ, and then δ = δ(λ) such that, for any j = (j1, j2) ∈ N2
0 with

j1 + 3j2 6 3, k ∈ {1, 2}, β ∈ [0, 2] and for all 0 6 s < t 6 T , x,x′,y ∈ R2d with |x− x′|d 6 (t− s)
1
2 ,

|(x− θs,t(y))k|β|∇j1x1∇
j2
x2 p̃1(s,x; t,y)| . (t− s)β(k− 1

2
)− k1+3j2

2 p̄δ(s,x; t,y), (3.41)

and also, for any α ∈ [0, 1],

|(x− θs,t(y))k|β|∇j1x1∇
j2
x2(p̃1(s,x; t,y)− p̃1(s,x′; t,y))|

. |x− x′|αd(t− s)β(k− 1
2

)−α+j1+3j2
2 p̄δ(s,x; t,y).

(3.42)

We shall fix from now on δ such that (3.41) and (3.42) hold and for simplicity we write p̄ = p̄δ.
Importantly, p̄ enjoys the Chapman-Kolmogorov property, namely, for all x,y ∈ R2d and 0 6 t < r <
s 6 T , ∫

R2d

p̄(s,x; r, z)p̄(r, z; t,y)dz = p̄(s,x; t,y). (3.43)

Proposition 3.8. Under (Hγ
σ), (Hγ

F) and (3.1), the density p(s,x; t,y) admits the following parametrix
expansion

p(s,x; t,y) = p̃1(s,x; t,y) + p̃1 ⊗H(s,x; t,y), (3.44)

where H :=
∑

k>1H
⊗k enjoys the following estimates: for all 0 6 s < t 6 T and x,y ∈ R2d,

|H(s,x; t,y)| . (t− s)
γ
2
−1p̄(s,x; t,y). (3.45)

If in addition F1 also satisfies (1.23), then for all ε ∈ (0, γ) and x,x′,y ∈ R2d,

|H(s,x; t,y)−H(s,x′; t,y)| . |x− x′|γ−εd (t− s)
ε
2
−1
(
p̄(s,x; t,y) + p̄(s,x′; t,y)

)
. (3.46)
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Proof. Let us first prove (3.45) and (3.46). From the definition (3.28) of H, the proof of Proposition
3.6 and (3.41), we derive that for all x,y ∈ R2d and 0 6 s < t 6 T ,

|H(s,x; t,y)| 6 C(t− s)
γ
2
−1p̄(s,x; t,y). (3.47)

The point here is that p̄ is a true density and enjoys the reproduction property (3.43). This allows to
manage the iteration procedure without deteriorating the constants at every step. Indeed by direct
induction, for k > 1,

|H⊗k(s,x; t,y)| 6 Ck
Γk (γ/2)

Γ (kγ/2)
(t− s)

kγ
2
−1p̄(s,x; t,y), (3.48)

where Γ is the Euler-Gamma function. Estimate (3.45) easily follows.

Next let us consider (3.46). When |x−x′|d > (t− s)
1
2 (off-diagonal regime) the estimate directly

follows from (3.45). When |x − x′|d 6 (t − s)
1
2 we restart from the first term of the expansion. By

(3.28), we have

|H(s,x; t,y)−H(s,x′; t,y)|

=
∣∣∣(Ls,x − L̃(t,y)

s,x )p̃1(s,x; t,y)− (Ls,x − L̃(t,y)
s,x )p̃1(s,x′; t,y)

∣∣∣
6
[
|a(s,x)− a(s,θs,t(y))||∇2

x1

(
p̃1(s,x; t,y)− p̃1(s,x′; t,y)

)
|

+ |a(s,x)− a(s,x′)||∇2
x1 p̃1(s,x′; t,y)|

]
+
[
|F1(s,x)− F1(s,θs,t(y))||∇x1

(
p̃1(s,x; t,y)− p̃1(s,x′; t,y)

)
|

+ |F1(s,x)− F1(s,x′)||∇x1 p̃1(s,x′; t,y)|
]

+
[
|TF2(s)(x,θs,t(y))| |∇x2

(
p̃1(s,x; t,y)− p̃1(s,x′; t,y)

)
|

+ |TF2(s)(x,θs,t(y))− TF2(s)(x
′,θs,t(y))| |∇x2 p̃1(s,x′; t,y)|

]
=: I1 + I2 + I3.

By (3.41), (3.42) and using that |x− x′|d 6 (t− s)
1
2 we have

I1 . |x− x′|γd

(
|x− θs,t(y)|γd

(t− s)1+ γ
2

p̂λ2(s,x; t,y) +
1

t− s
p̂λ2(s,x′; t,y)

)
. |x− x′|γ−εd (t− s)

ε
2
−1
(
p̄(s,x; t,y) + p̄(s,x′; t,y)

)
.

Similarly, by (1.19) we also have

I2 . |x− x′|γd(t− s)−
1
2
(
p̄(s,x; t,y) + p̄(s,x′; t,y)

)
,

and by (1.13), (3.41) and (3.42),

I3 . |x− θs,t(y)|1+γ
d (t− s)−

3+γ
2 |x− x′|γdp̂λ3(s,x; t,y)
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+ |x− x′|1+γ
d (t− s)−

3
2 p̂λ3(s,x′; t,y)

. |x− x′|γ−εd (t− s)
ε
2
−1
(
p̄(s,x; t,y) + p̄(s,x′; t,y)

)
.

Finally, we have

|H(s,x; t,y)−H(s,x′; t,y)|

6 |H(s,x; t,y)−H(s,x′; t,y)|+
∫ t

s

∫
R2d

|H(s,x; r, z)−H(s,x′; r, z)||H(r, z; t,y)|dzdr

. |x− x′|γ−εd (t− s)
ε
2
−1
(
p̄(s,x; t,y) + p̄(s,x′; t,y)

)
+

∫ t

s

|x− x′|γ−
ε
2

d

(r − s)1− ε
2 (t− r)1− ε

2

∫
R2d

(
p̄(s,x; r, z) + p̄(s,x′; r, z)

)
p̄(r, z; t,y)dzdr

. |x− x′|γ−εd (t− s)
ε
2
−1
(
p̄(s,x; t,y) + p̄(s,x′; t,y)

)
.

The parametrix expansion (3.44) follows by letting N −→∞ in (3.31) and proving that the remainder

RN := p⊗H⊗N converges to zero uniformly in every variable. Let MN := CNΓN
(γ

2

)
Γ
(
Nγ
2

)−1
with

C as in (3.48). By (3.48) we have

|(p⊗H⊗N )(s,x; t,y)| 6 CMN

∫ t

s
(t− r)

Nγ
2
−1

∫
R2d

p̄(s,x; r, z)p̄(r, z; t,y)dzdr

6 C
MN

N
(t− s)

Nγ
2 p̄(s,x; t,y) −→ 0.

The proof is completed.

3.5 Sensitivities of the frozen densities with respect to spatial parameters

We provide here a lemma which quantifies the sensitivity of the frozen densities w.r.t. different
(spatial) freezing parameters.

Lemma 3.9 (Sensitivity of the semigroup w.r.t. the freezing parameters). Under (Hγ
σ), (Hγ

F) and
(3.1), for any T > 0 and j = (j1, j2) ∈ N2

0, there exist constants λj , Cj > 1 depending only on ΘT

such that for all 0 6 s < t 6 T and x,y ∈ R2d,∣∣∇j1x1∇j2x2(p̃1 − p̃(τ,ξ)
)
(s,x; t,y)

∣∣
(τ,ξ)=(s,x)

6 Cj(t− s)
γ−(j1+3j2)

2 p̂λj (s,x; t,y); (3.49)

Moreover, for any x′ ∈ R2d

∣∣∇j1x1∇j2x2(p̃(τ,ξ) − p̃(τ,ξ′)
)
(s,x; t,y)

∣∣
(τ,ξ,ξ′)=(s,x,x′)

6 Cj |x− x′|γ(t− s)
−(j1+3j2)

2 p̂λj (s,x; t,y). (3.50)

Proof. We only prove (3.49) for j1 = j2 = 0. For general j1, j2 ∈ N0, the statement follows by
the chain rule and tedious but similar calculations. The control (3.50) is derived analogously. For
notational simplicity, we introduce

C1 = K
(s,x)
t,s , C2 = K

(t,y)
t,s , w1 = θt,s(x)− y, w2 = ϑ

(t,y)
t,s (x)− y,
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and
A := |T−1

t−s(θt,s(x)− y)|+ 1.

Using the above notations and by definition (3.10), we have∣∣(p̃1 − p̃(τ,ξ)
)
(s,x; t,y)

∣∣
(τ,ξ)=(s,x)

= (2π)−d
∣∣∣det(C2)−

1
2 exp

(
− 1

2

∣∣C− 1
2

2 w2

∣∣2)− det(C1)−
1
2 exp

(
− 1

2

∣∣C− 1
2

1 w1

∣∣2)∣∣∣.
To show (3.49), it suffices to prove that for some λ > 0,

|(det C1)−
1
2 − (det C2)−

1
2 | . (t− s)−2d+ γ

2Aγ , (3.51)∣∣∣ exp
(
− 1

2 |C
− 1

2
1 w1|2

)
− exp

(
− 1

2 |C
− 1

2
2 w2|

)∣∣∣ . (t− s)
γ
2 exp

(
−λA2

)
. (3.52)

Note that by (2.17),

Ci = Tt−sĈiTt−s, (3.53)

where

Ĉ1 :=

∫ 1

0
R̂

(s,x)
1,r Σ̂

(s,x)
r (R̂

(s,x)
1,r Σ̂

(s,x)
r )∗dr, Ĉ2 :=

∫ 1

0
R̂

(t,y)
1,r Σ̂

(t,y)
r (R̂

(t,y)
1,r Σ̂

(t,y)
r )∗dr,

and for η(r) := s+ (t− s)r,
Σ̂

(τ,ξ)
r := Bσ(η(r),θη(r),τ (ξ)),

and

R̂
(τ,ξ)
1,r :=

(
Id×d 0d×d∫ 1

r ∇x1F2(η(u),θη(u),τ (ξ))du Id×d

)
.

Since σ,∇x1F2 ∈ C γ
d , by (2.9) we have for any r ∈ [0, 1],

|Σ̂(s,x)
r − Σ̂

(t,y)
r | . |θη(r),s(x)− θη(r),t(y)|γd . (t− s)

γ
2Aγ ,

and
|R̂(s,x)

1,r − R̂
(t,y)
1,r | . (t− s)

γ
2Aγ .

Hence, by (2.15),

|Ĉ1 − Ĉ2| . (t− s)
γ
2Aγ , |Ĉi| . 1, det Ĉi � 1, (3.54)

and

|(det C1)−
1
2 − (det C1)−

1
2 | . (t− s)−2d|(det Ĉ1)−

1
2 − (det Ĉ1)−

1
2 |

. (t− s)−2d| det Ĉ1 − det Ĉ1|

. (t− s)−2d|Ĉ1 − Ĉ2| . (t− s)−2d+ γ
2Aγ .

Thus we obtain (3.51). For proving (3.52), without loss of generality, we may assume

|C−
1
2

1 w1| 6 |C
− 1

2
2 w2|.
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Then by 1− e−x 6 x, we have∣∣∣ exp
(
− 1

2 |C
− 1

2
1 w1|2

)
− exp

(
− 1

2 |C
− 1

2
2 w2|2

)∣∣∣ 6 1
2(|C−

1
2

2 w2|2 − |C
− 1

2
1 w1|2) exp

(
− 1

2 |C
− 1

2
1 w1|2

)
.

Since

|C−
1
2

2 w2|2 − |C
− 1

2
1 w1|2

(3.53)
= 〈Ĉ−1

2 T−1
t−sw2,T−1

t−sw2〉 − 〈Ĉ−1
1 T−1

t−sw1,T−1
t−sw1〉

6 |Ĉ−1
1 ||T

−1
t−s(w2 −w1)|

(
|T−1
t−sw2|+ |T−1

t−sw1|
)

+ |Ĉ−1
2 − Ĉ−1

1 ||T
−1
t−sw1|2,

by (3.18) and (3.54), we get

|C−
1
2

2 w2|2 − |C
− 1

2
1 w1|2 . (t− s)

γ
2A2+γ .

Therefore, we have (3.52). The proof is complete.

3.6 Gradient bounds in the non-degenerate direction x1

In this Section we provide pointwise controls for the derivatives of the densities in x1 in the cur-
rent smooth setting. Importantly the controls do not depend on the smoothing procedure, and the
constants therein only depend on ΘT .

We are ready to prove the following

Proposition 3.10. Under (Hγ
σ), (Hγ

F) and (3.1), for any T > 0 and j = 0, 1, there exists λj , Cj > 1
depending on ΘT , η such that for any 0 6 s < t 6 T and x,y ∈ R2d,

|∇jx1p(s,x; t,y)| 6 Cj(t− s)−
j
2 p̂λj (s,x; t,y), (3.55)

and for η0, η1 ∈ (0, 1), and any x,x′,y ∈ R2d,

|∇jx1(p(s,x; t,y)− p(s,x′; t,y))| 6 Cj |x− x′|
ηj
d (t− s)−

j+ηj
2
(
p̂λj (s,x; t,y) + p̂λj (s,x

′; t,y)
)
. (3.56)

If in addition F1 also satisfies (1.23), then (3.55) and (3.56) also hold for j = 2 and η2 ∈ (0, γ).

Proof. We only prove the case j = 2. In this case some time singularities appear in the integrals.
A way to overcome such a problem is to exploit cancellation properties of the derivatives of the
Gaussian kernels. In the following estimates, for simplicity, we use the same λ to denote possible
different constants in different places.

(i) We first look at (3.55). Starting from (3.44), for u = t+s
2 and (τ, ξ) ∈ [s, t]× R2d, we write

(∇2
x1 p̃1 ⊗H)(s,x; t,y) =

∫ t

u

∫
R2d

∇2
x1 p̃1(s,x; r, z)H(r, z; t,y)dzdr

+

∫ u

s

∫
R2d

∇2
x1

(
p̃1 − p̃(τ,ξ)

)
(s,x; r, z)H(r, z; t,y)dzdr

+

∫ u

s

∫
R2d

∇2
x1 p̃

(τ,ξ)(s,x; r, z) (H(r, z; t,y)−H(r,θr,τ (ξ); t,y)) dzdr

=: I1 + I
(τ,ξ)
2 + I

(τ,ξ)
3 .
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For I1, by (3.41) and (3.45) we have

I1 .
∫ t

u
(r − s)−1

∫
R2d

p̄(s,x; r, z)(t− r)
γ
2
−1p̄(r, z; t,y)dzdr

6 2(t− s)−1

(∫ t

u
(t− r)

γ
2
−1dr

)
p̄(s,x; t,y) . (t− s)

γ
2
−1p̄(s,x; t,y).

For I
(τ,ξ)
2 , taking (τ, ξ) = (s,x), by (3.49), (3.45) and (3.23), we have

I
(s,x)
2 .

∫ u

s

∫
R2d

(r − s)
γ
2
−1p̂λ(s,x; r, z)(t− r)

γ
2
−1p̄(r, z; t,y)dzdr

.

(∫ u

s
(r − s)

γ
2
−1(t− r)

γ
2
−1dr

)
p̂λ(s,x; t,y)

. (t− s)γ−1p̂λ(s,x; t,y).

For I
(τ,ξ)
3 , with the former choice (τ, ξ) = (s,x), by (3.49), (3.46), (3.41) and (3.23), we have

I
(s,x)
3 .

∫ u

s

∫
R2d

(r − s)−1p̂λ(s,x; r, z)|z − θr,s(x)|
γ
2
d (t− r)

γ
2
−1

×
[
p̄(r, z; t,y) + p̄(r,θr,s(x); t,y)

]
dzdr

.
∫ u

s

∫
R2d

(r − s)
γ
4
−1p̂λ(s,x; r, z)(t− r)

γ
2
−1

×
[
p̂λ(r, z; t,y) + p̂λ(r,θr,s(x); t,y)

]
dzdr

. (t− s)
γ
2
−1

[
p̂λ(s,x; t,y) +

∫ u

s
(r − s)

γ
4
−1p̂λ(r,θr,s(x); t,y)dr

]
. (t− s)

γ
2
−1p̂λ(s,x; t,y),

where in the last step we have used that

p̂λ(r,θr,s(x); t,y) = gλ
(
t− r,θt,r ◦ θr,s(x)− y

) (3.21)
= gλ

(
t− r,θt,s(x)− y

)
. (3.57)

Finally, note that

|∇2
x1p(s,x; t,y)| . (t− s)−1p̄(s,x; t,y) + |(∇2

x1 p̃1 ⊗H)(s,x; t,y)|,

which combining the above calculations, yields (3.55) for j = 2.

(ii) Next we look at (3.56). We can assume w.l.o.g. that |x − x′| 6 (t − s)
1
2 since otherwise the

control readily follows from the previous one. Starting from (3.44), for u = t+s
2 we write

∇2
x1p(s,x; t,y)−∇2

x1p(s,x
′; t,y) = ∇2

x1 p̃1(s,x; t,y)−∇2
x1 p̃1(s,x′; t,y)

+

∫ t

s

∫
R2d

(∇2
x1(p̃1(s,x; r, z)−∇2

x1 p̃1(s,x′; r, z))H(r, z; t,y)dzdr

=: I1 +

∫ t

u
J (r,x,x′; t,y)dr +

∫ u

s
J (r,x,x′; t,y)dr =: I1 + I2 + I3.
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For I1, by (3.42) we have

I1 . |x− x′|γd(t− s)−1− γ
2
(
p̂λ(s,x; t,y) + p̂λ(s,x′; t,y)

)
.

For I2, by (3.42) and (3.45), we have

I2 . |x− x′|γd
∫ t

u
(r − s)−1− γ

2 (t− r)
γ
2
−1

∫
R2d

(
p̄(s,x; r, z) + p̄(s,x′; r, z)

)
p̄(r, z; t,y)dzdr

. |x− x′|γd(t− s)−1
(
p̄(s,x; t,y) + p̄(s,x′; t,y)

)
.

Next we treat the hard term I3. Fix r ∈ [s, u]. We handle J according to the current diagonal/off-
diagonal regime of |x− x′|d w.r.t. to the current integration time and consider two cases:

Case (I): |x− x′|d > (r − s)
1
2 ; Case (II): |x− x′|d 6 (r − s)

1
2 .

In Case (I), for any (τ, ξ), (τ, ξ′) ∈ [s, t]× R2d, we write

J =

∫
R2d

∇2
x1

(
p̃1 − p̃(τ,ξ)

)
(s,x; r, z)H(r, z; t,y)dz

+

∫
R2d

∇2
x1 p̃

(τ,ξ)(s,x; r, z)
(
H(r, z; t,y)−H(r,θr,τ (ξ); t,y)

)
dz

−
∫
R2d

∇2
x1

(
p̃1 − p̃(τ,ξ′)

)
(s,x′; r, z)H(r, z; t,y)dz

+

∫
R2d

∇2
x1 p̃

(τ,ξ′)(s,x′; r, z)
(
H(r, z; t,y)−H(r,θt,τ (ξ′); t,y)

)
dz

=:
∑
i=1,2

(
I

(τ,ξ)
i (r,x; t,y) + N

(τ,ξ′)
i (r,x′; t,y)

)
.

By (3.49) and (3.45), we have

|I (s,x)
1 (r,x; t,y)| . (r − s)

γ
2
−1(t− r)

γ
2
−1

∫
R2d

p̄(s,x; r, z)p̄(r, z; t,y)dz

= (r − s)
γ
2
−1(t− r)

γ
2
−1p̄(s,x; t,y).

By (3.49) and (3.46), we have

|I (s,x)
2 (r,x; t,y)| . (r − s)−1(t− r)ε−1

∫
R2d

p̂λ(s,x; r, z)|z − θr,s(x)|γ−εd

×
[
p̄(r, z; t,y) + p̄(r,θr,s(x); t,y)

]
dz

(3.22)

. (r − s)
γ−ε
2
−1(t− r)ε−1

∫
R2d

p̂λ(s,x; r, z)

×
[
p̂λ(r, z; t,y) + p̂λ(r,θr,s(x); t,y)

]
dz

(3.22),(3.57)

. (r − s)
γ−ε
2
−1(t− r)ε−1p̂λ(s,x; t,y).
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Similarly, we have

|N (s,x′)
1 (r,x′; t,y)| . (r − s)

γ
2
−1(t− r)

γ
2
−1p̄(s,x′; t,y),

|N (s,x′)
2 (r,x′; t,y)| . (r − s)

γ−ε
2
−1(t− r)ε−1p̂λ(s,x′; t,y).

Combining the above estimates and taking ε small enough, we get∫ u

s
1|x−x′|d>(r−s)1/2 |J (r,x,x′; t,y)|dr . |x− x′|ηd(t− s)−1

(
p̂λ(s,x; t,y) + p̂λ(s,x′; t,y)

)
,

for all η ∈ (0, γ).
In Case (II), for any (τ, ξ̄) ∈ [s, t]× R2d, we write

J =

∫ 1

0

[∫
R2d

(x− x′) · ∇x∇2
x1

(
p̃1 − p̃(τ,ξ̄)

)
(s,x′ + ρ(x− x′); r, z)H(r, z; t,y)dz

+

∫
R2d

(x− x′) · ∇x∇2
x1 p̃

(τ,ξ̄)(s,x′ + ρ(x− x′); r, z)
(
H(r, z; t,y)−H(r,θr,s(ξ̄); t,y)

)
dz

]
dρ.

In the above bracket, taking ξ̄ = ξ̄ρ := x′ + ρ(x− x′) and by (3.49) and (3.46), we have

|J | .
∫ 1

0

[ ∑
i=1,2

∫
R2d

|(x− x′)i|(r − s)
γ
2
−1− 2i−1

2 p̂λ(s, ξ̄ρ; r, z)(t− r)
γ
2
−1p̄(r, z; t,y)dz

+
∑
i=1,2

∫
R2d

|(x− x′)i|(r − s)−1− 2i−1
2 pλ(s, ξ̄ρ; r, z)|z − θr,s(ξ̄ρ)|

γ−ε
d

× (t− r)
ε
2
−1
[
p̂λ(r, z; t,y) + p̂λ1(r,θr,s(ξ̄ρ); t,y)

]
dz

]
dρ

. |x− x′|ηd(r − s)
γ−η
2
−1(t− s)

ε
2
−1

∫ 1

0
p̂λ(s, ξ̄ρ; t,y)dρ

. |x− x′|ηd(r − s)
γ−η
2
−1(t− s)

ε
2
−1p̂λ(s,x′; t,y),

where in the second step we have used r ∈ [s, u], |x−x′|d 6 (r− s)1/2, (3.23) and (3.57). In the last
step we have used (2.10). Therefore,∫ u

s
1|x−x′|d6(r−s)1/2 |J (r,x,x′; t,y)|dr . |x− x′|ηd(t− s)−1

(
p̂λ(s,x; t,y) + p̂λ(s,x′; t,y)

)
.

The whole proof is thus complete.

3.7 Gradient bound in degenerate direction x2

The aim of this section is to show the following a priori gradient estimate.

Proposition 3.11. Under (Hγ
σ), (Hγ

F), (1.22), (1.23) and (3.1), for any T > 0, there exist constants
λ,C > 1 depending on ΘT and κ̄0, κ̄1 such that for any 0 6 s < t 6 T and x,y ∈ R2d,

|∇x2p(s,x; t,y)| 6 C(t− s)−
3
2 p̂λ(s,x; t,y). (3.58)
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Proof. For 0 6 s 6 t 6 T , λ > 0 and f ∈ C∞b (R2d), we define

Ps,tf(x) :=

∫
R2d

p(s,x; t, z)f(z)dz, P̂ λs,tf(x) :=

∫
R2d

p̂λ(s,x; t, z)f(z)dz,

and for (τ, ξ) ∈ [s, t]× R2d,

P̃
(τ,ξ)
s,t f(x) :=

∫
R2d

p̃(τ,ξ)(s,x; t, z)f(z)dz. (3.59)

Under (3.1), it is standard to derive that

Ps,tf, P̂
λ
s,tf, P̃

(τ,ξ)
s,t f ∈ C∞b (R2d).

Thus all the calculations below are rigorous. Now we set

u := (s+ t)/2.

Let f ∈ C∞b (R2d) be nonnegative. Noting that

P̃
(τ,ξ)
s,t f = P̃ (τ,ξ)

s,u P̃
(τ,ξ)
u,t f,

by (3.16), it is easy to see that for any (τ, ξ) ∈ [s, t]× R2d,

Ps,tf(x) = P̃ (τ,ξ)
s,u Pu,tf(x) +

∫ u

s
P̃ (τ,ξ)
s,r (Lr − L(τ,ξ)

r )Pr,tf(x)dr. (3.60)

Hence,

∇x2Ps,tf(x) = ∇x2P̃ (τ,ξ)
s,u Pu,tf(x) +

∫ u

s
∇x2P̃ (τ,ξ)

s,r (Lr − L(τ,ξ)
r )Pr,tf(x)dr. (3.61)

Below we shall take (τ, ξ) = (s,x). Observe that by (3.10) and (3.6),

∇x2 p̃(τ,ξ)(s,x; r, z)
∣∣
(τ,ξ)=(s,x)

= −∇z2 p̃(τ,ξ)(s,x; r, z)
∣∣
(τ,ξ)=(s,x)

= −∇z2 p̃0(s,x; r, z).

In particular,

∇x2P̃ (τ,ξ)
s,r f(x)|(τ,ξ)=(s,x) = −

∫
R2d

∇z2 p̃0(s,x; r, z)f(z)dz =: Qs,rf(x),

and for any bounded function f(z1) of the first variable,

Qs,rf(x) = −
∫
R2d

∇z2 p̃0(s,x; r, z)f(z1)dz ≡ 0. (3.62)

Equation (3.62) is precisely what we call a partial cancellation property.
Moreover, by (3.15),

|∇z2 p̃0(s,x; r, z)| . (r − s)−
3
2 p̂λ(s,x; r, z)⇒ |Qs,rf(x)| . (r − s)−

3
2 P̂ λs,rf(x). (3.63)
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Here and below, λ may vary from line to line but all the constants only depend on ΘT and κ̄0, κ̄1.
For notational convenience, we write

Lr − L(s,x)
r = Dr + Br + Kr, (3.64)

where
Dr := tr[(a(s, z)− a(r,θr,s(x))) · ∇2

z1 ]

and
Br := (F1(r, z)− F1(r,θr,s(x))) · ∇z1 , Kr := TF2(r)(z,θr,s(x)) · ∇z2 .

Using the above notations, we can rewrite (3.61) as

∇x2Ps,tf(x) = Qs,uPu,tf(x) +

∫ u

s
Qs,r(Dr + Br + Kr)Pr,tf(x)dr. (3.65)

From (3.63), the upper bound for p and (3.23), we have

|Qs,uPu,tf(x)| . (u− s)−
3
2 P̂ λs,uPu,tf(x) . (t− s)−

3
2 P̂ λs,tf(x).

To fully make up the time singularity in (3.63), we exploit the cancellation property (3.62). For
r ∈ [s, u], let Φr : Rd → [0, 1] be a smooth cutoff function with

Φr(z2) =

{
1, |z2 − θ2

r,s(x)| 6 (t− r)
3
2 ,

0, |z2 − θ2
r,s(x)| > 2(t− r)

3
2 ,

|∇z2Φr(z2)| 6 4(t− r)−
3
2 . (3.66)

First of all we look at the term containing Dr in (3.65) and write

Qs,rDrPr,tf(x) = −
∫
R2d

∇z2p0(s,x; r, z)(1− Φr(z2))DrPr,tf(z)dz

+

∫
R2d

p0(s,x; r, z)∇z2Φr(z2)DrPr,tf(z)dz

−
∫
R2d

∇z2(p0(s,x; r, z)Φr(z2))DrPr,tf(z)dz

=: I1 + I2 − I3.

For I1, by (3.63) and the upper bound estimate (3.55) of p, since f is nonnegative, we have

|I1| . (r − s)−
3
2

∫
R2d

p̂λ(s,x; r, z)(1− Φr(z2))|z − θr,s(x)|γd|∇
2
z1Pr,tf(z)|dz

. (r − s)
γ−3
2 (t− r)−1

∫
R2d

p̂λ(s,x; r, z)1{|z2−θ2r,s(x)|>(t−r)3/2}P̂
λ
r,tf(z)dz

6 (r − s)
γ−3
2 (t− r)−

3
2

∫
R2d

|z2 − θ2
r,s(x)|

1
3 p̂λ(s,x; r, z)P̂ λr,tf(z)dz

. (r − s)
γ
2
−1(t− r)−

3
2

∫
R2d

p̂λ(s,x; r, z)P̂ λr,tf(z)dz

. (r − s)
γ
2
−1(t− s)−

3
2 P̂ λs,tf(x).

34



Similarly, for I2, we have

|I2| .
∫
R2d

p̂λ(s,x; r, z)|∇z2Φr(z2)| |z − θr,s(x)|γd|∇
2
z1Pr,tf(z)|dz

. (t− r)−
5
2 (r − s)

γ
2

∫
R2d

p̂λ(s,x; r, z)P̂ λr,tf(z)dz

. (t− s)
γ−5
2 P̂ λs,tf(x).

For I3, similarly to the partial cancellation (3.62) we can write

I3 =

∫
R2d

∇z2(p0(s,x; r, z)Φr(z2))
[
tr
(
(a(r, z)− a(r,θr,s(x))) · ∇2

z1Pr,tf(z)
)

− tr
((
a(r, z1,θ

2
r,s(x))− a(r,θr,s(x))

)
· ∇2

z1Pr,tf(z1,θ
2
r,s(x))

) ]
dz

=

∫
R2d

∇z2(p0(s,x; r, z)Φr(z2))
[
tr
(
(a(r, z)− a(r, z1,θ

2
r,s(x))) · ∇2

z1Pr,tf(z)
)

+ tr
(
(a(r, z1,θ

2
r,s(x))− a(r,θr,s(x))) · ∇2

z1(Pr,tf(z)− Pr,tf(z1,θ
2
r,s(x)))

)]
dz.

Thus, by (3.63), (3.66), (3.56) and (1.22), for any η ∈ (0, γ), we have

|I3| .
[
(r − s)−

3
2 + (t− s)−

3
2

] ∫
R2d

p̂λ(s,x; r, z)1{|z2−θ2r,s(x)|62(t−r)3/2}

×
[
|z2 − θ2

r,s(x)|
1+γ
3 |∇2

z1Pr,tf(z)|+ |z1 − θ1
r,s(x)|α|∇2

z1(Pr,tf(z)− Pr,tf(z1,θ
2
r,s(x)))|

]
dz

.
[
(r − s)−

3
2 + (t− s)−

3
2

] ∫
R2d

p̂λ(s,x; r, z)1{|z2−θ2r,s(x)|62(t−r)3/2}

×
[
|z2 − θ2

r,s(x)|
1+γ
3 (t− r)−1P̂ λr,tf(z) + |z1 − θ1

r,s(x)|α|z2 − θ2
r,s(x)|

η
3

× (t− r)−1− η
2 (P̂ λr,tf(z) + P̂ λr,tf(z1,θ

2
r,s(x)))

]
dz

.
[
(r − s)−

3
2 + (t− s)−

3
2

][
(r − s)

γ+1
2 (t− r)−1 + (r − s)

α+η
2 (t− r)−1− η

2

]
×
∫
R2d

p̂λ(s,x; r, z)P̂ λr,tf(z)dz,

where the last step is due to (3.22) and (2.10). Since α ∈ ((1− γ)∨ γ, 1], one can choose η close to γ
so that for some ε > 0,

|I3| . [(r − s)ε−1 + (t− s)ε−1](t− s)−
3
2 P̂ λs,tf(x).

Next we treat the term containing Br, and similarly write

Qs,rBrPr,tf(x) = −
∫
R2d

∇z2p0(s,x; r, z)(1− Φr(z2))BrPr,tf(z)dz

+

∫
R2d

p0(s,x; r, z)∇z2Φr(z2)BrPr,tf(z)dz

−
∫
R2d

∇z2(p0(s,x; r, z)Φr(z2))BrPr,tf(z)dz
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=: J1 + J2 − J3.

For J1 and J2, the analysis is similar to the one performed for I1 and I2. By (3.63) and the upper
bound estimate (3.55) of p, we have

|J1|+ |J2| .
[
(r − s)

γ
2
−1(t− r)−1 + (t− s)

γ
2
−2
]
P̂ λs,tf(x).

For J3, as for I3, similarly to (3.62) we can write

J3 =

∫
R2d

∇z2(p0(s,x; r, z)fr(z2))
[
(F1(r, z)− F1(r, z1,θ

2
r,s(x))) · ∇z1Pr,tf(z)

+ (F1(r, z1,θ
2
r,s(x))− F1(r,θr,s(x))) · ∇z1(Pr,tf(z)− Pr,tf(z1,θ

2
r,s(x)))

]
dz.

Thus, by (3.63), (3.66), (3.56) and (1.23), for any η ∈ (0, 1), we have

|J3| .
[
(r − s)−

3
2 + (t− s)−

3
2

] ∫
R2d

p̂λ(s,x; r, z)1{|z2−θ2r,s(x)|62(t−r)3/2}

×
[
|z2 − θ2

r,s(x)|
1+γ
3 |∇z1Pr,tf(z)|+ |z1 − θ1

r,s(x)|γ |∇z1(Pr,tf(z)− Pr,tf(z1,θ
2
r,s(x)))|

]
dz

.
[
(r − s)−

3
2 + (t− s)−

3
2

] ∫
R2d

p̂λ(s,x; r, z)1{|z2−θ2r,s(x)|62(t−r)3/2}

×
[
|z2 − θ2

r,s(x)|
1+γ
3 (t− r)−

1
2 P̂ λr,tf(z) + |z1 − θ1

r,s(x)|γ |z2 − θ2
r,s(x)|

η
3

× (t− r)−
1
2
− η

2 (P̂ λr,tf(z) + P̂ λr,tf(z1,θ
2
r,s(x)))

]
dz

.
[
(r − s)−

3
2 + (t− s)−

3
2

][
(r − s)

γ+1
2 (t− r)−

1
2 + (r − s)

γ+η
2 (t− r)−

1
2
− η

2

]
×
∫
R2d

p̂λ(s,x; r, z)P̂ λr,tf(z)dz,

In particular, one can choose η close to 1 so that for some ε > 0,

|J3| . [(r − s)ε−1 + (t− s)ε−1](t− s)−1P̂ λs,tf(x).

The term Qs,rBrPr,tf(x) is therefore not critical in terms of the time singularities, since it appears to
be less singular than Qs,rDrPr,tf(x). However, the additional regularity assumption (1.23) is really
needed to derive an integrable singularity in the variable r.

On the other hand, we have

|Qs,rKrPr,tf(x)| . (r − s)−
3
2

∫
R2d

p̂λ(s,x; r, z)|z − θr,s(x)|1+γ
d |∇z2Pr,tf(z)|dz

. (r − s)
γ
2
−1

∫
R2d

p̂λ(s,x; r, z)|∇z2Pr,tf(z)|dz

= (r − s)
γ
2
−1P̂ λs,r|∇z2Pr,tf |(x).

Gathering together all the previous controls, we eventually get

|∇x2Ps,tf(x)| . (t− s)−
3
2 P̂ λs,tf(x) +

∫ u

s
(r − s)

γ
2
−1P̂ λs,r|∇z2Pr,tf |(x)dr
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. (t− s)−
3
2 P̄ δs,tf(x) +

∫ u

s
(r − s)

γ
2
−1P̄ δs,r|∇z2Pr,tf |(x)dr, (3.67)

where δ is chosen as in (3.40). Fix s0 < t. For any s ∈ (s0, t], define

Φf
s0,t

(s) := (t− s)
3
2 P̄ δs0,s|∇x2Ps,tf |(x).

Using P̄ δs0,s act on both sides of (3.67) and by the Chapman-Kolmogorov equation, we obtain

Φf
s0,t

(s) . P̄ δs0,tf(x) + (t− s)
3
2

∫ u

s
(r − s)

γ
2
−1P̄ δs0,r|∇z2Pr,tf |(x)dr

6 P̄ δs0,tf(x) + (t− s)
3
2

∫ u

s
(r − s)

γ
2
−1(t− r)−

3
2 Φf

s0,t
(r)dr

6 P̄ δs0,tf(x) + 2
3
2

∫ u

s
(r − s)

γ
2
−1Φf

s0,t
(r)dr

6 P̄ δs0,tf(x) + 2
3
2

∫ t

s
(r − s)

γ
2
−1Φf

s0,t
(r)dr.

By the Volterra type Gronwall inequality we obtain

Φf
s0,t

(s) . P̄ δs0,tf(x) =⇒ P̄ δs0,s|∇x2Ps,tf |(x) . (t− s)−
3
2 P̄ δs0,tf(x). (3.68)

Letting s0 ↑ s, we get

|∇x2Ps,tf |(x) . (t− s)−
3
2 P̄ δs,tf(x).

Finally, for fixed t′ > t and y ∈ R2d, we let f(x) := p(t,x; t′,y) ∈ C∞b (R2d), then by the Chapman-
Kolmogorov equation and (3.23), we obtain

|∇x2p(s,x; t′,y)| .C3 (t− s)−
3
2 p̂λ(s,x; t′,y).

This then readily gives estimate (3.58). The proof is complete.

Proposition 3.12. Under (Hγ
σ), (Hγ

F), (1.22), (1.23) and (3.1), for any T > 0, there exist constants
λ,C > 1 and η ∈ (0, (α−γ)∧(α+γ−1)),depending on ΘT and κ̄0, κ̄1 such that for any 0 6 s < t 6 T
and x,y ∈ R2d,

|∇x2(p(s,x; t,y)− p(s,x′; t,y))| 6 C|x− x′|ηd(t− s)−
3+η
2
(
p̂λ(s,x; t,y) + p̂λ(s,x′; t,y)

)
. (3.69)

Proof. If |x− x′|2d > t− s, then by (3.58) we clearly have

|∇x2(p(s,x; t,y)− p(s,x′; t,y))| . (t− s)−
3
2 (p̂λ(s,x; t,y) + p̂λ(s,x′; t,y)) . r.h.s. of (3.69).

Next we restrict to the global diagonal case |x−x′|2d 6 t− s. We first write a localized version of the
Duhamel formula. For any freezing couple (τ̄ , ξ̄) we have taking formally f = δy in (3.60)

p(s,x; t,y) = P̃ (τ̄ ,ξ̄)
s,u p(u, ·; t,y)(x) +

∫ u

s

∫
R2d

p̃(τ̄ ,ξ̄)(s,x; r, z)L̄(τ̄ ,ξ̄)p(r, z; t,y)dzdr, (3.70)

where P̃
(τ̄ ,ξ̄)
t,u f is as in (3.59) and we denoted L̄(τ̄ ,ξ̄) = L−L(τ̄ ,ξ̄). Let us now differentiate w.r.t u: we

obtain

0 = ∂u[P̃ (τ̄ ,ξ̄)
s,u p(u, ·; t,y)(x)] +

∫
R2d

p̃(τ̄ ,ξ̄)(s,x;u, z)L̄(τ̄ ,ξ̄)p(u, z; t,y)dz. (3.71)

We integrate the previous equation taking:
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1. (τ̄ , ξ̄) = (τ0, ξ0) between s and s1 = t+s
2 ;

2. (τ̄ , ξ̄) = (τ1, ξ1) between s1 and t;

Then we get

0 = P̃
(τ0,ξ0)
s,s1 p(s1, ·; t,y)(x)− p(s,x; t,y) +

∫ s1

s

∫
R2d

p̃(τ0,ξ0)(s,x; r, z)L̄(τ0,ξ0)p(r, z; t,y)dzdr,

0 = p̃(τ1,ξ1)(s,x; t,y)− P̃ (τ1,ξ1)
s,s1 p(s1, ·; t,y)(x) +

∫ t

s1

∫
R2d

p̃(τ1,ξ1)(s,x; r, z)L̄(τ1,ξ1)p(r, z; t,y)dzdr.

Next we use expansion (3.71) for p(t,x′; s,y) and integrate the equation taking:

1. (τ̄ , ξ̄) = (τ0, ξ
′
0) between s and s0 = t+ c|x− x′|2d;

2. (τ̄ , ξ̄) = (τ0, ξ0) between s0 and s1;

3. (τ̄ , ξ̄) = (τ1, ξ1) between s1 and t;

Then we get

0 = P̃
(τ0,ξ

′
0)

s,s0 p(s0, ·; t,y)(x′)− p(s,x′; t,y) +

∫ s0

s

∫
R2d

p̃(τ0,ξ
′
0)(s,x′; r, z)L̄(τ0,ξ

′
0)p(r, z; s,y)dzdr,

0 = P̃
(τ0,ξ0)
s,s1 p(s1, ·; t,y)(x′)− P̃ (τ0,ξ0)

s,s0 p(s0, ·; t,y)(x′) +

∫ s1

s0

∫
R2d

p̃(τ0,ξ0)(s,x′; r, z)L̄(τ0,ξ0)p(r, z; t,y)dzdr.

0 = p̃(τ1,ξ1)(s,x′; t,y)− P̃ (τ1,ξ1)
s,s1 p(s1, ·; t,y)(x′) +

∫ t

s1

∫
R2d

p̃(τ1,ξ1)(s,x′; r, z)L̄(τ1,ξ1)p(r, z; t,y)dzdr.

Notice that it suffices to take 0 < c < 1
2 to ensure s0 < s1. We then have:

p(s,x; t,y)− p(s,x′; t,y)

= p̃(τ1,ξ1)(s,x; t,y)− p̃(τ1,ξ1)(s,x′; t,y)

+ ∆P̃ (τ0,ξ0,ξ
′
0)(s0, t;x

′,x′,y) + ∆P̃ (τ0,ξ0,ξ0)(s1, t;x,x
′,y) + ∆P̃ (τ1,ξ1,ξ1)(s1, t;x

′,x,y)

+ ∆
(τ0,ξ0,ξ

′
0)

off−diag (s, t;x,x′,y) + ∆
(τ0,ξ0,ξ0)
diag (s, t;x,x′,y)

where

∆P̃ (τ0,ξ0,ξ
′
0)(s0, t;x

′,x′,y) = −P̃ (τ0,ξ
′
0)

s,s0 p(s0, ·; t,y)(x′)+P̃
(τ0,ξ0)
s,s0 p(s0, ·; t,y)(x′),

∆P̃ (τ0,ξ0,ξ0)(s1, t;x,x
′,y) = P̃

(τ0,ξ0)
s,s1 p(s1, ·; t,y)(x)− P̃ (τ0,ξ0)

s,s1 p(s1, ·; t,y)(x′),

∆P̃ (τ1,ξ1,ξ1)(s1, t;x
′,x,y) = P̃

(τ1,ξ1)
s,s1 p(s1, ·; t,y)(x′)− P̃ (τ1,ξ1)

s,s1 p(s1, ·; t,y)(x),

and

∆
(τ0,ξ0,ξ

′
0)

off−diag (s, t;x,x′,y) =

∫ s0

s

∫
R2d

p̃(τ0,ξ0)(s,x; r, z)L̄(τ0,ξ0)p(r, z; t,y)dzdr

−
∫ s0

s

∫
R2d

p̃(τ0,ξ
′
0)(s,x′; r, z)L̄(τ0,ξ

′
0)p(r, z; t,y)dzdr,
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∆
(τ0,ξ0,τ1,ξ1)
diag (s, t;x,x′,y) =

∫ s1

s0

∫
R2d

(p̃(τ0,ξ0)(s,x; r, z)− p̃(τ0,ξ0)(s,x′; r, z))L̄(τ0,ξ0)p(r, z; t,y)dzdr,

+

∫ t

s1

∫
R2d

(p̃(τ1,ξ1)(s,x; r, z)− p̃(τ1,ξ1)(s,x′; r, z))L̄(τ1,ξ1)p(r, z; t,y)dzdr

=: ∆
(τ0,ξ0)
diag,1 (s, t;x,x′,y) + ∆

(τ1,ξ1)
diag,2 (s, t;x,x′,y).

Let us start with the term ∆
(τ0,ξ0,ξ

′
0)

off−diag (s, t;x,x′,y). Differentiating with respect to x2 and taking

(τ, ξ0, ξ
′
0) = (s,x,x′) after differentiation, we have

|∇x2∆
(τ0,ξ0,ξ

′
0)

off−diag (s, t;x,x′,y)|(τ0,ξ0,ξ′0)=(s,x,x′)

6

∣∣∣∣∫ s0

s

∫
R2d

∇x2 p̃
(τ0,ξ0)(s,x; r, z)L̄(τ0,ξ0)p(r, z; t,y)dzdr

∣∣∣∣
(τ0,ξ0)=(s,x)

+

∣∣∣∣∫ s0

s

∫
R2d

∇x2 p̃
(τ0,ξ

′
0)(s,x′; r, z)L̄(τ0,ξ

′
0)p(r, z; t,y)dzdr

∣∣∣∣
(τ0,ξ

′
0)=(s,x′)

,

where both the terms in the r.h.s. can be controlled separately as in the proof of Proposition 3.11.
We derive:

|∇x2∆
(τ0,ξ0,ξ

′
0)

off−diag (s, t;x,x′,y)|(τ0,ξ0,ξ′0)=(s,x,x′)

. (p̄(s,x; t,y) + p̄(s,x′; t,y))

∫ s+c|x−x′|2d

s

[
(r − s)−1+ γ

2 + (r − s)
α+η−3

2

]
(t− r)−

3
2 dr

(since α > (γ ∨ 1− γ), we can choose any 0 < ε < (α− γ) ∧ (α+ γ − 1) such that)

. (p̄(s,x; t,y) + p̄(s,x′; t,y))

∫ s+c|x−x′|2d

s
(r − s)−1+ ε

2 (t− r)−
3
2 dr

. (t− r)−
3
2 |x− x′|εd(p̄(s,x; t,y) + p̄(s,x′; t,y)).

Let us now turn to ∆
(τ0,ξ0,τ1,ξ1)
diag (s, t;x,x′,y): similarly to (3.27), in the local diagonal case |x−x′|2d 6

r − s we have, for any α ∈ [0, 1],

|∇x2
(
p̃(τ0,ξ0)(s,x; r, z)− p̃(τ0,ξ0)(s,x′; r, z)

)
|(τ0,ξ0)=(s,x)

6
2∑
i=1

|xi − x′i| sup
η∈[0,1]

|∇xi∇x2 p̃(τ0,ξ0)(s,x+ η(x′ − x); r, z)|(τ0,ξ0)=(s,x)

. |x− x′|αd (r − s)−
3+α
2 p̂λ(s,x; r, z).

Therefore we have

|∇x2∆
(τ0,ξ0)
diag,1 (s, t;x,x′,y)|(τ0,ξ0)=(s,x)

. |x− x′|ηd
∫ s1

s0

(r − s)−
3+η
2

∫
R2d

p̂λ(s,x; r, z)|L̄(s,x)p(r, z; t,y)|dzdr,
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which is controlled again, as in the proof of Proposition 3.11. We eventually derive, for any ε as
above, and η < ε

|∇x2∆
(τ0,ξ0)
diag,1 (s, t;x,x′,y)|(τ0,ξ0)=(s,x) . |x− x′|

η
dp̂λ(s,x; t,y)

∫ s1

s0

(r − s)−
1+η−ε

2 (t− r)−
3
2 dr

. |x− x′|ηd(t− s)−
3
2 p̂λ(s,x; t,y).

The control for ∆
(τ1,ξ1)
diag,2 (s, t;x,x′,y) is more direct. Indeed, taking (τ1, ξ1) = (t,y) we have, by (3.27),

|∇x2∆
(τ1,ξ1)
diag,2 (s, t;x,x′,y)|(τ1,ξ1)=(t,y)

.
∫ t

s1

∫
R2d

|x− x′|ηd
(r − s)

3+η
2

(p̂λ(s,x; r, z) + p̂λ(s,x′; r, z))
p̂λ(r, z; t, z)

(t− r)1− γ
2

dzdr

. |x− x′|ηd(t− s)−
3+η
2 (p̂λ′(s,x; t,y) + p̂λ′(s,x

′; t,y))

where we used (3.23) in the last inequality.
It remains to check the terms ∆P̃ , which arise from the change of freezing couples. By (3.50), we

have

|∇x2∆P̃ (τ0,ξ0,ξ
′
0)(s0, t;x

′,x′,y)|(τ0,ξ0,ξ′0)=(s,x,x′)

=

∣∣∣∣∇x2 ∫
R2d

(
p̃(τ0,ξ0)(s,x′; s0, z)− p̃(τ0,ξ

′
0)(s,x′; s0, z)

)
p(s0, z; t,y)dz

∣∣∣∣
(τ0,ξ0,ξ

′
0)=(s,x,x′)

. |x− x′|γ−ε
∫
R2d

(s0 − s)−
3−ε
2 p̂λ(s,x′; s0, z)(p(s0, z; t,y)− p(s0, z1,θ

2
s0,s(x

′); t,y))dz

.
|x− x′|γ−ε

(s0 − s)
3−ε
2

∫
R2d

p̂λ(s,x′; s0, z)
|z2 − θ2

s0,s(x
′)|

(t− s0)
3
2

sup
ρ∈[0,1]

p̂λ(s0, z1, z2 + ρ(θ2
s0,s(x

′)− z2); t,y)dz

(by (3.22), choosing ε < γ, and since 2(t− s0) > t− s)

.
|x− x′|γ−ε

(t− s)
3
2

p̂λ′(s,x
′; t,y).

The remaining terms ∆P̃ (τ0,ξ0,ξ0)(s1, t;x,x
′,y) and ∆P̃ (τ1,ξ1,ξ1)(s1, t;x

′,x,y) are handled similarly,
following (3.22) and Lemma 3.49.

4 Proof of the main theorem

In this section we assume (Hγ
σ) and (Hγ

F) for some γ ∈ (0, 1). For ε ∈ (0, 1), we define

F(ε)(t,x) := F(t, ·) ∗ ρε(x) = (F
(ε)
1 , F

(ε)
2 )(t,x)

and
σ(ε)(s,x) := σ(t, ·) ∗ ρε(x).
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Let Xε
t,s(x) be the solution of (1.3) corresponding to (F(ε), σ(ε)) and pε be the corresponding density.

By Theorem 11.1.4 in [38] and Theorem 1 in [6] , under (Hγ
F) and (Hγ

σ), for any f ∈ C∞c (R2d),

lim
ε→0

Ef(Xε
t,s(x)) = Ef(Xt,s(x)). (4.1)

Moreover, from Propositions 3.6, 3.7 and Section 3.3 we have the following uniform estimate: there
exist constants λ0, C > 0 depending only on ΘT such that for all ε ∈ (0, 1),

C−1gλ−1
0

(
t− s,θ(ε)

t,s (x)− y
)
6 pε(s,x; t,y) 6 Cgλ0

(
t− s,θ(ε)

t,s (x)− y
)
, (4.2)

where θ
(ε)
t,s (x) is the unique solution of the following ODE

θ̇
(ε)
t,s (x) = F(ε)(t,θ

(ε)
t,s (x)), θ(ε)

s,s(x) = x.

In order to take limits ε→ 0, we need the following important estimate.

Lemma 4.1. For any T > 0, there exists a constant C > 1 only depending on ΘT such that for all
0 6 s < t 6 T , x ∈ R2d and ε 6 (t− s)3/2,

|T−1
t−s
(
θ

(ε)
t,s (x)− θ̃t,s(x)

)
| 6 C, (4.3)

where θ̃t,s(x) is defined by ODE (1.15).

Proof. For simplicity of notations, we assume s = 0 and write for x ∈ R2d and t > 0,

`i(t) :=
∣∣(θ(ε)

t,0 (x)− θ̃t,0(x)
)
i

∣∣, i = 1, 2.

For i = 1, noting that

|F (ε)
1 (t,x)− F1(t,x)| 6 κ1(1 + ε),

by definition we have

`1(t) 6
∫ t

0
|F (ε)

1 (r,θ(ε)
r (x))− F (1)

1 (r, θ̃r(x))|dr

6
∫ t

0
|F (ε)

1 (r,θ(ε)
r (x))− F (1)

1 (r,θ(ε)
r (x))|dr

+

∫ t

0
|F (1)

1 (r,θ(ε)
r (x))− F (1)

1 (r, θ̃r(x))|dr

6 2κ1t+ ‖∇F (1)
1 ‖∞

∫ t

0
(`1(r) + `2(r))dr,

which implies by Gronwall’s inequality

`1(t) . t+

∫ t

0
`2(r)dr. (4.4)

For i = 2, note that

|F (ε)
2 (t,x)− F (ε)

2 (t,y)| 6 κ2(|x1 − y1|+ |x2 − y2|(1+γ)/3 + |x2 − y2|)
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and
|F (ε)

2 (t,x)− F2(t,x)| 6 κ2(ε(1+γ)/3 + 2ε).

Below we fix t ∈ (0, T ] and ε 6 t3/2. By definition we have for all s ∈ [0, t],

`2(s) 6
∫ s

0
|F (ε)

2 (r,θ(ε)
r (x))− [F2(r, ·) ∗ ρr3/2 ](θ̃r(x))|dr

6
∫ s

0
|F (ε)

2 (r,θ(ε)
r (x))− F (ε)

2 (r, θ̃r(x))|dr

+

∫ s

0
|F (ε)

2 (r, θ̃r(x))− [F2(r, ·) ∗ ρr3/2 ](θ̃r(x))|dr

.
∫ s

0

(
`1(r) + `2(r)

1+γ
3 + `2(r)

)
dr + st(1+γ)/2 +

∫ s

0
r(1+γ)/2dr

. t(3+γ)/2 +

∫ s

0

(
`2(r)

1+γ
3 + `2(r)

)
dr.

By Lemma 2.1, we obtain
sup
s∈[0,t]

`2(s) . t3/2,

which together with (4.4) yields (4.3).

Now by (4.2) and (4.3), there is a constant C0 > 0 such that for any nonnegative f ∈ Cb(R2d)
and ε 6 (t− s)3/2,

C−1
0

∫
R2d

gλ−1
0

(
t− s, θ̃t,s(x)− y

)
f(y)dy 6 Ef(Xε

t,s(x)) 6 C0

∫
R2d

gλ0
(
t− s, θ̃t,s(x)− y

)
f(y)dy,

which together with (4.1) yields that

C−1
0

∫
Rd
gλ−1

0

(
t− s, θ̃t,s(x)− y

)
f(y)dy 6 Ef(Xt,s(x)) 6 C0

∫
Rd
gλ0
(
t− s, θ̃t,s(x)− y

)
f(y)dy.

In particular, this implies that Xt,s(x) has a density p(s,x; t,y) having lower and upper bound as in
(1.16). This proves point (i) of Theorem 1.1.

Similarly, we derive from Propositions 3.10, 3.11 and 3.12 that under (Hγ
F) and (Hγ

σ),

sup
ε6(t−s)3/2

|∇x1pε(s,x; t,y)| 6 C1(t− s)−
1
2 gλ1

(
t− s, θ̃t,s(x)− y

)
, (4.5)

under (Hγ
F), (Hγ

σ) with (1.19),

sup
ε6(t−s)3/2

∣∣∇2
x1pε(s,x; t,y)

∣∣ 6 C2(t− s)−1gλ1
(
t− s, θ̃t,s(x)− y

)
, (4.6)

and under (Hγ
F), (Hγ

σ) with (1.22), (1.23),

sup
ε6(t−s)3/2

|∇x2pε(s,x; t,y)| 6 C3(t− s)−
3
2 gλ3

(
t− s, θ̃t,s(x)− y

)
, (4.7)
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where in the above equations (4.5)-(4.7), the constants C1-C3 only depend on ΘT . Uniform Hölder
controls in x also follow from the previously recalled Propositions. Equicontinuity w.r.t. the variable
y could be established similarly.

Then, from the Ascoli-Arzelà theorem, one can find a subsequence εk such that for each x,y ∈ R2d,

∇jx1pεk(s,x; t,y)→ ∇jx1p(s,x; t,y), j = 0, 1, 2, ∇x2pεk(s,x; t,y)→ ∇x2p(s,x; t,y).

The gradient estimates follow, under the previously recalled additional assumptions when needed,
from (4.5)-(4.7).
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[15] Hérau, F., and Nier, F. Isotropic hypoellipticity and trend to equilibrium for the Fokker-
planck equation with a high-degree potential. Arch. Ration. Mech. Anal. 171–2 (2004), 151–218.
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