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A B S T R A C T   

Offshore Oil&Gas facilities are attractive targets of intentional malicious attacks (security attacks) that may 
trigger cascading events (e.g., the release and dispersion of hazardous material and/or energy, fires, explosions) 
with consequences on people, environment, and assets. The severity of these consequences is potentially similar 
to those arising from major accident scenarios originated by conventional safety-related causes. Current practice 
in managing the risk of security attacks mostly relies on qualitative or semi-quantitative procedures developed 
over the years in the offshore Oil&Gas industry. In the present study, a systematic quantitative procedure is 
developed, based on a Bayesian Network (BN) approach, for calculating the probability of success of physical 
security attacks, taking into account both preventive and mitigative security intervention strategies. The pro-
cedure addresses the specific framework of the offshore Oil&Gas industry. A case study concerning an offshore 
fixed Oil&Gas platform allowed us to demonstrate the quality of the results that can be achieved and their 
potential towards the improvement of the security of the installations considered.   

1. Introduction 

There is historical evidence of intentional malicious attacks (security 
attacks) targeting offshore Oil&Gas facilities (Iaiani et al., 2021a; 
Cordner, 2011; Harel, 2012) and related activities (Zhou et al., 2021; 
Meng et al., 2021; John et al., 2016; Zhou, 2022), carried out by a wide 
variety of adversaries who range from pacific protesters to hostile nation 
armies and terrorist organizations. Motivations of adversaries may 
include monetary gain, disruption of economic and political equilibria, 
revenge, challenge, or environmental awareness (Kashubsky, 2011; 
Bajpai and Gupta, 2007). In the specific case of the offshore Fluid Pro-
duction sector, i.e., production of oil and/or gas from offshore wells, the 
adversaries may be particularly attracted by the specific company pro-
file (e.g., multinational companies), by the socio-political location of the 
target installation, and/or by the severity of potential cascading events 
(consequence escalation) involving the gas and/or oil release triggered 
by the attack (Argenti et al., 2015; Chen et al., 2019; Reniers and 

Cozzani, 2013). 
The security attacks can exploit the inherent hazard set by the 

presence of large quantities of hazardous materials (e.g., crude oil and 
natural gas processed) and cause severe impacts on humans, the envi-
ronments, and the assets, which are comparable to the outcomes of 
major accidents originating from safety-related causes (Iaiani et al., 
2021b; Vasilev, 2016; Steinhäusler et al., 2008) (e.g., the well-known 
accidents occurred at the Piper Alpha oil platform in 1988 (Shallcross, 
2013) and at the Deepwater Horizon drilling rig in 2010 (Bozeman, 
2011)). For example, in January 2006 in Nigeria, rebels attacked the 
Shell EA offshore oil platform and kidnapped four foreign oil workers 
from a support vessel anchored at the platform, causing its shutdown 
(Kashubsky, 2011). The adversaries also blew up crude oil pipelines, 
cutting supplies to the Forcados offshore export terminal. 

The aforementioned events dramatically confirm that the physical 
security of offshore Oil&Gas facilities must be considered a major 
concern. According to Progoulakis and Nikitakos (2019), security of 
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offshore Oil&Gas facilities is intended as “the process in which the 
operational (exploration and production) and engineering assets are 
actively and passively protected by stringent physical and operational 
measures in order to ensure resiliency and reduced degradation associ-
ated with security breaches”. 

Despite the panorama outlined, very few methodologies, mostly 
qualitative or semi-quantitative, have been developed over the years 
addressing physical security issues in offshore Oil&Gas facilities (Pro-
goulakis and Nikitakos, 2019; Iaiani et al., 2022a). It is worth 
mentioning the two Recommended Practices (RP) specific for the 
offshore Oil&Gas sector that have been developed by the American 
Petroleum Institute, i.e., the API RP 70 (“Security for Offshore Oil and 
Natural Gas Operation”) (American Petroleum Institute (API), 2010) 
and the API RP 70I (“Security for Worldwide offshore Oil and Natural 
Gas Operations”) (American Petroleum Institute (API), 2012). These two 
publications are intended to assist the offshore Oil&Gas drilling and 
producing operators and contractors in assessing security needs during 
the performance of oil and natural gas operations, by providing guide-
lines and a semi-quantitative procedure that falls under the so-called 
Security Vulnerability/Risk Assessment (SVA/SRA) methodologies. 
The latter allow for a qualitative or a semi-quantitative assessment of the 
security risk through the characterization of the target facility, threat 
agents, attack modes, system vulnerabilities, and security countermea-
sures in order to support the impacts estimation of potential security 
attacks (Matteini et al., 2019). However, as the credibility of the security 
attacks increases, the assessment of security risks shall be dealt with 
more systematic approaches at a quantitative level in order to provide a 
metric of the existing vulnerability and of the available level of pro-
tection (Landucci and Reniers, 2019). 

Over the years, Bayesian Networks have been increasingly adopted 
in the field of critical infrastructure security due to their ability to pre-
dict the probability of unknown variables or to update the probability of 
known variables (Khakzad et al., 2011; Charniak, 1991; Scutari and 
Denis, 2021). For example, Landucci et al. (2017) developed a proba-
bilistic risk analysis approach supported by a BN model in order to assess 
the probability of attack success, taking into account also the attrac-
tiveness of the site. However, the method is intended for application in 
the Chemical and Process Industry (CPI) only, and it is 
path-independent, i.e., it is based on the simplifying assumption that the 
same set of elements of the Physical Protection System (PPS) is present 
along each potential attack path. Similarly, Argenti et al. (2018) 
developed a BN-based quantitative approach for the evaluation of the 
vulnerability of industrial facilities against security attacks, allowing for 
the evaluation of the conditional probability of having a specific damage 
given an attack attempt. The method takes into account only a single 
preventive security intervention strategy (i.e., the intervention of the 
security personnel), and it is specifically dedicated to CPI facilities. 
Moreover, the method does not provide guidelines for the construction 
of the case-specific BN. A further example is the quantitative security 
risk analysis methodology based on the SRA proposed by API RP 780 
(American Petroleum Institute (API), 2013) developed by van Staal-
duinen et al. (van Staalduinen et al., 2017) in which a Bow-Tie model 
mapped into a Bayesian Network allows the calculation of the condi-
tional probability of having a successful attack leading to a specific loss. 
However, the likelihood of having an attack attempt is calculated with a 
non-probabilistic approach and eventually combined with the other 
probabilities into an overall security risk value. The scope of the method 
is still the CPI, and the proposed procedure does not include a systematic 
approach for case-specific BN construction. 

The present study aims to provide a systematic quantitative pro-
cedure based on the Bayesian Network (BN) approach for the calculation 
of the conditional probability of success of physical security attacks 
given the attempt. The procedure takes into account both preventive and 
mitigative security intervention strategies and it is intended for appli-
cation in the specific context of the offshore Oil&Gas industry. 

The following part of the paper is structured as follows: in Section 2, 

the security risk formulation is outlined. In Section 3, the proposed 
systematic quantitative procedure is described. In Section 4, an illus-
trative case study is presented and in Section 5 the discussion is re-
ported. In Section 6 the conclusions are drawn. 

2. Security risk formulation 

In the process safety domain risk is usually defined as a scenario 
combination of consequences and associated probabilities or associated 
uncertainties (probability is typically interpreted as a “frequentist 
probability”, thus as the fraction of time in which the event occurs and 
continuously repeats over time) (Mannan, 2012). In the security 
domain, risk is commonly defined by the triplet asset/value, threat, and 
vulnerability (Anthony and Cox, 2008) without any explicit reference to 
a probabilistic component. However, recently, Amundrud et al. (2017) 
analyzed the compatibility between safety and security risk frameworks 
concluding that also security risk may be defined by 
events-consequences and uncertainties as in the case of safety risk. 
Moreover, Kriaa et al. (2015) suggest that a suitable approach to express 
the uncertainties is to refer to probabilities. 

Based on the aforementioned considerations, the security risk can be 
defined as follows (Landucci et al., 2017; American Petroleum Institute 
(API), 2013): 

Ri = f
(
Pi

1,Pi
2,C

i) (1)  

where: 
Ri: security risk of a certain scenario i; Pi

1: probability of attempted 
attack against an asset according to scenario i; Pi

2: conditional proba-
bility of successful execution of the attack given the attempt according to 
scenario i; Ci: expected consequences of the attack according to scenario 
i. 

Quantification of Pi
1 requires data, knowledge, or modeling of the 

motivations, intents, characteristics, capabilities, and tactics of adver-
saries, as well as of the socio/political context of the target facility 
(Baybutt, 2017). For this reason, the background requirements fall 
largely into the domain of intelligence analysts, sociologists, and polit-
ical analysts, rather than risk analysts. Therefore, as these analyses go 
beyond the specificity of the industrial sector to which the analyzed 
facility belongs, the approaches for the evaluation of Pi

1 are largely 
inter-disciplinary, applicable to any critical infrastructure. 

Quantification of Pi
2 requires the understanding of how adversaries 

can reach the assets they are targeting through vulnerabilities in the 
system being attacked (Baybutt, 2017; Einarsson and Rausand, 1998) 
(the Physical Protection System (PPS) in case of physical attacks, and the 
IT (Information Technology) – OT (Operational Technology) in case of 
cyber-attacks (Iaiani et al., 2021c, 2021d)). In other words, it requires 
identifying the potential physical attack paths and cyber-attack paths 
that the adversaries have to carry out to generate damage to the target. 
This generally requires knowledge of multiple disciplines, including 
process engineering, control systems engineering, physical and cyber-
security, and process safety. Therefore, unlike evaluation of Pi

1, the 
assessment of Pi

2 strictly depends on the design of the PPS and/or of that 
of the IT-OT network, which may vary considerably (especially the PPS) 
for facilities belonging to different industrial sectors (e.g., offshore Oil-
&Gas platform are surrounded by water, making the attack paths 
inherently different from the ones targeting an onshore process facility): 
hence, the need for industrial sector-specific approaches for the evalu-
ation of Pi

2. 
Finally, quantification of Ci requires capabilities in modelling sce-

narios such as releases of hazardous materials, fires, explosions, and 
toxic dispersions, which are typical of process safety and risk analysts. 

The present study proposes a systematic quantitative procedure 
based on the Bayesian Network (BN) for the evaluation of Pi

2 in the 
context of the offshore Oil&Gas industry, filling the gap in the avail-
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ability of methods specific for this industrial sector. The procedure is 
described in Section 3 and applied to an illustrative case study in Section 
4. 

3. Methods and tools 

3.1. Bayesian Network: overview 

According to Baybutt (2017) and Nguyen et al. (2016), security risk 
analysis is subjected to a form of uncertainty that is not present for ac-
cidents generated by safety-related causes and is difficult to address, 
namely, the behavior of adversaries. In fact, while the consequences of a 
security attack (e.g., terrorist attack or act of sabotage) may be predicted 
with some accuracy, the attack itself is subject to large uncertainty 
(Aven and Renn, 2009). The latter is defined by Aven and Renn (2009) 
as “the difficulty of predicting the occurrence of events and/or their 
consequences based on incomplete or invalid databases, possible 
changes of the causal chains and their context conditions, extrapolation 
methods when making inferences from experimental results, modeling 
inaccuracies, or variations in expert judgments”. 

Many authors agree that the Bayesian Network (BN) is a flexible tool 
for knowledge elicitation and reasoning under uncertainty (Misuri et al., 
2019; Pearl, 1988), allowing a convenient procedure for a multitude of 
problems in which one wants to come to conclusions that are not war-
ranted logically but, rather, probabilistically (Khakzad et al., 2011; 
Charniak, 1991). In fact, the capability for bidirectional interferences, 
combined with a rigorous probabilistic foundation, makes the BN 
modeling a suitable technique for accident analysis and more impor-
tantly, for the design and evaluation of protective measures (i.e., the 
security barriers in the security domain), replacing earlier ad hoc 
rule-based schemes (Fenton and Neil, 2019). As a matter of fact, BNs are 
increasingly used nowadays to construct system reliability models, risk 
management, and safety/security analysis based on probabilistic and 
uncertain knowledge (Khakzad et al., 2011). For example, Landucci and 
co-workers (Landucci et al., 2017; Argenti et al., 2018) and van Staal-
duinen and co-workers (van Staalduinen et al., 2017) adopted 
BN-modelling to assess the dependencies between internal and external 
factors affecting the detection, assessment, and neutralization of secu-
rity attacks. Islam and co-workers (Islam et al., 2018) used 
BN-modelling to assess the reliability of human performance on main-
tenance activities on-board ships, developing a tool able to account for 
the uncertainty among the performance-affecting factors (e.g., envi-
ronmental factors and operational factors) and the actions of seafarers. 

Given this background, the BN modelling has been adopted in the 
proposed quantitative procedure to deal with the uncertainty posed by 
security attacks to offshore Oil&Gas facilities, as well as by the intrusion 
detection, assessment, and communication aspects. Moreover, the abil-
ity of BNs of being applied to forward and backward reasoning through 
evidence propagation along the network and probability updating, 
perfectly fits with the need of investigating the role of existing and new 
security barriers on the final probability of attack success. 

BNs consist of both qualitative and quantitative parts. In particular, 
BNs are directed acyclic graphs (DAGs) in which the nodes represent 
variables, arcs signify direct dependencies (e.g., causal relationships, 
sequential order, etc.) between the linked nodes, and the conditional 
probability tables (CPTs) assigned to the nodes specify how strongly the 
linked nodes influence each other (Torres-Toledano and Sucar, 1998). 
The nodes with arcs directed from them are called parents, while the 
ones with arcs directed into them are called children. The nodes with no 
parents are also called root nodes, whereas the nodes with no children 
are known as leaf nodes. 

Considering the conditional dependencies of variables, BN repre-
sents the joint probability distribution P(U) of variables U = {G1,…,Gn}

as (Jensen and Nielsen, 2007): 

P(U)=
∏n

i=1
P
(
Gi|Pa(Gi

))
(2)  

where Pa(Gi) is the parent set of variable Gi in the BN. 
Accordingly, the probability of variable Gi is calculated as: 

P(Gi)=
∑

U\Gi

P(U) (3)  

where the summation is taken over all the variables except Gi. 
BNs take advantage of Bayes theorem to update the prior probabil-

ities of variables given new observations, called evidence E, rendering 
the updated or posterior probabilities as (Jensen and Nielsen, 2007): 

P(U|E)=
P(U,E)

P(E)
=

P(U,E)
∑

UP(U,E)
(4) 

Overall, the popularity of BNs lies in the fact that they benefit from 
both qualitative modeling techniques (i.e., representation of de-
pendencies within the set of variables through a network graphical 
structure) and quantitative modeling techniques based on the compu-
tation of CPT of every node (Khakzad et al., 2012). 

3.2. Proposed quantitative procedure based on Bayesian Network 

3.2.1. Overview 
The quantitative procedure based on the Bayesian Network proposed 

in the present study (see flowchart in Fig. 2) is aimed at the calculation 
of the probability of successful execution of a security attack (physical) 
given the attack attempt (P2), taking into account multiple security 
intervention strategies (both preventive and mitigative security inter-
vention strategies). Therefore, it provides one key element for the esti-
mation of the overall security risk of a facility (see eq. (1)) and provides 
useful information for the vulnerability assessment phase of SVA/SRA 
methodologies. 

The core mechanism of the proposed procedure is that of the EASI 
(Estimate of Adversary Sequence Interruption) model, developed in the 
context of the security of nuclear power plants (see Fig. 1) (Garcia, 
2007): once a physical intrusion takes place (i.e., an adversary begins 
his/her task), there is a timely execution of a security intervention 
strategy (preventive or mitigative) only in case the adversary task time 
remaining after the first detection that has resulted in a correct assess-
ment and communication (ATTr), is higher than the response time (RT, 
defined as the sum of the time required for assessment and communi-
cation with the security intervention time (SIT), as shown in Fig. 1). The 
SIT is defined as the time required by the security response to intervene 
after communication, and it is generally the most significant contribu-
tion to the response time (assessment and communication times are 
often neglected). The reader is referred to (Garcia, 2007) for more de-
tails on the EASI model. 

Similarly to what has been assumed in other SVA/SRA studies (see 
Section 2), also the present study is based on the assumption that in case 
of timely intervention of a preventive security strategy, the attack is 
assumed to be interrupted (i.e., the probability of attack neutralization is 
considered equal to 1). 

The information to collect for the application of the proposed pro-
cedure consists in the following input data:  

• the layout of the PPS of the facility analyzed (i.e., detection elements, 
physical barriers, and physical areas);  

• SIT of each security intervention strategy available in the facility 
analyzed;  

• quantitative data on probabilities of detection, of correct assessment 
of detection, and of alarm communication for the totality of detec-
tion, assessment, and communication elements present in the PPS 
analyzed; 
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• quantitative data on marginal probabilities for each factor influ-
encing the operation of the totality of detection, assessment, and 
communication elements present in the PPS analyzed;  

• delay times for each physical barrier and physical area present in the 
PPS analyzed. 

Overall, the proposed procedure is intended for application in the 
context of the offshore Oil&Gas industry and it consists in the applica-
tion of 5 steps (see the flowchart shown in Fig. 2), each described in the 
following. 

3.2.2. Description of the proposed procedure 
Step 1 of the proposed procedure consists in the identification of the 

potential attack paths, i.e., the specific sequence of physical actions that 
the adversary has to carry out within the Physical Protection System 
(PPS) in order to accomplish his/her task (e.g., detonating explosives, 
etc.). The identification of the possible attack paths is required by both 
the classical SVA/SRA methodologies and the novel and more complex 
approaches that were recently proposed in the literature to address 

security issues (Iaiani et al., 2022b). In particular, the VAM-CF meth-
odology (Jaeger, 2002), which is suitable for the Chemical and Process 
Industry (CPI), makes use of the Adversary Sequence Diagram (ASD) to 
this purpose. The suitability of the ASD in the context of the security of 
offshore Oil&Gas facilities was explored in a previous study of Iaiani 
et al. (2022a). The ASD is a tool developed in the context of the nuclear 
power industry (and later applied to the CPI) consisting in a graphical 
representation of the PPS of a facility, divided into physical areas and 
layers of protection between areas, allowing the systematic identifica-
tion of all the possible attack paths that might be undertaken by ad-
versaries to damage a specific target (Garcia, 2007). A generic scheme of 
an ASD is shown in Fig. 3. More detailed information on ASD modelling 
are reported in specific publications (Garcia, 2007; Jaeger, 2002) to 
which the reader is referred. Examples of application of the procedure 
concerning the identification of attack paths are provided by Garcia 
(2007) and Wadoud et al. (2018). 

This step requires also the identification of the security intervention 
strategies potentially effective in preventing and/or mitigating each 
identified attack path among those available in the facility analyzed. A 

Fig. 1. Timing model of EASI (Estimate of Adversary Sequence Interruption) (Garcia, 2007).  

Fig. 2. Flowchart of the proposed systematic quantitative procedure based on Bayesian Network.  
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security intervention strategy is intended as a response action aimed at 
delaying, interrupting an attack, and/or reducing the extent of its con-
sequences. Examples of security intervention strategies for offshore 
Oil&Gas facilities include the intervention of the security force such as 
the Coast Guard, the activation of the abandon platform shutdown, and/ 
or of the emergency shutdown. It is crucial to underline that a security 
intervention strategy may be effective against an attack path, but not for 
another. Therefore, they shall be tailored considering the features of 
each attack path. 

Steps from 2 to 5 of the proposed procedure (see flowchart in Fig. 2) 
shall be carried out for each attack path identified in Step 1. 

In particular, for a given attack path (i.e., attack path i), Step 2 

requires the creation of a DAG that represents all the elements of the 
attack/intervention chain, i.e., detection of adversaries, assessment of 
intrusion alarm, communication of intrusion, and intervention (Garcia, 
2007). To support the systematic application of this step, it has been 
divided in 3 sub-steps. 

The first (Step 2.1) consists in the creation, for each detection 
element effective in detecting the adversary performing the attack path 
under investigation (i.e., crossing physical areas and overcoming phys-
ical protection layers as identified from the ASD, see Fig. 3), of a DAG as 
the one provided in Fig. 4-a. This DAG is intended for direct application 
after tailoring with the specific case under assessment and it is formed by 
the detection node (D-node in the following), the assessment node (A- 
node in the following), both with or without their influencing factors (i. 
e., elements that influence the performance of the nodes to which they 
are connected), and the nodes corresponding to the timely intervention 
of each security intervention strategy considered effective against attack 
path i, given successful detection at the detection element under 
consideration (SD-node in the following). 

Similarly, Step 2.2 consists in the creation, for each security inter-
vention strategy (preventive and/or mitigative) considered effective 
against the attack path under consideration, of a DAG as the one pro-
vided in Fig. 4-b which is intended for direct application after tailoring 
with the specific case under assessment. Such DAG is formed by the 
communication node (C-node in the following) with or without its 
influencing factors, and the node corresponding to the timely inter-
vention of the security intervention strategy under consideration (S- 
node in the following), given the successful detection in one or more of 
the detection elements along the considered path. 

Finally, Step 2.3 provides for the combination of the DAGs created in 

Fig. 3. Generic scheme of an Adversary Sequence Diagram (ASD) according to 
(Garcia, 2007). PE: Path Element. 

Fig. 4. Generic DAGs supporting application of Step 2.1 (Panel-a) and Step 2.2 (Panel-b) of the proposed procedure (see flowchart in Fig. 2).  
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the two previous sub-steps to form the required DAG for the attack path 
under consideration, which represents the dynamic of the attack/ 
intervention chain. Fig. 5 reports an example of the output of this step. In 
particular, the figure shows a DAG which is the result of the combination 
of four DAGs (blue DAG refers to detection point 1, green DAG refers to 
detection point 2, violet DAG refers to security intervention strategy 1, 
yellow DAG refers to security intervention strategy 2). 

To support the application of this step, the following guidelines are 
provided:  

• The node corresponding to the outcome of the attack (AT-node in the 
following) shall be created (red node in Fig. 5).  

• Each S-node shall be connected to the AT-node (green arcs in Fig. 5).  
• Each SD-node shall be connected to its corresponding S-node (violet 

arcs in Fig. 5).  
• Each A-node referred to a detection element shall be connected to 

any SD-node referred to a detection element located in a spatially 
subsequent point along the attack path under consideration (red arcs 
in Fig. 5). This is done to consider that the probability of timely 
intervention of a given security intervention strategy depends only 
on the first point along the physical path with successful detection 
and assessment. 

Clearly, in addition to the above-required connections, case-specific 
dependencies may be present due to particular features of the PPS 
analyzed. Thus, they shall be appropriately represented with arcs within 
the DAG (e.g., some nodes may share the same influencing factors, blue 
arc in Fig. 5). 

Each node created in Step 2, except for the AT node, has two states, 
one corresponding to the favorable condition and the other to the un-
favorable condition. The AT-node has 2 states (i.e., successful, not suc-
cessful) in case there are no mitigative security intervention strategies 
and 3 states (i.e., successful without mitigated consequences, successful with 

mitigated consequences, not successful) in case the latter are present. 
Step 3 of the proposed procedure is aimed at the quantification of the 

CPT of each node of the DAG developed in Step 2, which means 
providing marginal probabilities for the root nodes and conditional 
probabilities for the non-root nodes. These are based on collection and 
analysis of massive field data or of former literature studies applicable to 
the case under assessment. Care must be taken in carrying out this step 
as the quality of the results that may be achieved by the application of 
the proposed procedure depends on the reliability of the input values of 
CPTs. 

In order to support the application of this step, the following 
guidelines are provided:  

• CPT of a D-node, A-node, C-node, and SD-node can be completed 
according to the following equation derived from the procedure of 
Argenti et al. (2018): 

P=P0

∏Q

h=1
(Xhrh) (5)  

where: 
Q: number of influencing factors and variables that (independently) 

affect the performance of the element under assessment; P0: baseline 
conditional probability representing the probability of the element 
under assessment successfully performing its function given that all 
influencing factors are in the favorable state (i.e., given that most 
favorable conditions to success are present); rh: measure of the unfa-
vorable impact on the baseline conditional probability P0 from changing 
the state of the h-th influencing factor from the favorable state to the 
unfavorable state and assuming all other influencing factors are still in 
the favorable state; Xh = 1 if the h-th influencing factor is in its unfa-
vorable state, while Xh = 1/rh if the h-th influencing factor is in its 
favorable state. 

Fig. 5. Example of output of Step 2.3: combined DAG with two detection points along the attack path and two security intervention strategies potentially effective 
against it. 
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• The marginal probabilities of the influencing factors and of P0 for a 
D-node, A-node, and C-node can be retrieved from experience-based 
judgments (expert elicitation), performance data (e.g., from field 
tests on the site or similar systems, real monitoring of plant opera-
tions, weather-marine conditions, vendor data, etc.), and/or from an 
intelligence agency. For example, Argenti et al. (2017) proposed a 
procedure to obtain performance estimates from expert responses to 
a survey, in agreement with the guidelines for expert consultation 
outlined by Cooke and Goossens (2000). Similarly, Yang et al. (2011) 
used Fuzzy Analytic Hierarchy Process (FAHP) to evaluate the 
weights of influencing factors with expert judgment. The use of 
real-time monitoring data to obtain improved statistics to be adopted 
within dynamic risk assessment is made by Ancione et al. (2020) and 
BahooToroody et al. (2020). An example of available datasets is the 
Copernicus Marine Environment Monitoring Service (Home CMEMS 
n.d, 2023), that provides free, regular, and systematic authoritative 
information on the state of the oceans and seas on a global and 
regional scale that can be used to retrieve statistics on 
weather-marine conditions.  

• P0 for a SD-node can be obtained according to the following equation 
(normal distribution for time parameters is assumed) which is at the 
basis of the EASI model (Garcia, 2007): 

P0 =

∫∞

0

1
̅̅̅̅̅̅̅̅̅̅
2πσ2

x

√ exp

[

−
(x − μx)

2

2σ2
x

]

dx (6)  

x=ATTr − RT (7)  

where: 
ATTr: Adversary Task Time remaining after detection in a given 

detection element; RT: Response Time referred to a given security 
intervention strategy.  

• CPT of a S-node can be completed with 1-values when at least one 
SD-node is in its favorable state, with 0-values otherwise.  

• CPT of the AT-node can be completed with 1-values when at least one 
S-node is in its favorable state, with 0 values otherwise. 

In order to use the EASI model (Garcia, 2007), and thus to solve 
equations (6) and (7), standard deviations (SD) are required for both the 
security intervention times (SIT) and the delay times. This allows 
considering that guards and/or operators have a variable response time 
and that adversaries may take more or less time to cross physical areas 
and to penetrate physical barriers. SD values are obtained from field 
tests or measurements (e.g., collecting response intervention time data 
over several months), or from tabulated values reported in technical 
reports (e.g., the Hypothetical facility Exercise Handbook developed by 
the Hypothetical Atomic Research Institute (HARI) (Hypothetical 
Atomic Research Institute, 2013)). If such specific data are not available, 
it is suggested to use 30% of the estimated mean as SD: tests at Sandia 
National Laboratories have shown that the standard deviation of SITs 
and delay times can be conservatively estimated at 30% of the mean 
(Garcia, 2007). 

Step 4 of the proposed procedure consists in computing the quanti-
fied DAG obtained from the previous step to calculate the probabilities 
of the nodes of interest, based on different evidence set in the graph. This 
is typically done using software for BN modelling. In particular, the 
software GeNIe Academic has been adopted in the present study. 

Finally, Step 5 of the proposed procedure is aimed at the analysis of 
the results obtained in Step 4 in terms of the vulnerability of the facility 
analyzed against the attack path under consideration (e.g., the identi-
fication of the elements that mostly influence the obtained probability 
values of the AT node). Possible PPS improvements (e.g., implementa-
tion of new countermeasures) are identified and proposed in this step. 

4. Illustrative case-study 

4.1. Description of the hypothetical offshore Oil&Gas platform 

A hypothetical fixed offshore Oil&Gas fluid production platform 
anchored directly to the seabed with jacket is considered in the case 
study, which is aimed at illustrative purposes only. The platform (see 
Fig. 6) is surrounded by a protected area (radius of 500 m) where free 
traffic is not allowed and by a monitored area (radius of 3 km) that is the 
largest area to be monitored by a long-range radar located on the plat-
form, able to detect ships and other objects over the seabed. Floating 
barriers (i.e., floating booms suspended between buoys equipped with a 
net extending above and below the seawater surface) separate the two 
areas with the exception of a section dedicated to the passage of 
authorized ships (ship portal). The shore is located at a minimum dis-
tance of 5 km from the platform. Access to the landing deck of the 
platform (equipped with a video motion system for intrusion detection) 
is guaranteed by a docking point where ships can moor, and personnel 
can climb up through a ladder. Stairs allow access to the other four 
decks: cellar deck (with filters and safety systems), main deck (with 
utilities, control cabinets, control room, and main equipment such as 
separators and wellheads), auxiliary deck (with resting rooms for 
personnel), and helideck for helicopter landing. 

4.2. Attack paths and security intervention strategies (Step 1) 

Step 1 of the proposed procedure (see Section 3.2.2) requires the 
identification of the possible attack paths that might be carried out by an 
adversary and, for each attack path, the definition of the available se-
curity intervention strategies that can prevent it, or at least mitigate its 
consequences. The Adversary Sequence Diagram (ASD) tool was used for 
this purpose as suggested in the description of the procedure. For the 
sake of brevity, the reader is referred to a previous study (Iaiani et al., 
2022a) where attack paths for the same platform were identified using 
ASD tool. A single attack path is considered in the following to illustrate 
the application of the procedure and to demonstrate the quality of the 
results that can be achieved. Fig. 7-a shows the specific sequence of 
actions (the attack path) that the adversary has to carry out (in terms of 
physical areas to cross and physical barriers to overcome) as obtained 
from the platform-specific ASD (Iaiani et al., 2022a). In particular, the 
adversary leaves the shore and crosses the monitored area by boat, en-
ters the protected area through the ship portal, moors and climbs onto 
the landing deck through the docking point, climbs the stairs until 
reaching the gas/liquid separators where 50 kg of homemade explosive 
(TATP) are positioned and detonated. 

Fig. 7-a also reports, for each physical area and physical barrier, the 
detection elements that can be effective in detecting the adversary, i.e., 
the long-range radar, the video motion system, and the employees 
present on board. 

According to Vasilev (2016), an attack making use of explosives is 
very common for all spectrum of offshore constructions (thus including 
offshore Oil&Gas platforms) and is able to cause massive damage and 
loss of life. Moreover, Landucci et al. (2015) consider the quantity of 50 
kg of explosive contained inside a backpack, a credible attack scenario 
for a single adversary. The reader is also referred to (Iaiani et al., 2022b), 
where reference attack modes (including the use of explosive devices) 
are characterized in terms of equipment and materials carried by the 
adversaries and validated using past security-related incidents. 

The Coast Guard, with a station located 15 km away from the plat-
form, can intervene in case of intrusion communication in order to 
interrupt the attack (preventive security intervention strategy). More-
over, as for security policy, in case of intrusion communication, the 
platform is also forced to shutdown (mitigative security intervention 
strategy) providing emergency closure of the producing conduits by 
closing the subsurface safety valves (SSSV). 
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4.3. Developed DAG (Step 2) and CPT quantification (Step 3) 

The combined DAG obtained from the application of Step 2 of the 
proposed procedure (see Section 3.2.2), corresponding to the attack path 
described above and the security intervention strategies potentially 
effective in preventing or mitigating it, is shown in Fig. 7-b. 

The DAGs in blue, green, and gray colors are the ones obtained as 
output of Step 2.1, respectively for the long-range radar, the video 
motion system, and the employees on the platform, i.e., the detection 
elements present along the attack path considered. Similarly, the ones in 
violet and yellow colors are those obtained as output of Step 2.2, 

respectively referred to Coast Guard communication and timely inter-
vention, and to communication to the control room operators and timely 
shutdown activation. Connections between the nodes have been made 
according to the guidelines provided in the description of Step 2 (see 
Section 3.2.2). 

While maintenance and inspection of the radar (node D1 in Fig. 7-b) 
and the video motion system (node D2) have been reasonably consid-
ered independent (two separate nodes, D1.1 and D2.2), the node cor-
responding to meteorological conditions (node D1.2) is shared between 
the two detection elements, with the video motion system being also 
influenced by the coverage of intrusion area (node D2.1). Similarly, the 

Fig. 6. The layout of the hypothetical offshore Oil&Gas fluid production platform considered in the case study.  

Fig. 7. (a) Attack path assessed in the case study as obtained from ASD; (b) Combined DAG obtained from the application of Step 2.  
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intrusion detection by employees (node D3) is influenced by the pres-
ence of employees where the intrusion occurs (node D3.1) and by the 
level of security training of employees (node D3.2), with the latter also 
influencing the intrusion assessment made by employees (node A3). 

The operator level of training (node A1.1), and whether or not the 
operator is looking at the monitor (node A1.2) influence the assessment 
through the video system of the alarm from both (shared nodes) the 
radar and the video motion system (respectively nodes A1 and A2). 

The communication to the Coast Guard (node C1) is influenced by 
the level of training of personnel in external communication procedures 
(node C1.1) and by the reliability of coverage (node C1.2). Similarly, the 
communication to the operators in the control room (node C2) is 
influenced by the level of training of personnel in internal communi-
cation procedures (node C2.1). 

For the sake of clarity, the states that have been considered for each 
node displayed in the DAG of Fig. 7-b, are reported in Table 1. 

Each CPT was filled (Step 3 of the proposed procedure) according to 
the equations reported in Section 3.2.2 using quantitative input data 
retrieved from the following sources:  

• marginal probabilities for influencing factors and P0 of D-nodes, A- 
nodes, and C-nodes were retrieved from Argenti et al. (2017) who 
provide performance data of physical security countermeasures that 
have been elicited from the consultation of experts, and by the Hy-
pothetical facility Exercise Handbook (Hypothetical Atomic 
Research Institute, 2013);  

• delay times for physical barriers in place were retrieved from the 
Hypothetical Facility Exercise Data Handbook (Hypothetical Atomic 
Research Institute, 2013);  

• the typical range of speed of commercial boats was retrieved from 
McKenna et al. (2012);  

• the typical range of speed of adversary by feet was retrieved from 
Wadoud et al. (2018). 

The resulting CPTs are based on literature data and have illustrative 
purposes limited to the current case study. 

According to the guidelines provided by Garcia (2007) and sum-
marized in section 3.2.2, a standard deviation (SD) of 30% was assumed 
for the SIT and for the delay times of barriers for which an estimated 
value was not reported in the literature analyzed. 

As an example, Table 2 reports the input data and the calculations 
that have been carried out in order to fill in the CPT of node D1 
‘’Intrusion detection by radar’’. 

4.4. Computing of the developed quantified DAG (Step 4) 

The computing (Step 4 of the proposed procedure) of the quantified 
DAG shown in Fig. 7-b was performed using the software GeNIe 
Academic. 

The probabilities obtained for the non-root nodes of the DAG in case 
no evidence was set in the network, are reported in Table 3. It is 
important to underline that for the considered attack path, the damage 

of the gas/liquid separator is deemed to be certain according to the 
standoff distances (i.e., the minimum distance from the asset of interest 
and the location where the attack takes place without causing damage) 
calculated by Landucci et al. (2015) for different quantities and types of 
improvised explosive materials (including the TATP). In fact, a damage 
is always possible at 0 m from an equipment (whether it is an atmo-
spheric vessel, pressurized vessel, or a pressurized horizontal vessel) 
considering the detonation of 50 kg of TATP, and it can be assumed to be 
the one of maximum extent (worst-case scenario, i.e., instantaneous 
release of the entire vessel content). Therefore, for the case study, a 
successful attack means having a specific loss of containment (LOC) 
from the gas/liquid separator, and thus the obtained probabilities for the 
AT-node are actually a combination of P2 and C in eq. (1). 

In order to investigate the effect on the probabilities of the states of 
the AT-node (Successful without mitigated consequences, Successful with 
mitigated consequences, Not successful) of having a successful detection in 
the sea (i.e., by the long-range radar), at the docking point (i.e., by the 
video motion system), or on the platform (i.e., by the employees on 
board) with consequent correct assessment of the alarm, as well the 
effect of each influencing factor taken in its unfavorable state, different 
evidence in the DAG has been set. In particular, all these elements were 
investigated separately, i.e., only one evidence has been set at a time. 
The results of each computing, taking into consideration all the cases 
just mentioned, are shown in Fig. 8, whose analysis (Step 5 of the pro-
posed procedure) is part of the discussion section. 

5. Discussion 

The present study proposes a systematic quantitative procedure 
based on the Bayesian Network (BN) for the calculation of the condi-
tional probability of success of physical security attacks given the 
attempt (P2 in eq. (1), see Section 2), taking into assessment both pre-
ventive and mitigative security intervention strategies. The procedure 
fills the existing gap in the availability of systematic quantitative 
methods able to assess the risk related to physical security issues in 
offshore Oil&Gas facilities, providing the reader with guidelines for the 
case-specific BN construction. However, given its generic nature, the 
proposed procedure can be customized and applied to a wider range of 
critical infrastructures (e.g., security of airports). 

The application of the proposed procedure to the hypothetical fixed 
offshore Oil&Gas fluid production platform considered in the illustrative 
case study proved the quality of the results that can be achieved in 
supporting the application of the vulnerability assessment phase within 
SVA/SRA, providing important insights on the degree of vulnerability of 
the platform assessed, as well as information on the most critical 
weaknesses present in its Physical Protection System (PPS) thanks to the 
probability update feature of BNs. 

In particular, with reference to Table 3, the interruption of the attack 
considered (i.e., reaching the platform by boat and detonating explo-
sives planted on the gas/liquid separators located in the main deck) by 
the intervention of the Coast Guard turned out to be not possible 
(probability of the state Attack not successful of the AT-node is 0%). This 

Table 1 
List of the states adopted for each node (for node IDs refer to Fig. 7-b).  

Node ID State 1 State 2 State 3 

D1, D2, D3 Detection No detection  
D1.1, D2.2 Sufficiently frequent Not sufficiently frequent  
D1.2 Favorable Unfavorable  
D2.1 Complete Partial  
A1, A2, A3 Assessed detection No assessed detection  
A1.1, D3.2, C1.1, C2.2, C2.1 High Low  
A1.2, D3.1 Yes No  
S1.1, S1.2, S1.2, S2.2, S1.3, S2.3, S1, S2 Timely Not timely  
C1, C2 Communication No communication  
A Successful without mitigated consequences Successful with mitigated consequences Not successful  
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is due to the much higher time required by the Coast Guard to intervene 
(RT of 1080 s) if compared to the total time required by the adversaries 
to accomplish the attack (ATT of 494 s), calculated from the first point 
where they can potentially be detected, i.e., from the beginning of the 
monitored area, even considering possible deviation from the mean 
values (standard deviation of 30% was assumed). Therefore, the attack 
path considered resulted in being very critical for the platform analyzed, 
making mitigation of its consequences (e.g., through platform emer-
gency shutdown and blowdown activation) of paramount importance to 
reduce the extent of the outcomes in terms of damage to people, to the 
environment, and to the other assets (potential for man-made cascading 
events (Chen et al., 2019; Reniers and Cozzani, 2013)). Actually, a 
timely activation of the emergency shutdown system (ESD) is possible 

even if with a relatively low probability (around 29%, see Table 3): in 
fact, the much lower time required for activating the platform ESD (RT 
of 120 s) compared to that of Coast Guard intervention (1080 s), makes 
the execution of this intervention strategy more likely. 

Clearly, no security intervention is possible if no detection occurs, 
and thus, intrusion detection plays a fundamental role in preventing and 
mitigating security attacks. Among the detection elements present along 
the attack path considered, the video motion system present in the 
docking point of the platform is the most effective in detecting the ad-
versaries (success probability of 83%, see Table 3), followed by the 
detection by employees (success probability of 67%), and finally the 
long-range radar (success probability of 9%). However, the role that a 
detection element has on the final outcome of an attack does not depend 
only on its absolute probability of detection, but also on the specific 
point along the path where it is able to detect the adversaries: in fact, it 
influences the time remaining to the adversary to accomplish the attack 
(ATTr). For this reason, it is interesting to analyze the effect on the 
outcomes of the attack that each detection element and related assess-
ment have. This was possible thanks to the probability update feature of 
BNs. In particular, with reference to Fig. 8, in case the adversary is 
detected by the radar system and the alarm is correctly assessed, there is 
a non-zero probability of attack interruption (around 4%), and a prob-
ability of having mitigated consequences through timely platform ESD 
activation, of about 89% (this means that the probability of successful 
attack without mitigated consequences is around 7%). Similarly, when 
the adversary is detected by the video motion system and the alarm is 
correctly assessed, the probabilities of attack interruption, attack miti-
gated, and attack successful without mitigation are 0%, 46%, and 54% 
respectively, while in the case of intrusion detection and assessment by 
employees these probabilities are 0%, 29%, and 71% respectively. In the 
case of the hypothetical platform considered in the case study, this result 
clearly evidences the importance of the detection of adversaries in the 
sea, in particular when they enter the monitored area: in fact, this leads 
to a very high probability of mitigation of attack consequences through 
the activation of the platform ESD and a non-zero probability of Coast 
Guard timely intervention for attack interruption. For this reason, the 
radar turned out to be a very important detection element in the pre-
vention and mitigation of the attack path considered for the hypothetical 

Table 2 
Example of data and method applied for the quantification of the CPT of node D1 (see Fig. 7-b). Numerical data were retrieved from (Argenti et al., 2017) and (Hypothetical 
Atomic Research Institute, 2013); the equation used is (5) (Argenti et al., 2018).  

Input data for quantification of CPT of node D1 

Node ID Node name Variable ID Variable Median of 
elicited values 

D1.1 Radar maintenance 
and inspection 

MP1.1 Marginal probability of carrying out adequate maintenance and inspection 0.875 
r1.1 Measure of negative impact on the probability of having detection from changing 

the maintenance and inspection to the unfavorable state and assuming that 
meteorological conditions remain in a favorable state 

0.2 

D1.2 Meteorological 
conditions 

MP1.2 Marginal probability of meteorological conditions being favorable to detection 0.85 
r1.2 Measure of negative impact on the probability of having detection from changing 

the meteorological conditions to the unfavorable state and assuming that radar 
maintenance and inspection remains in a favorable state 

0.7 

D1 Intrusion detection by 
radar 

CP1 Conditional probability of successful detection given radar maintenance and 
inspection and meteorological conditions in favorable state 

0.1 

Calculations for quantification of CPT of node D1 
Radar maintenance and 

inspection 
Sufficiently frequent Not sufficiently frequent 

Meteorological conditions Favorable Unfavorable Favorable Unfavorable 
Detection CP1 CP1• r1.2 CP1• r1.1 CP1• r1.1• r1.2 

No detection 1- CP1 1- CP1• r1.2 1- CP1• r1.1 1- CP1• r1.1• r1.2 

CPT of node D1 quantified 
Radar maintenance and 

inspection 
Sufficiently frequent Not sufficiently frequent 

Meteorological conditions Favorable Unfavorable Favorable Unfavorable 
Detection 0.1 0.07 0.02 0.014 
No detection 0.9 0.93 0.98 0.986  

Table 3 
Results of the quantitative analysis of the developed quantified DAG with no 
evidence set. Only probabilities of main nodes are reported (for node IDs see 
Fig. 5).  

Node ID States Probability 

D1 Detection 9% 
No detection 91% 

A1 Assessed detection 6% 
No assessed detection 94% 

D2 Detection 83% 
No detection 17% 

A2 Assessed detection 59% 
No assessed detection 41% 

D3 Detection 67% 
No detection 33% 

A3 Assessed detection 57% 
No assessed detection 43% 

C1 Communication 89% 
No communication 11% 

C2 Communication 93% 
No communication 7% 

S1 Timely 0% 
Not timely 100% 

S2 Timely 29% 
Not timely 71% 

A Successful without mitigated consequences 71% 
Successful with mitigated consequences 29% 
Not successful 0%  
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platform in case of successful detection. However, as already stated, the 
probability of detection through the radar system and that of the correct 
assessment of the produced intrusion alarm are around 9% and 6%, 
respectively (see Table 3), meaning that the chances of detection in the 
sea are low. Therefore, efforts and resources should be spent on the 
adoption of more reliable intrusion detection systems in the sea as they 
may deeply decrease the security risk of the platform analyzed against 
the attack assessed herein. 

As remarked above, the detection element which mainly influences 
the outcome of the attack is the video motion system due to its much 
higher probability of detection (83%). The detection occurs in a position 
where the shutdown activation can still be timely. Therefore, an insuf-
ficient maintenance of the video system (i.e., the influencing factor 
specific of the node D2) strongly affects the probabilities calculated for 
the AT node (probability of unmitigated attack of 89% vs. the 71% 
calculated in case of no evidence set). Clearly, an operator who does not 
look at the monitor makes the assessment of the detection by the radar 
and the video motion impossible, and thus no prevention and mitigation 
can occur (probability of unmitigated attack of 99% vs. the 71% 
calculated in case of no evidence set). 

On the contrary, the detection of adversaries by employees on board, 
despite having a relatively high probability of success (67%), turned out 
to be quite ineffective, as the time remaining for the adversaries to 
accomplish their actions when they are already on board is lower or 
comparable (considering a standard deviation of 30%) to the less-time- 
requiring shutdown activation. This is why a poor level of security 
training for employees, as well as the absence of employees where the 
intrusion occurs (i.e., the influencing factors associated to node D3 taken 
in their unfavorable states) do not affect the probabilities calculated for 
the AT-node (see Fig. 8). 

Clearly, the communication of the assessed intrusion detection to the 
port captaincy and/or to operators in the control room is essential in 
order to initiate the execution of the respective security intervention 
strategy, i.e., the intervention of the Coast Guard and the platform 
shutdown activation. With reference to Fig. 8, a low level of training in 
internal communication procedures deeply affects the outcome of the 
attack as it indirectly affects the platform shutdown activation, which 
turned out to be the only effective security intervention strategy against 
the attack considered (probability of unmitigated attack of 85% vs the 
71% calculated in case of no evidence set). On the contrary, a low level 
of training in external communication procedures and a low reliability 

of coverage (i.e., the influencing factors of the communication to port 
captaincy taken in their unfavorable state) do not influence the outcome 
of the attack as a timely intervention of the Coast Guard was found to be 
unlikely also in case of detection in the sea. 

It is important to point out that despite the above discussion is spe-
cific for the results obtained from the analysis of a single security attack 
path (the one described in Section 3.2), they can be in part generalized 
for the hypothetical platform analyzed. In fact, the probability of timely 
intervention of the Coast Guard will be almost zero for any other type of 
attack that requires a shorter time to be accomplished by an adversary 
(e.g., an attack consisting in the shooting of gas/liquid separators from 
long distance, such as from the inside of the monitored area). Moreover, 
attacks that do not involve physical access to the platform are also 
critical since only the radar system (probability of detection of 9%) is 
potentially able to detect adversaries, making intrusion detection and 
security intervention extremely unlikely. 

Overall, the results that can be obtained through the application of 
the proposed procedure support decision-makers to prioritize resources 
and help companies achieve continuous improvement in security per-
formance, allowing them to identify, assess, and address vulnerabilities, 
prevent or mitigate security attacks, enhance training and response ca-
pabilities, and maintain and improve relationships with key stake-
holders and authorities. 

The quality of the results obtained by applying the proposed pro-
cedure (e.g., the probability of success of a given physical security attack 
scenario, the most vulnerable elements along the attack path, etc.) is 
limited by the reliability of the data used in the quantification of each 
CPT for a specific facility. Data retrieved from field test on the site or on 
similar systems, which are the most reliable, may be unavailable or 
cumbersome to obtain, especially in ex-ante studies (e.g., the design of a 
new facility). Use of data from the literature, as demonstrated in the case 
study, is however feasible in many practical cases, though a careful 
scrutiny is advised to assess data applicability to the specific case (e.g., 
the actual presence of employees in an area of interest shall be checked 
according to the actual manning plan of the platform). The use of 
Bayesian Network allows the easy update of the results once new in-
formation becomes available over time for the site (e.g., analysis of data 
from live monitoring of weather-marine conditions on the actual site 
allows improved statistics concerning this aspect). 

The proposed procedure may be demanding in terms of time and 
resources required for its application if a large number of attack paths is 

Fig. 8. Probabilities of the states of the AT-node obtained by the computing of the developed quantified DAG with different evidence set.  
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credible for the assessed facility. However, the modular nature of the 
steps of the procedure allows in perspective the possibility of automa-
tization by software tools. Notably, the sub-steps from 2.1 to 2.3 may 
benefit from the future development of specific data libraries. 

The application of the procedure is currently restricted to the scope 
of physical security attacks. Cyber-attacks to the IT (Information Tech-
nology) and OT (Operational Technology, e.g., BPCS – Basic Process 
Control System and SIS – Safety Instrumented System) of the assessed 
facility are not considered due to inherent differences in the attack path. 
Future developments may also address the analysis of multiple attack 
paths, including cyber-attacks, in the context of a probabilistic security 
vulnerability assessment of an offshore Oil&Gas facility. 

6. Conclusions 

A systematic quantitative procedure based on the Bayesian Network 
(BN) for the calculation of the probability of success of physical security 
attacks to offshore Oil&Gas facilities has been developed, filling the 
existing gap in the availability of systematic quantitative methods able 
to accounts for security issues in these facilities. Unlike similar meth-
odologies intended for application in different industrial sectors, the 
developed procedure is able to address both preventive (e.g., response of 
the security force) and mitigative (e.g., emergency shutdown (ESD) 
activation) security intervention strategies in the assessment, and, due 
to its generic nature, can be customized and applied to a wider range of 
critical infrastructures (e.g., security of airports). 

The results of the developed procedure provide valuable support to 
the application of vulnerability assessment phase of Security Vulnera-
bility/Risk Assessment (SVA/SRA) methodologies, including the SVA 
approach proposed by API RP 70 and API RP 70I recommended prac-
tices, which is specific for the offshore Oil&Gas industry. In particular, 
the support to SVA/SRA concerns: (i) the calculation of one of the three 
contributions to the value of the security risk of the facility assessed; (ii) 
the identification of the most critical attack path (i.e., the one with the 
lowest probability of interrupted and/or mitigated attack) which 
determine the overall effectiveness of the Physical Protection System 
(PPS); (iii) the identification of the vulnerabilities present in the PPS that 
can facilitate the adversaries to accomplish their tasks; (iv) the definition 
of potential design improvements towards a more secure PPS. 

The quality of the results that can be achieved through the applica-
tion of the developed procedure was proved by an illustrative case study 
addressing a hypothetical fixed offshore Oil&Gas platform with refer-
ence to a single attack path for the sake of brevity (i.e., reaching the 
platform by boat and detonating explosives planted on the gas/liquid 
separators located in the main deck). 
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