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The Standard Model as an Effective Field Theory

Ilaria Brivio and Michael Trotta

aNiels Bohr International Academy & Discovery Center, Niels Bohr Institute, University of Copen-
hagen, Blegdamsvej 17, DK-2100, Copenhagen, Denmark

Abstract: Projecting measurements of the interactions of the known Standard Model (SM)
states into an effective field theory (EFT) framework is an important goal of the LHC physics
program. The interpretation of measurements of the properties of the Higgs-like boson in an
EFT allows one to consistently study the properties of this state, while the SM is allowed to
eventually break down at higher energies. In this review, basic concepts relevant to the con-
struction of such EFTs are reviewed pedagogically. Electroweak precision data is discussed as
a historical example of some importance to illustrate critical consistency issues in interpreting
experimental data in EFTs. A future precision Higgs phenomenology program can benefit
from the projection of raw experimental results into consistent field theories such as the SM,
the SM supplemented with higher dimensional operators (the SMEFT) or an Electroweak
chiral Lagrangian with a dominantly JP = 0+ scalar (the HEFT). We discuss the developing
SMEFT and HEFT approaches, that are consistent versions of such EFTs, systematically im-
provable with higher order corrections, and comment on the pseudo-observable approach. We
review the challenges that have been overcome in developing EFT methods for LHC studies,
and the challenges that remain.
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1 Introduction

Our understanding of the nature of fundamental interactions can advance through a direct
discovery of a new particle, or indirectly. Knowledge gathered through indirect methods has
historically been the leading indication of a new particle or theoretical framework. It has
also been the case that such indirect knowledge is usually ambiguous in that it can be an
indication of several possible models. This is essentially due to the decoupling theorem [1]
which formalizes how the non-analytic structure of correlation functions due to heavy states
are projected out when matching onto a low energy effective field theory (EFT). The discovery
of a new particle is a clarifying event, as it usually removes such ambiguities.

The Large Hadron Collider (LHC) was constructed based on the expectation that the
functional mechanism by which SUL(2) × UY(1) → Uem(1) below the unitarity violation
scale(s) dictated by the massive W±, Z vector bosons [2–7] would be revealed by probing
the TeV energy range, with strong theoretical prejudice in favour of the Brout-Englert-Higgs
mechanism influencing design choices [8]. In addition, it was expected that other beyond
the Standard Model (SM) states involved in this mechanism could also be discovered in the
characteristic energy range that LHC is exploring. The first expectation for LHC has been
met to date with the discovery of a dominantly JP = 0+ boson [9–11] consistent with the SM
Higgs boson [12, 13].

The lack of additional new state discoveries at LHC (to date) is perhaps unsurprising
considering the large global data set consistent with the SM. In recent years, the direct dis-
covery of new1 states has become less frequent; the last three such discoveries being the top

1At least arguably fundamental.

– 1 –



quark in 1995 [14, 15], the reporting of direct evidence of the tau neutrino in 2000 [16], and
the Higgs-like boson discovered in 2012 [12, 13]. The possibility that the next direct discovery
of a new particle is a prospect for the far experimental future is manifest. This expectation is
supported by the lack of statistically significant deviations from SM predictions in the global
data set, which can be largely a result of at least a moderate degree of decoupling of physics
beyond the SM to higher energy scales (� mZ,W,h). Avoiding unproductive melancholy, this
is motivation for increasing our understanding of all manner of SM physics to improve our
theoretical predictions of experimental results. Thereby we sharpen the theoretical tools that
allow us to indirectly search for physics beyond the SM.

This motivation is supported by the fact that all of these latest discoveries of new states
{t, ντ , h} were preceded by decades of indirect evidence gathered using EFT techniques, requir-
ing precise SM predictions. Further, this argument also supports developing EFT methods to
capture the low energy effect of physics beyond the SM, as only focusing efforts on improving
SM predictions is insufficient the moment a real deviation is discovered. In addition, the un-
avoidable theoretical ambiguity associated with indirect knowledge of physics beyond the SM
means that a singular theoretical explanation of such a deviation from the SM is unlikely to
be epistemologically assured. It is important to be able to systematically understand such an
anomalous measurement in a well defined field theory framework, that also dictates correlated
deviations in other processes to distinguish between competing explanations. After all, any
successful explanation of such a deviation must be consistent with the global data set, not
just the observable deviating from the SM.

It can be remarkably efficient to approach such tests of consistency by projecting a partic-
ular model into an EFT framework in the presence of some degree of decoupling. This is the
case so long as the EFT is well developed, so that properly interfacing with the global data set
can be done in a one time matching calculation. To this end, it is essential to systematically
improve our understanding of the EFTs that can accommodate SM deviations in advance of
any such discovery of the SM breaking down in describing the data. It is also critical to encode
the current data set into a form that maximizes its future utility when the SM can no longer
successfully describe higher energy measurements.

This review is focused on these tasks. We discuss the recent developments in using in-
direct methods to study the Higgs-like scalar, related signals, and the development of two
EFT frameworks. Both of these frameworks describe the known SM particles that lead to
non-analytic structure in the correlation functions measured in particle physics experiments
to date, in some region of phase space. These theories are distinguished by the nature of
the low energy (infrared -IR) limit of physics beyond the SM being assumed. When the SM
Higgs doublet is present in the EFT construction, the EFT is known as the Standard Model
Effective Field Theory (the SMEFT). Conversely, when the SM Higgs doublet is not present,
the Higgs Effective Field Theory (the HEFT) is constructed. Due to the lack of any clear
experimental indication to choose between these approaches at this time, it is important to
minimize theoretical bias when reporting LHC data. For this reason, it can also be advan-
tageous to project raw experimental data in terms of cross section measurements into gauge
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invariant pseudo-observables in some cases, that are constructed by expanding around the
poles of the SM states. These pseudo-observable decompositions can be related to multiple
theoretical frameworks, such as these two EFTs. We also discuss this developing paradigm
and the relationship between these various approaches.

The outline of this review is as follows. In Section 2 we briefly review historical, and
more traditional uses of EFT. In Section 3 we then discuss the current pressing motivation
for a precision Higgs phenomenology program using EFT methods. In Section 4 we review
pedagogically the key points leading to the structure of EFTs. We then turn to discussing
the candidate field theories to use to interpret the global data set. First the SM is reviewed
in Section 5.1 to fix notation. We then discuss the SMEFT in Section 5.2 and the HEFT
in Section 5.3. Some issues that are being currently debated in the literature are reviewed
in Section 6. In Section 7 we discuss and review pedagogically the distinction between S

matrix elements, Lagrangian parameters and pseudo-observables with an emphasis on the
differences between these concepts that are accentuated in the presence of an EFT such as the
SMEFT or HEFT. We apply this understanding to LEPI-II pseudo-observable measurements
and interpretations in Section 8. In Section 9 we discuss how many of these concepts and
subtleties appear again in the interpretation of the measurements of the Higgs-like scalar at
LHC, and review the κ formalism and proposals to go beyond this formalism in the long term
LHC program. In Section 10 we discuss the application of EFTs to top quark measurements at
LHC. Finally, in Section 11 we summarize the state of affairs early in LHC Run II and sketch
out some expected future developments. The Appendix presents a series of LO results in a
unified notation for SMEFT shifts to ψ̄ψ → V → ψ̄ψ scattering through V = {Z,W} gauge
boson scattering, Higgs production and decay, vector boson scattering and hV production
using a {α̂ew, ĜF , m̂Z} input parameter set.

The intended audience for this review is a mixture of experts and novices and both
theorists and experimentalists. The presentation is geared to aid a new Ph.D. student with a
solid quantum field theory background to jump into this area of research. We hope that experts
in the field will also benefit from some of the discussion on the conceptual and technical aspects
of these interesting examples of EFTs incorporating the presence of the Higgs-like boson.2

2 Features of the EFT landscape

EFT is now a common tool used in many areas of particle physics, and increasingly in related
areas of physics. The main reason EFT has become a standard theoretical tool is that it
allows one to study large sets of experimental data in a systematically improvable field theory
approach. This is the case without having to assume the theory used is valid to arbitrarily
high energies. We discuss some of the physics underlying this view in Section 4. Considering
that the SM will eventually break down at higher energies/shorter distance scales, this makes
EFT extensions of the SM key tools to develop in the modern "data rich" era. EFT methods
generally come to the fore when large amounts of data are at hand to constrain the many

2We apologize in advance for overlooking any references in this literature.
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parameters that usually arise in such a construction. This is now occurring for studies of the
Higgs boson and the top quark, due to the successful operation of LHC. This is the reason
that this review is more focused on studying these particles using EFT methods.

These efforts are beginning in earnest using an approach to EFT that has a long history.
An early influential example of EFT is given in Fermi’s theory of β decay. In retrospect,
Fermi theory is an effective operator approach to describe µ− → e−+ ν̄e + νµ via an assumed
Lagrangian [17]

LGF = −G̃F (ψ̄iγ
µPLψj)(ψ̄kγ

µPLψl). (2.1)

The left handed structure of the interactions was only fixed in due time with experimental
input, and Fermi’s approach was even more general in its initial formulation. The postulated
interaction was introduced with a free coupling fit to data – G̃F .3 This EFT description of a
decay was advanced and found to be manifestly useful to study experimental results, before
any solid experimental evidence of the existence of a W boson, or the SM itself, was at hand.
This illustrates a key point of underlying the power of EFT: it is not required to know the
underlying UV completion to use EFT methods. For more discussion on this point for the
case of Fermi theory, see Refs. [18, 19].

The amount of data available in high energy collisions
√
s� mW,Z has historically been

limited compared to lower energy collisions or decays, such as β decay. The historical use
of EFT has been focused on using the relatively larger data sets gathered on lower energy
phenomena, such as in flavour physics and/or studies of bound states of Quantum Chromo-
dynamics (QCD) as a result. Another important example of an early application of EFT was
the study of bound states of QCD in the 1960’s, and Weinberg’s calculation of pion scatter-
ing lengths. This occurred before any clear experimental evidence of the existence of quarks
or any understanding of QCD was at hand. These calculations were first performed using
assumed symmetry principles (partially conserved axial currents) in Ref. [20] and otherwise
free parameters were again fit to the data. It was soon understood that a non-linear realiza-
tion of SU(2)× SU(2) chiral symmetry allowed a more elegant and general understanding of
the physics at work in Ref. [21]. A clear discussion on this point is presented in Ref. [22].
The understanding of non-linear realizations of symmetries, commonly used in EFT applica-
tions, was simultaneously advanced and generalized in the classic works of Coleman et al. in
Refs. [23, 24].

Once supplied with the solid theoretical hammer that is EFT, and a clear conceptual
foundation of this approach developed coincident with the resurgent interest in field theory
in the 1970’s, the theoretical community found many nails. An explosion of applications and
well defined EFT’s has emerged in the past few decades. An incomplete summary of some
important applications of EFT include the following.

• ChPT. Following the pioneering studies of the 1960’s the study of the π, K and η mesons
using chiral perturbation theory (ChPT) methods has been systematically developed for

3We turn our attention back to Fermi theory in Section 7.3.
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decades. Some of the key papers of this development are Refs. [25–28]. For reviews of
this approach see Ref. [29, 30].

• LEFT. Fermi’s theory has been systematically extended into a complete description of a
low energy phenomena where higher dimensional operators are used to describe flavour
conserving and violating contact interactions. The operators of this EFT are generated
when the W,Z, h, t particles of the SM are integrated out, and can also have beyond
the SM matching contributions. This EFT is used extensively in studies of flavour
transitions of QCD bound states at low energies for decades. Recently, this approach
has been further systematized in Ref. [31, 32], which determined the complete one loop
anomalous dimension of the theory and the matching onto the framework of the SMEFT.
Some of the results in the Appendix are defined in this EFT.

• HQET. A systematic expansion in the ratio ΛQCD/mb � 1 underlies the Heavy Quark
Effective Theory. This theory describes the interactions of a heavy quark with soft
partons and has been applied to describe B meson decays and oscillations. An excellent
resource to learn and calculate in HQET is Ref. [33].

• SCET. Building on the idea of the large energy effective field theory (LEET) [34], and
initially motivated out of the study of summing Sudakov logarithms in B → Xsγ decay
that had failed in the LEET formalism, the Soft Collinear Effective Field Theory was
developed in Refs. [35–38]. This EFT describes the interactions of particles of relatively
different energies Q and the small expansion parameter is ΛQCD/Q in most applications.
A good introduction to SCET is given in Ref. [39].

EFT’s continue to be developed and added to this incomplete list. In this review, we
mostly focus on the SMEFT and HEFT effective field theories that are currently experiencing
an intense development related to LHC experimental results. First we set the stage by dis-
cussing the strong motivation for precision Higgs studies and lay out the basic ideas underlying
EFT.

3 The need for a precision Higgs phenomenology program

Further developing the theoretical methods discussed in this review is not an idle pursuit. It
is reasonable to expect that the properties of the dominantly JP = 0+ scalar boson could be
perturbed by physics beyond the SM, and a precision Higgs phenomenology program could
uncover such perturbations.

The reason for this expectation is the idea that the SM Higgs mechanism describing
SUL(2) × UY(1) → Uem(1) is likely to be only an effective description. This belief is deeply
rooted in the historical origin of the Higgs mechanism itself. The Higgsed phase of the SM (see
discussion in Refs. [40, 41]) can be understood to be analogous to the ideas that first emerged
in the Landau-Ginzburg effective model of superconductivity [42]. The Landau-Ginzburg
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action functional is given by [41]

LG(s) =

∫
Re3

dx3

[
1

2
|(d− 2 i eA)s|2 +

γ

2

(
|s|2 − a2

)]
, (3.1)

where A is the vector potential of Electromagnetism, d is a derivative defined on Re3, e
is the electric charge and s is a section of the (squared) unitary complex line bundle of
Electromagnetism. This action has an energetically favoured minimum for |s| = a and (d −
2 i eA)s = 0 when γ > 0, leading to a topologically flat line bundle in the superconducting
phase, and the exclusion of the magnetic field from the superconducting material.4

The (partial) action of the SM Higgs [43–45] is directly analogous

SH =

∫
d4x

(
|DµH|2 − λ

(
H†H − 1

2
v2

)2
)
, (3.2)

with H is the Higgs doublet and D is the covariant derivative of the SUL(2)×UY(1) theory.
This theory has an energetically favoured minimum at 〈H†H〉 = v2/2. Expanding around
the minimum of the potential (that defines the EW vacuum background field) leads to the
massive W±µ , Zµ vector bosons, due to the Higgsing of SUL(2) × UY(1) → Uem(1). Massless
SUL(2)×UY(1) vector boson field configurations are then energetically excluded.

Landau-Ginzburg theory is not a fundamental theory. It is a functional effective descrip-
tion of superconductivity that can be related to a theory of Cooper pairs, such as BCS [46]
theory. The connection drawn between Landau-Ginzburg theory and the Higgsed phase in
Yang-Mills theory by Anderson [47], leads to an expectation of a shorter distance (or higher
energy i.e ultraviolet – UV) completion/origin of the Higgs mechanism.5 In this manner, the
curious appearance of a classical Higgs potential with a chosen “Mexican hat” form and an
explicit scale v in the SM Lagrangian is understandable as a general low energy parameteri-
zation of underlying physics leading to an effective SUL(2)× UY(1)→ U(1)em. It is possible
that this parameterization is not appropriate as an IR limit of a UV sector leading to the
observed massive gauge bosons. This is a way to understand the difference between HEFT
and SMEFT that will be discussed in more detail below.

3.1 Quantum corrections to Higgs properties and potential

The previous section advanced an argument in support of a more fundamental description
of Electroweak symmetry breaking (EWSB) in that the Higgs potential has no quantum or
dynamical origin in the SM; it is a parameterization. Functionally, it is a directly assumed
classical potential – that is extremely sensitive to UV physics including quantum corrections.
The reason for this is that the dimension of the (H†H) operator is two. Dimensional analysis
indicates that this operator can receive dimensionful corrections due to heavy states that

4Interestingly, the topology of the scalar manifold defined by the Higgs doublet H will form a crucial
discriminant between the SMEFT and HEFT theories in the discussion that follows.

5 A direct analogy would have the Higgs as a composite field, similar to the Cooper pair of BCS theory.
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extend the SM. Such heavy states generally couple to the field H, or composite operators
involving H, to perturb the properties of the Higgs when integrated out,6 see Fig. 1. The

V

H H|κv|2

S

H H|κs|2

F

`

H H
κF κ∗F

Figure 1: One loop corrections giving threshold matching contributions to H†H. We have
used a common notation to simplify presentation in Eq. 3.5, but note that |κv|2, |κs|2 can be
negative.

Higgs field transforms as an SUL(2) doublet and has hypercharge yH = 1/2, so composite
operators involving H that allow dimension ≤ 4 couplings to singlet fermion (F ), scalar bi-
linear (S†S), and (non-gauged) vector fields Vµ are of the form7

∆L = |κv|2 (H†H)V †µ V
µ − |κs|2 (H†H) (S†S) + κF F H̃

†`L + h.c. (3.3)

where ` is a lepton SUL(2) doublet with hypercharge y` = −1/2. These interaction terms lead
to threshold matching contributions in the Higgs potential8

∆V (H†H) ' H†H
(

3 |κv|2m2
v Nv

16π2
+
|κs|2m2

s Ns

16π2
− |κF |

2m2
F NF

16π2

)
+ · · · , (3.4)

where mi is the mass of the corresponding field, and Ni can result from the sum over the
degrees of freedom in an internal (flavour) symmetry group of the field i. When avoiding
tuning the bare Higgs mass in the classical Lagrangian against quantum corrections,9 then it
follows that mh ∼ |κi|mi

√
Ni/4π. This is the reason the mass of the SM Higgs is expected

to be proximate (up to a loop factor) to beyond the SM mass scales.
One can turn the relation between mh and mi around. Then corrections to cross sections

that are probed through a measurement exploiting a propagating SM state (that goes on-shell)
6In some cases low energy effects can be present modifying Higgs properties that do not satisfy this require-

ment, due to reducing the field theory with the Equations of Motion (EOM) to a minimal basis reshuffling the
appearance of IR physics effects.

7H†DµHVµ + h.c can be directly shown to not lead to a threshold correction, by integrating by parts.
8The threshold matching contributions are obtained by calculating in dimensional regularization (DR) in

d = 4 − 2 ε dimensions using MS subtraction, and Taylor expanding the resulting amplitudes in the limit
v2/m2

i < 1.
9Tuning parameters at the Lagrangian level to avoid these conclusions can be understood to be best avoided

in the following way. As Lagrangian parameters can always be related to measured quantities through S matrix
elements, and eliminated in relationships between S matrix elements, parameter tuning can be understood to
be equivalent to assuming precise relationships between a series of independent measured quantities, in order
to have a further S matrix element take on a value not expected by naive dimensional analysis.
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scale as

σSM+i

σSM
' 1

16π2

(
N2
i |κi|2κ′
gSM λ

)
+ · · · (3.5)

Here we have introduced another coupling between the new physics state and the SM (κ′)
and Taylor expanded out the non-analytic structure of the tree level propagating state i. The
non-analytic structure of the propagating SM state is essentially unchanged in this limit and
cancels out in the ratio. gSM corresponds to a generic SM coupling. This result argues that
∼ % level deviations in Higgs properties can occur in scenarios that avoid parameter tuning.
This estimate is subject to the following qualifications:

• Differences between coupling constants can lead to further enhancements/suppressions.

• This estimate implicitly assumed one local contact operator was introduced (at tree
level) interfering with the SM. It has been proven [48] that when considering tree level
effects, subject to the condition that a flavour symmetry is not explicitly broken and
the UV scales have a dynamical origin, multiple operators are always present.

• If the state i does not lead to any corrections to σSM+i at tree level, then a further
∼ 1/16π2 suppression occurs. On the other hand, when considering one loop effects,
the multiplicity of operators present is generically very large due to one loop mixing, see
Section 5.2.4 for more detail.10

This rough and schematic understanding is nevertheless validated in exact calculations in
some popular new physics models, see Refs. [52–54] for more discussion.

3.2 Higgs substructure

EFTs capture the Taylor expanded effects of particle exchange at tree and loop level, but
also encode multi-pole expansions of underlying structure [55–58] that are generic in field
configurations set up by charge distributions that are spatially separated. The classic example
is the multi-pole expansion of an electrostatic charge distribution [59, 60]. This physics is not
directly or trivially identified in general with tree or loop level particle exchange diagrams in
the presence of non-perturbative bound states (such as a composite Higgs), and offers further
hopes for perturbations of Higgs properties that could be experimentally measured.

When an EFT is capturing the consistent low energy limit of a strongly interacting light
composite Higgs, the multi-pole expansion should be considered [57, 58].11 The possibility
that the Higgs field is composite underlies a significant fraction of the interest in the EFT
methods discussed in this review. Composite Higgs models are still of experimental interest.
These ideas emerged in the 80’s in Refs. [62–67] with early studies also exploring the possibility
of dynamical mass generation in extra dimensional scenarios [68, 69]. These ideas re-emerged

10In some exceptional cases, L6 operators do not mix. This can be understood at an operator level using
operator weights and related helicity and unitarity arguments [49–51].

11This point has recently been re-emphasized in Ref. [61].
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and were extended in the late 90’s in the context of Little Higgs constructions [70, 71], and
extra dimensional models aimed at dynamical mass generation [72–75] with the Holographic
composite Higgs models consolidating many of these developments in Refs. [76, 77].

In analyzing scattering off of non-perturbative bound states, leading to a multi-pole ex-
pansion, perturbative methods fail by definition. One can gain some intuition on how this
scattering is represented in an EFT by considering the solutions to the time independent
Schrödinger equation of a non-local potential of a fixed target, represented as V (r, r′). Such a
potential can mimic the extended nature of the composite particle. With appropriate bound-
ary conditions this scattering is described by the Lippmann–Schwinger equation [78]; outgoing
wavefunctions are related to those incoming by a partial wave transition matrix that satisfies
the integral equation

T`(k,k
′;E) = V`(k,k

′) +
2

π

∫ ∞
0

d|q| q2V`(k
′,q)T`(q,k;E)

E − q2/µ+ iε
. (3.6)

Here k,k′ are the Fourier momentum of the radial coordinate r, r′ and µ is the reduced
mass. The asymptotic scattering is described by a partial wave scattering matrix: S`(k) =

1 + 2ikf`(k), which can be parameterized by a partial wave phase shift S`(k) = e2iδ`(k), for
spherically symmetric potentials. The multi-pole expansion in this case is the fact that the
phase shift parameter characterizing the scattering matrix has a power series expansion in k2.
For the partial wave ` = 0, this expansion is given as

k cot δ0(k) = − 1

a0
+

1

2
r0 k

2 − C2r
3
0 k

4 + · · · (3.7)

There is an expansion in derivatives acting on a field F of the state associated with asymptotic
wavefunction scattering off of the fixed target field T as a series of interactions of the form
∼ {T F F , T F∇2F , T F∇4F}. The effective range expansion in the parameters {a0, r0, C2r

3
0}

are analogous to Wilson coefficients in the relativistic EFT. The bound state substructure
generates a series of scales that characterize the multi-pole expansion. This is generic in
EFTs describing the scattering off of bound states. See Refs. [79, 80] for related discussion on
non-relativistic bound states in EFTs.

In nucleon-nucleon (NN) EFT [81–83] an analogy to the non-relativistic scattering case
is extensive. The time independent Schrödinger equation corresponds to a summation of an
infinite set of Feynman diagrams in the EFT, defining a scattering amplitude A as shown
in Fig. 2. The Born series expansion of the related Lippmann–Schwinger equation can be
mapped to an infinite sum of ladder diagrams that depends on the particles exchanged in
the EFT and the kinematics of the poles dominating the convolution integrals between the
nucleon potential and the non-relativistic propagators. The amplitude defined by this Born
series is related to the phase shift [82]

|p| cot δ(p) = i |p|+ 4π

M

1

A . (3.8)

Here p is the three momentum of the NN system and M is the mass scale of the nucleon.
A is a scattering amplitude that corresponds to the infinite sum of ladder diagrams. Again a
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B,W B,W

H H

Figure 2: Diagrams relevant for the multi-pole expansion. The left figure illustrates the
infinite sum of bubble diagrams in a “ladder approximation” in the field theory equivalent of
the non-relativistic Schrödinger equation, while the right diagram illustrates the scattering of
the SUL(2)×UY(1) gauge fields off of the constituent particles of a composite Higgs.

power series expansion of the phase shift leads to the multi-pole expansion. The parameters
characterizing the effective range expansion of nucleon scattering take on values that differ
by an order of magnitude [82] and depends in a non-trivial manner on the spectrum of states
retained in the EFT as the bound state is near threshold.

For a composite Higgs, one can consider the Higgs to be analogous to the nucleon, and the
convolution integral of the Higgs self interaction potential to be made with Higgs propagators
and beyond the SM states involved in EW symmetry breaking, such as vector resonances
analogous to the ρ meson in chiral perturbation theory. Considering current LHC data, there
is little motivation to assume that such a ρ state is accidentally lighter than the remaining
states in the strong sector. Scattering results developed in analogy to NN scattering EFT
then lead to a multi-pole expansion in derivative operators involving the Higgs field.

In addition, when considering the multi-pole expansion in terms of the SUL(2) × UY(1)

gauge fields, scattering off the bound constituents that make up the composite Higgs can
occur. This is the case if the constituents are charged under the SM gauge groups, or a larger
group that contains the SM as a subgroup as illustrated in Fig.2 (right).12

A composite Higgs has an associated multi-pole expansion. Unfortunately, using cross-
ing symmetry (i.e. rotating Fig.2 (right) 90◦ counterclockwise) to consider the interaction
potential as only describing the composite Higgs state is inconsistent with a non-relativistic
EFT approach related to the Schrödinger equation.13 Furthermore, the summation of subsets
of diagrams in “ladder approximations” to the convolution integrals is not valid in general.
Noting all of these concerns, the multi-pole expansion can be associated with the suppression
scale and Wilson coefficients of the U(3)5 symmetric operators14

λ2
Mul ' {

CH�
Λ2

,
CHD
Λ2

,
CHWB

Λ2
,
CHW

Λ2
,
CHB
Λ2
}. (3.9)

When these operators are all constrained so that λMul � λh, where the Compton wavelength
of the Higgs λh = ~/mh c, the Higgs boson is effectively interacting as a point-like particle,

12We restrict our attention to the EW interactions due to the expectation that new physics underlying Higgs
compositeness would be associated with EW symmetry breaking.

13As crossing symmetry relations are between Mandelstam variables constructed out of full four vectors.
14See Table 1 for the operator definitions corresponding to these Wilson coefficients.
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when considering these dimension six operators. As we have scaled the operators by Λ asso-
ciated with particles integrated out of the spectrum, the Wilson coefficients of the operators
involved in the multi-pole expansion can be expected to differ from order one values – if the
scales characterizing the effective range expansion are distinct from the mass scale of the states
integrated out of the theory constructing the EFT.

To summarize: considering the possibility of compositeness and the related multi-pole
expansion, the UV sensitivity of Higgs properties, and the classical nature of the assumed
SM EW symmetry breaking potential, a precision Higgs phenomenology program to probe for
indirect hints of physics beyond the SM is well motivated.

4 Basics of EFT

A Taylor expansion in dimensionless ratios was used in the previous sections to simplify the
results. That such a simplification can occur is consistent with the intuitive understanding
that IR physics can be calculated without reference to the details of all UV physics. This
is generic in observables calculated in a Quantum Field Theory (QFT) so long as limited
theoretical precision is all that is demanded. Manifestly this is true for the SM; which despite
being a QFT that is not well defined to arbitrarily high energies,15 has still been validated to
be an adequate description of LHC data considering current experimental precision.

4.1 Separation of scales, renormalization and local/analytic expansions

EFT is a set of ideas that justifies why this systematic separation of the physics of different
scales can be true in field theory.16 Renormalization also separates IR and UV physics, but
EFT is more than a statement that QFTs are systematically renormalizable. Furthermore,
the success of renormalization programs in QFTs can be understood as an EFT consequence
in an intuitive way.17 When renormalizing a QFT the short distance physics in the theory one
calculates in is modified, and the effects of regularizing such physics is absorbed into the low
energy parameters of the effective theory. How this modification takes place is illustrative of
scale separation in EFTs.

Consider calculating an amplitude at one loop using dimensional regularization in d =

4 − 2 ε dimensions [94].18 The amplitude can be expressed by using the master formula for
15Due to the presence of Landau poles in the SUL(2)×UY(1) theory.
16For excellent reviews on EFT see Refs. [56, 84–90]. The pioneering works developing the modern under-

standing of EFT include Refs. [1, 22–24, 91–93].
17The old field theory approach of stressing of the distinction between bare and renormalized parameters

is drawn when correlation functions involving the parameters are considered to be measured or predicted to
arbitrary precision. In this sense, the EFT understanding of renormalization is consistent with such lore.

18We use MS subtraction, by introducing n powers of µ̂(4−d)/2 = (µ
√
eγ/4π)(4−d)/2 for each power of the

coupling present defining the amplitude, so that the renormalized coupling remains dimensionless. Here γ is
the Euler-Mascheroni constant. The arguments in this section are formulated for a one loop example but they
generalize to higher loop orders directly.
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Minkowski space momentum integrals

MI =

∫
ddq

(2π)d(µ̂2)n (d−4)/4

(q2)α

(q2 −∆2)β
=

i (−1)α−β

(∆2)β−α−d/2
Γ(α+ d/2)Γ(β − α− d/2)

Γ(d/2)Γ(β)
, (4.1)

with a four momentum qµ and a factor ∆ introduced for the characteristic scales (masses,
kinematic invariants) in the amplitude. Following the discussion of Georgi [56], consider
integrating over the ε momentum space of such an amplitude after Wick rotating to Euclidean
momentum space and factorizing the loop momentum as q2 = q2

ε + q2
E . Restricting one’s

attention to divergent terms one finds [56]

MI ∝
∫

d4qE
(2π)4

(q2
E)α

(q2
E + ∆2)β

[
Γ(β + ε)

Γ(β)

] [
4πµ2

q2
E + ∆2

]ε
. (4.2)

The last two factors in square brackets are both finite as ε → 0, but there is an important
difference between them. The final term does not significantly change the amplitude so long as
all the scales are similar µ2 ∼ ∆2 ∼ q2

E . On the other hand, this term leads to a modification
(an introduced regularization) of the amplitude that can become significant for small ε if
µ2 � ∆2 +q2

E or µ2 � ∆2 +q2
E , i.e. when highly separated scales are present in the amplitude.

In this manner, the universal subtractions present in systematically renormalizing a QFT are
understood to correspond to UV physics effects that have been systematically removed out of
the lower energy theory by such a regularization for µ2 � ∆2 + q2

E . That such a separation
of IR and UV physics can occur is the key idea of EFT and this can be understood to be
an underlying reason for renormalization to work. The case µ2 � ∆2 + q2

E has a different
meaning, it corresponds to an IR divergence, and we discuss this divergence below.

Counterterms are of a simple universal analytic form when using DR. This is also the case
in other regularization schemes, such as schemes with dimensionful regulators that directly
satisfy the decoupling theorem [1]. One might doubt if the regularization of divergences due
to arbitrary UV physics sectors can be subtracted out of a prediction of a lower energy observ-
able in this simple manner. Formally, this can be understood to follow from a proof supplied
by Bogoliubov and Parasiuk19 on the analytic nature of counterterms in 1957 [95]. Renor-
malization Group (RG) based arguments also support this understanding, as demonstrated
by Polchinski in Ref. [96], as do the diagrammatic arguments of Weinberg’s power counting
theorem [97]. Recently the formal proof of the renormalizability in effective field theories has
also been studied with increased mathematical rigor in Ref. [98].

A less formal and more intuitive understanding of the universal nature of the subtractions
follows from considering the constraints of the global symmetries in the EFT, Lorentz invari-
ance, and the fact that the non-analytic structure of correlation functions20 is only generated
when intermediate states propagate on-shell. When subtracting the effects of UV physics act-
ing to regularize divergences in the full theory systematically out of a lower energy amplitude,

19We thank F. Herzog for this reference.
20Here we refer to the poles and cuts in the momentum space of the spectral function defined in analogy to

the Källén-Lehmann [99, 100] two point spectral function.
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far below the characteristic mass scales of such UV states, these states are off-shell. The cor-
relation functions can be simplified by Taylor expanding in the ratio of the separated scales,
and are well approximated by the first few analytic terms in the expansion. Any divergence
thereby has an analytic form. The locality of the subtractions is because off-shell exchange of
the virtual particles (of mass ∼ M) occurs, but it is local as it is limited to short times and
distances by the uncertainty principle [90]

∆t∆E ∼ ∆tM > 1→ ∆t ∼ 1

M
, ∆|x|∆|p| ∼ ∆|x|M > 1→ ∆|x| ∼ 1

M
. (4.3)

Here we are using units where ~ = 1 = c.21 Renormalization understood in this manner does
not draw any fundamental distinction between theories with only interaction terms limited to
mass dimension d ≤ 4 and EFTs with a tower of higher dimensional operators. The renor-
malizability is understood to be possible due to the fact that the only way that high energy
physics integrated out of the low energy theory can modify the lower energy construction is
through a tower of local analytic operators. In both cases the renormalizability of the theories
follows from the separation of scales that allows the Taylor expansion.

This reasoning also holds for the non-divergent contributions of UV physics approximated
in an EFT by expanding in a ratio of scales. As a result, an EFT is a field theory with a
tower of local analytic operators of dimension d divided by d−4 powers of a suppression scale
characteristic of the UV physics removed from the EFT construction.22 A well constructed
EFT is designed to capture the relevant low energy physics to predict a set of experimental
measurements, while exploiting the simplifications that result from such expansions as soon as
possible. The essential and key idea is to separate the description of the processes under study
into IR (i.e. infrared or long distance) propagating states and their interactions, captured
by the local and analytic operator expansion, and the UV dependent short distance Wilson
coefficients, i.e. construct

LEFT '
∑
i

CUVi (µ)OIRi (µ). (4.4)

Taking this reasoning to its logical conclusion gives a commonly held set of “prime directives”
of effective field theorists:23

• Isolate and separate a series of characteristic scales in observables.

• Construct the Lagrangian of the EFT only out of the degrees of freedom that lead to
non-trivial structure in the correlation functions. These are propagating on-shell states
(i.e. with p2 ∼ m2), ideally with only one scale defining the EFT closely related to the
scales identified in the previous step. In short, expand ASAP, at the Lagrangian level.

21Unless otherwise noted we use such “God-given" units in this review.
22In some exceptional cases EFTs can be constructed with non-local operators. This is usually due to

distinguishing field excitations as retained or removed from the EFT by assigning a four momentum of a
particle excitation of a field (not the p2 Lorentz invariant used to distinguish on or off-shell) some scaling rules.
See Refs. [35, 36, 101–104] for famous examples.

23We acknowledge M. Luke for this nomenclature.
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Figure 3: Illustration of various UV physics scenarios captured in the SMEFT for h → γγ.
The leftmost figure illustrates perturbative mediators (a fermion f) leading to the decay
h → γγ. The middle figure illustrates this decay being mediated by UV states in a strongly
interacting field theory where the diagram sum does not converge. The rightmost figure
illustrates the possibility of Higgs substructure leading to the SMEFT multi-pole expansion
with the outer circle indicating the Compton wavelength of the Higgs λh and the shaded
interior region a substructure scale characterized by λMul.

• Calculate in the EFT without unnecessary reference to the UV physics that is is decou-
pled. Some UV dependence is present, but it is sequestered in the EFT into the short
distance Wilson coefficients in the matching procedure. In contrast, in the EFT the
operators encode the IR physics describing long distance propagating states.

• Use a mass independent renormalization scheme, such as dimensional regularization.

The last two points are related to the requirement of matching and some technical con-
sequences that result from a renormalization and subtraction scheme choice that we discuss
in more detail in the following sections.

The physics that can be captured in the SMEFT in this manner as a consistent IR limit
is only limited by the assumptions that Λ > v, and the existence of a Higgs doublet in the
EFT construction. Various cases of beyond the SM physics are illustrated in Fig. 3. When
this strict separation of scales is maintained, i.e. the SMEFT is treated as a general EFT
retaining all of the operators that are allowed by the assumed symmetries, powerful model
independent conclusions can result. All of the cases in Fig. 3, and combinations of such cases
in possible UV physics sectors, have to project onto a series of local and analytic operators
with various Wilson coefficients in the EFT expansion. This point holds even when the UV
physics cannot be calculated with known field theory techniques.

If this separation of scales is violated, then the resulting statements and analysis, even if
constructed and framed in EFT language, are not EFT conclusions. Such conclusions can be
model dependent or simply ill-defined. This issue is very well known in research areas where
EFT techniques have been dominant for decades, but is less appreciated when applying EFT
techniques to characterize and constrain new physics at LHC, which is a continual source of
debates in the literature. The key problem that can be introduced when going beyond EFT is
the introduction of an assumption heavy hypothetical UV physics sector, which can result in
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the lack of a consistent IR limit, rendering the EFT framework used inconsistent and without
meaning. To avoid this problem the key requirements that UV assumptions must address are

• The IR limit of a UV theory must be well defined, which requires that the UV theory is
written down. In particular, the origin of the scales in a UV theory should be specified
to have a possibility of a meaningful IR limit.

• If a strong interaction is present in a UV completion, and the mass scale characterizing
bound states is Λ � v, then non-perturbative contributions can exist (see Fig.3 right)
and should not be assumed to vanish without a precise justification. Assuming that such
non-perturbative effects are absent, or negligible, in the EFT projects into a strong, and
at times undefined, condition on UV completions that can generate the EFT. Again
we emphasize that one of the core strengths of the standard approach to EFT is the
ability to characterize and constrain such physics rendering UV assumptions on strongly
coupled physics completely avoidable.

4.2 The decoupling theorem

The previous section outlines the basic intuition underlying EFT methods that is formalized
in the Appelquist-Carazzone decoupling theorem [1] (see also Symanzik [105]). This theorem
played an important role in the emergence of EFT methods in the 1970s. Examining this
result in detail shows how renormalization scheme choice is also a technical issue of some
importance when calculating in EFTs, as in the SM. The decoupling theorem is developed
studying a set of massless gauge fields, denoted Aµ (and referred to as “vector mesons” at
times in Ref. [1]), that are coupled to a set of massive fermions, denoted Ψ. The Lagrangian
is

Ldc = −1

4
F aµνF

µν
a + Ψ̄i /DΨ− Ψ̄mΨ− δmΨ̄Ψ, (4.5)

where

F aµν = ∂µA
a
ν − ∂ν Aaµ − gfabcAb,µAc,ν , (4.6)

(DµΨ)n = ∂µΨn + i[TaA
a
µ]n, (4.7)

and finally [Ta, Tb] = ifabcT
a defines the Lie algebra of the gauge group, with coupling g.24

Here δm explicitly denotes the mass counterterm. The decoupling theorem is stated as [1]:

For any 1PI Feynman graph with external vector mesons only but containing internal fermions,
when all external momenta (i.e. p2) are small relative to m2, then apart from coupling constant
and field strength renormalization the graph will be suppressed by some power of m relative to
a graph with the same number of external vector mesons but no internal fermions.25

24 We have modified some notational conventions compared to Ref. [1] to maintain a common notation
throughout the review.

25Here the exact wording of Ref. [1] is edited for clarity.
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Removing the field whose quantum is a heavy particle from the Lagrangian used to calcu-
late experimental observables, based on the decoupling theorem, is known as “integrating out”
a particle from the theory. The decoupling theorem is stated and proven for the specific field
theory in Eq. 4.5, but the arguments used to prove it generalize directly to other theories.26

The generalization of this result to arbitrary field theories can be given in terms of all n-point
Green’s functions Gn as

N∏
i

ZiG
n
full(p1, p2 · · · pn;µ) =

M∏
j

Zj G
n
EFT (p1, p2 · · · pn;µ) +

1

m2

k∏
i

ZiG
′n
EFT (p1, p2 · · · pn;µ) + · · ·(4.8)

where Zi..N is the set of renormalizations required to render the full theory finite, Zi..M
is the set of renormalizations required to render the leading d ≤ 4 terms in the effective
theory finite in an on-shell scheme. Zi..M..k includes these renormalizations and the additional
renormalizations required to also render the local contact operators suppressed by 1/m2 finite.
This theorem is formally establishing that if the intermediate heavy fields do not go on-shell
(i.e never satisfy p2 ' m2) they modify the leading local analytic operator structures through
renormalization in the lower energy Lagrangian, or add additional interactions suppressed by
powers of 1/m. This is expected considering the schematic arguments of the previous section.

The proof of the decoupling theorem is non-trivial. The statement is for any 1PI graph,
i.e. can be an arbitrarily high order in perturbation theory. Due to this, the renormalization
scheme chosen has an important impact on the arguments required to establish the proof. In
Ref. [1] the scheme used defines δm to fix the fermion self energy to vanish at /k = m. The
remaining counterterms are subtractions defined at off-shell Euclidean momentum subtraction
points (p2 = −µ2). Wavefunction renormalization conditions fix the propagator to have its
tree level form. Using this scheme Ref. [1] considered divergent and finite terms in arbitrary
1PI Feynman graphs and established the decoupling theorem exhaustively. Careful attention is
paid in the proof to ensure that a well defined IR limit (p2/m2 < 1) is under consideration, by
examining IR safe observables consistent with the KLN theorem [107, 108]. Equally important
is a careful consideration of sub-divergences (that are sensitive to the regularization scheme
used) in establishing the theorem. An implicit dependence on an off-shell subtraction scheme
is present in the decoupling theorem.

One of the “prime directives” of EFT is a direct consequence of the decoupling theorem:
calculate in the EFT without unnecessary reference to the UV physics. This is required as
the UV physics is decoupled and simply removed from an EFT in a controlled fashion. Its IR
effects are reproduced to a limited precision and encoded in the matching procedure in the
Wilson coefficients of the EFT.

26 For example, for a detailed discussion and proof on decoupling for scalar field theory with two fields when
d = 6 see Collins [106].
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4.3 Non-decoupling physics

The decoupling theorem has some exceptions. This should be surprising considering the
generality of the arguments that have been advanced in the previous sections. Calculating
in field theories to an approximate precision, in the presence of separated scales, is usefully
thought of using the techniques of EFT. Such EFTs are constructed based on the separation of
scales that underlies decoupling. However, no theorem can escape the constraints of its exact
wording and assumptions, and this is also true for the decoupling theorem. Several examples
of “non-decoupling" effects are discussed in the literature. Heavy physics of this form does not
imply that an EFT is impossible to construct to capture an IR limit of some UV physics. It
just enforces the construction of the EFT to take on a particular form, usually by requiring
that a non-linear representation of a symmetry be used.27

4.3.1 The ρ parameter

Non-decoupling effects can occur when heavy states and the light states are embedded in the
same representations of a symmetry group in the full theory. Divergences can be forbidden by
the linearly realized symmetry, due to cancellation between the particles of different masses
embedded in such a (softly broken) representation of a symmetry group. When some of the
states are no longer in the spectrum in the EFT, the counterterms are no longer forbidden by
the linearly realized symmetry. Then perturbative corrections can grow with the mass of the
state removed from the theory.

The practical signal of this physics can be the appearance of numerically larger perturba-
tive corrections when the heavy state is still retained in the theory, and at times an additional
mass dependence outside of logarithms in such corrections. This can be the case as in the
loop corrections the masses sometimes act to regulate the divergences when the symmetry is
linearly realized. Several historical examples of this form of non-decoupling are present in the
literature, in νe scattering [109], in large O(αs) corrections (due to quark doublet mass split-
tings) to the axial neutral current [110] and in the behavior of one loop corrections [111–114]
to the ratio of charged and neutral currents in the SM, due to the diagrams shown in Fig. 4.

We discuss this latter case of the ρ parameter [115], defined as the ratio of charged
and neutral currents at low energies, as an example. The ρ parameter has the perturbative
expansion, with one loop contributions shown in Fig.4 (in MS) which give

ρ ' ḡ2
Z m̄

2
W

ḡ2
2 m̄

2
Z

+
Nc ĜF

8π2
√

2

(
m2
t +m2

b − 2
m2
t m

2
b

m2
t −m2

b

log

(
m2
t

m2
b

))
−

11ĜF M̂
2
Zs

2
θ̄

24
√

2π2
log

(
m2
h

m2
Z

)
.(4.9)

The Higgs mass dependent correction is not exceedingly large and it is not related in mass to
another particle in the spectrum by a linear realization of a symmetry. The limitmh →∞ can
be taken, which still leads to a non-linear realization of SUL(2)×UY(1) as the Higgs field and
its vacuum expectation value are related when this symmetry is linearly realized. The effective

27Again the existence of the SMEFT and the HEFT can be understood to be related to this fact, as non-
decoupling effects in the scalar sector are a possibility.
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Figure 4: SM one loop corrections to the ρ parameter.

theory construction of Refs [116–120] results when the limitmh →∞ is taken. The corrections
due to the heavy Higgs matched onto this EFT are not suppressed by explicit powers of m2

h in
their leading contributions. The full results of this form are given in Refs. [121, 122]. This is
an example of non-decoupling effects that deviate from a naive expectation formed from the
decoupling theorem.

Even larger corrections come about due to splitting the quark masses in the limit mt �
mb. Note that

m2
t +m2

b − 2
m2
t m

2
b

m2
t −m2

b

log

(
m2
t

m2
b

)
→ 0, (4.10)

in the limit mt → mb. Integrating out the top, while leaving the b quark in the spectrum,
leads to a theory without a linearly realized SUL(2) symmetry. Furthermore, mt is acting
to regulate an integral, which is a reason that it appears as a polynomial outside of the
logarithm. As mt = yt v/

√
2 the limit mt → ∞ must correspond to v → ∞, yt → ∞, or

both. The former limit is interesting, as the corrections given Eq. 4.10 vanish if mt/mb → 1

as v →∞. Then SUL(2) can again be linearly realized. The limit yt � 1 is a strong coupling
limit, leading to a breakdown of perturbation theory. Then the decoupling theorem’s implicit
assumption of a valid perturbation theory no longer holds. In the case of the ρ parameter,
the non-decoupling effects come about due to this strong coupling limit in addition to the
differences in the realization of the symmetries of the full theory and the low energy EFT.28

4.3.2 Weak interactions

When exact symmetries are present in a subset of interactions in the EFT, such symmetries
can first be broken explicitly by the heavy fields integrated out. Then the leading operator
mediating a process can be due to the local contact operator correction to the EFT suppressed
bym2 (in the case of weak interactions a suppression bym2

W ), but with no relative suppression
compared to any leading order effect, which is absent. This is another way in which non-
decoupling effects can come about.

The weak interactions are an important example of this form of non-decoupling. The
SM is defined in Section 5.1. Flavour violating effects in the SM due to the weak interactions

28In the case of the ρ parameter the corrections shown are also the leading violations of custodial symmetry,
as an additional subtlety.
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having an intricate pattern that encodes non-decoupling physics of this form. In the limit that
the Yukawa interactions of the SM vanish, Yu,d,e → 0 a U(3)5 global flavour symmetry group
of the SM is present. We define this group through the relation between the weak (unprimed)
basis and the mass (primed) basis as

uL = U(u, L)u′L, uR = U(u,R)u′R, νL = U(ν, L) ν ′L, (4.11)

dL = U(d, L) d′L, dR = U(d,R) d′R, eL = U(e, L) e′L, eR = U(e,R) e′R. (4.12)

Each U rotation defines a U(3) flavour group. The U(3)5 group of the SM is defined as

U(3)5 = U(u,R)× U(d,R)× U(Q,L)× U(`, L)× U(e,R). (4.13)

The relative U rotations between components of the lepton and quark SUL(2) doublet fields
define the PMNS and CKM matrices as

VCKM = U(u, L)† U(d, L), UPMNS = U(e, L)† U(ν, L). (4.14)

Consistent with the discussion in the previous section, the unbroken U(3)5 flavour symmetry
of the SM forbids divergences corresponding to flavour violating interactions.

The U(u,R)×U(d,R)×U(e,R) rotations commute with the weak interaction generators.
At tree level the neutral current interactions to the left handed doublet fields (ψL) couple to
the diagonal generators

yiψL = yi

(
1 0

0 1

)
ψL, τ3ψL =

(
1 0

0 −1

)
ψL. (4.15)

which also commutes with the U(Q,L)×U(`, L) rotations between the weak and mass eigen-
states. No tree level flavour changing neutral currents follows.

This symmetry is broken when the charged currents that interact in the weak eigenbasis
of the SM propagate, and quark mass differences are retained in the resulting amplitudes.
This distinguishes the mass and weak eigenstates of the SM. Flavour violating effects come
about due to the relative rotation of the SM states in ψL proportional to VCKM, UPMNS, that
distinguishes the components of the ψL doublets, and appear in interactions proportional
to τ1,2 through which the charged currents couple. This leads to flavour changing charged
currents at tree level in the SM. Nevertheless, if all weak or mass eigenstates are summed
over, and flavour violating spurions are neglected, the flavour symmetry is again restored due
to the rotation between the eigenbases being unitary.

Consider the diagrams in Fig. 5 as an illustrative example. The leftmost diagram gives a
contribution to the decay KL → µ+ µ−.29 Constructing the EFT useful for the measurement
scale µ2 ' m2

K , both the top quark and the W boson are not on-shell fields propagating for
longer distances (compared to the measurement scale), and hence integrated out. The EFT

29The Kaon mesons are defined by their quark content as K0 = d s̄, K̄0 = d̄ s and KL = (d s̄ − sd̄)/
√

2,
KS = (d s̄+ sd̄)/

√
2.
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Figure 5: SM one loop corrections to kaon decay and mixing.

so constructed is the LEFT, briefly introduced in Section 2. The leading operator mediating
the decay is given by [123]

LKL→µ+ µ− =
ĜF√

2

α̂ew
2πs2

θ̂

V ?
ts VtdY (xt) (s̄ γµPL d) (µ̄ γµPL µ) + h.c+ · · · (4.16)

Here xt = m2
t /m

2
W and retained is the contribution from the top quark in the loop that breaks

flavour symmetry. We neglect higher order (and penguin diagram) contributions to the decay.
See Refs. [124–127] for more discussion on such corrections.

The “non-decoupling" effects are indicated by the presence of polynomial powers of m2
t in

the numerator, similar to the case of the ρ parameter. Again, integrating out the top quark
will lead to a non-linearly realized SUL(2) symmetry, but the situation is different than in the
case of the ρ parameter, where the top mass scale also regulates the integral. Fig. 5 (left) is
a naively convergent integral (in an appropriately chosen gauge). The mt,c,u dependence as a
polynomial mass contribution outside of a logarithm follows from the flavour breaking pattern
of the SM matched onto the lower scale EFT.

The result reflects the Glashow-Iliopoulos-Maiani [128] (GIM) mechanism describing the
relevant phenomenological suppression by powers of the quark masses in addition to the weak
couplings as a result of the U(3)5 symmetry breaking pattern of the SM. The GIM mechanism
is also a statement that in the limit of vanishing quark masses, Eq. 4.16 (and similar flavour
changing amplitudes for other processes) exactly vanish as due to unitarity∑

i

V ?
is Vid = 0. (4.17)

One loop contributions to Kaon mixing also respect the GIM mechanism, and include
the contributions shown in Fig. 5 (right two diagrams). Reproducing the SM amplitudes
following from the weak interactions at low energies in an EFT is non-trivial. A proper
treatment summing all logarithms again uses the LEFT by integrating out a series of SM fields
{h,W,Z, t, c} in sequence, in the renormalization group evolution down to the experimental
scale of K0 − K̄0 mixing. For a discussion on the reproduction of the SM result in the LEFT
see Ref. [85].

The sum of these graphs (combined with Goldstone boson diagrams for gauge indepen-
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dence) gives the leading result [92, 129–131]

LK0−K̄0 =
ĜF√

2

α̂ew
4πs2

θ̂

∑
i

V ?
is Vid

∑
j

Vjs V
?
jd Ē(xi, xj) (s̄ γµPL d)

(
d̄ γµPL s

)
+ h.c+ · · ·(4.18)

where

Ē(xi, xj) = −xi xj
(

1

xi − xj

[
1

4
− 3

2

1

xi − 1
− 3

4

1

(xi − 1)2

]
log xi,

+
1

xj − xi

[
1

4
− 3

2

1

xj − 1
− 3

4

1

(xj − 1)2

]
log xj −

3

4

1

(xi − 1)(xj − 1)

)
(4.19)

Again xi,j = m2
i,j/m

2
W and these indices sum over up quark flavours. We neglect here higher

order corrections, see Refs. [92, 127, 129–131] for further discussion. The “non-decoupling"
flavour breaking structure of the SM interactions is present in that the result is proportional
to four powers of quark masses in Eq. 4.18.

The many instances of non-decoupling effects in the SM should generate caution when
choosing between the SMEFT and HEFT formalisms to capture the low energy limit of physics
beyond the SM. The possibility of non-decoupling effects related to the discovered 0+ boson
with mass ∼ 125 GeV is pressing and well motivated. One of the key distinctions between the
SMEFT and HEFT constructions is the latter is arguably more appropriate to capture the IR
limit of such non-decoupling UV physics coupled to the 0+ boson.

4.3.3 Renormalization scheme dependence and decoupling

A renormalization scheme is composed of a method to regulate divergent integrals, and a sub-
traction scheme choice. When relationships between physically measured S matrix elements
are determined in perturbation theory, the regularization and subtraction scheme choice has
no physical effect. When discussing renormalized Lagrangian parameters per se and inter-
mediate results for observables in terms of these parameters, scheme dependence is present.
Ref. [1] used a renormalization scheme which performs subtractions at an off-shell Euclidean
momentum point. This approach to renormalization has the benefit of making decoupling
manifest, which is not the case in dimensional regularization (DR) when MS is used as a
subtraction scheme.

Consider the Lagrangian for quantum electrodynamics (QED), and the running of the
QED coupling e due to fermions ψf . The Lagrangian is given by

L0
QED = −1

4
Fµ ν0 F 0

µ ν + ψ̄0
fγµ(i ∂µ − e0Qf A

µ
0 )ψ0

f −m0
f ψ̄

0
f ψ

0
f , (4.20)

with Fµ ν0 = ∂µAν0 − ∂ν Aµ0 the QED field strength tensor composed of bare fields, indicated
with 0 labels. The one loop diagram shown in Fig. 6 (left) gives

iA = −e2
0Q

2 µ4−d
∫

ddq

(2π)d
Tr
(
γµ(/q + /p+mf )γν(/q +mf )

)
((q + p)2 −m2

f )(q2 −m2
f )

, (4.21)
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p−→ p−→
t

t

×

Figure 6: One loop contribution to the running of the QED coupling constant due to a
fermion; shown is the case when the fermion is the top.

which is divergent. The bare fields are related to the renormalized fields (denoted with r
labels) by introducing the renormalization constants Zi

Aν0 =
√
ZAA

ν
r , ψ0

f =
√
Zψfψ

r
f , (4.22)

e0 = Ze µ
ε er, m0

f = Zmf m
r
f . (4.23)

µε is introduced as dimensional regularization with d = 4−2ε is used to regulate the divergent
integrals. The counterterm that performs the subtraction for ΠAA(p2) is indicated in Fig. 6
(right) and gives

− i
4
ZA (pµ pν − p2gµ ν). (4.24)

Choosing the manner in which the divergence is subtracted fixes ZA and defines the subtraction
scheme. Defining a renormalization condition for ΠAA(p2) where the diagram is subtracted
at the Euclidean momentum point p2 = −M2

f removes the divergence, and gives the sum for
Fig. 6

iAMf
= −i e

2
0Q

2 µ2ε

2π2
(pµ pν − p2gµ ν)

∫ 1

0
dx log

m2
f − p2 x (1− x)

m2
f +M2

f x (1− x)
. (4.25)

Alternatively, the MS scheme subtracts the ε poles and a set of constant terms due to the
rescaling µ→ µ (eγ/4π)1/2. Using MS the sum for Fig. 6 is given by

iAMS = −i e
2
0Q

2

2π2
(pµ pν − p2gµ ν)

∫ 1

0
dx log

m2
f − p2 x (1− x)

µ2
. (4.26)

In either case, the Ward identities of the theory due to unbroken U(1)em fix

Ze = 1/
√
ZA, (4.27)

to order e2
0. The bare coupling is independent of the renormalization scheme choice so ex-

panding the derivative of the bare coupling with respect to Mf gives

β(e) =
e3

0Q
2

2π2

∫ 1

0
dx

M2
f x

2 (1− x)2

m2
f +M2

f x (1− x)
. (4.28)
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The running of β(e) calculated in this manner exhibits manifest decoupling. For mf < Mf

one finds

β(e) ' e3
0Q

2

12π2
, (4.29)

while for Mf < mf one has

β(e) ' e3
0Q

2

60π2

M2
f

m2
f

. (4.30)

When renormalizing the theory for measurements made at scales ∼ −M2
f < m2

f , decoupling
of the effects of the heavy fermion is manifest. For MS one finds the result in Eq. 4.29 for all
µ. In this case, to implement decoupling appropriately one must set β(e) ' 0 for µ . mf by
hand.30

The effects of heavy particles contributing to an experimental measurement that do not
propagate on shell are still encoded in local contact operators in the EFT, no matter what
subtraction scheme is chosen. Connecting back to the initial regularization result in Eq. 4.2,
large logarithms can be present expanding this equation when using DR and MS, if µ2 � m2

f

(or µ2 � ∆2 in the notation of Section 4.1), indicating the regularization of an amplitude. A
poorly behaved perturbative expansion results if decoupling is not imposed by hand in this
scheme.

Considering the requirement of modifying the beta functions by hand, it could be surpris-
ing that using MS and DR is strongly preferred in modern EFT calculations. This renormal-
ization scheme makes the power counting of the EFT manifest and directly preserved in loop
calculations. This is an important technical simplification that overwhelms the drawback of
having to impose decoupling by hand. See Section 4.5.1 for further discussion on this point.

4.4 Matching

An EFTs dynamics is defined without the need to extensively reference the details of any UV
completion. This is fortunate, as the EFT and the UV completion are quite different. They
do not have the same high energy behavior and each theory is renormalized separately, with
a different set of counterterms.

An EFT is a self-consistent field theory capable of predicting S matrix elements for a
range of energies where the expansion leading to the EFT is convergent. At times an EFT
can be constructed to faithfully reproduce the predictions of a UV completion in a low energy
limit. As the correspondence between the EFT and the UV theory is limited, when this is
done, the theories must be matched to ensure the predictions agree. This procedure fixes the
free parameters (the Wilson coefficients) of the tower of higher dimensional operators that
make up LEFT . When the UV completion is weakly coupled, the matching procedure can be

30This point holds for β functions, and also for other theoretical quantities such as the effective potential
[132–134].
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directly carried out in perturbation theory. To fix a set of n free parameters in the EFT, a set
of n linearly independent S matrix elements31 are calculated in both the EFT and in the UV
completion. The results are equated in the IR limit that defines the EFT. Denote this limit
as p2 �M2 with M2 some heavy mass scale of a state in the UV completion and not in the
EFT. Fixing

〈p1 · · · pa|S1..n|k1 · · · kb〉UV
p2�M2 ≡ 〈p1 · · · pa|S1..n|k1 · · · kb〉EFT, (4.31)

so defines the matching conditions that fixes the Wilson coefficients in terms of the parameters
of the UV completion, and the couplings of the perturbative expansion. This procedure works
at tree level, and order by order in perturbation theory where both UV and IR divergences
can occur.

The divergences can be neglected in practice and the matching condition is defined by
the finite parts of Eq. 4.31. This follows from the UV divergences being subtracted by the
corresponding counterterms on each side of Eq. 4.31. The IR divergences correspond to the
case µ2 � ∆2 + q2

E in Section 4.1. These divergences are also regulated in dimensional
regularization but a key defining condition of the EFT construction is that the IR physics of
the EFT and the UV completion is the same. Matching fixes the Wilson coefficients to reflect
the short distance UV physics integrated out of the EFT. The reason is simple and intuitive,
the IR physics that is not modified in transitioning from the UV theory to an EFT description
cancels in the matching. This includes the IR divergences themselves. The correction that
remains to match onto the Wilson coefficients is then only due to the UV physics integrated
out of the EFT. When the matching procedure is carried out in DR and MS, the following
technical simplifications also occur:

• Scaleless integrals vanish and the IR and UV divergences in such integrals cancel. A
simple example of this is given by the wavefunction renormalization factor of a massless
fermion in QCD with the ψ two point function having divergences

αsCF
4π

i/p

[
1

εIR
− 1

εUV

]
. (4.32)

This can simplify matching calculations dramatically, as diagrams that are scaleless in
the EFT can be neglected when using DR.

• In calculating one loop matchings, expanding intermediate results in small ε, or dimen-
sionless ratios, before Feynman parameter integrals are carried out, can be justified so
long as the modifications in the results cancel in the matching condition.

• Quadratic divergences are represented as ε poles. Dimensionful threshold corrections in
the matching conditions occur at tree level (in the EFT), and also as one loop running
corrections to EFT parameters [135].

31We define the S matrix precisely below in Section 7.1.
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• Usually the matching conditions are evaluated at the scale of particles integrated out
of the theory to define the EFT. This is not required, but is advantageous as it acts to
minimize potentially large logs in the perturbatively expanded matching equations, when
such matching is combined with Renormalization Group Evolution (RGE) running.

4.4.1 Matching examples

“Integrating out a field" as nomenclature follows from the path integral approach to defining
an effective action as developed by Wilson [136, 137]. The effective action Seff [φ] retaining a
light field φ, and removing the heavy field Φ is defined such that

eiSeff [φ] =

∫
dΦ eiS[φ,Φ]/

∫
dΦ eiS[φ,0] , (4.33)

where the integral is over all field values Φ. Hence the heavy field is “integrated out". At times
this procedure can be carried out formally in the path integral while using the Equations of
Motion (EOM) for the theory. Such manipulations can require the interactions to be of a
limited form to be formally justified.

Integrating out a heavy field and determining the matching conditions for the Wilson
coefficients at tree level can always be done using Feynman diagram techniques directly. Again
the EOM are used and this approach can be easier in some cases than directly determining
S matrix elements in the full and effective theories as in Eq. 4.31, and solving the resulting
system of equations.

As a set of examples, consider the case of a heavy SM singlet scalar field (S) and a heavy
SM singlet (Weyl) fermion (N). The Lagrangian for the former case for d ≤ 4 interactions is

LSM+S = LSM +
1

2

(
(∂µS)(∂µS)−m2

SS
2
)
− κ1

2
S2H†H − Λ1 S H

†H − Λ2 S
3 − κ2 S

4.(4.34)

The SM is defined in Section 5.1, κ1,2 are dimensionless couplings while Λ1,2 have mass di-
mension one. For field values 〈H†H〉 < 〈S2〉 < m2

S and p2 < m2
S one can solve the equation

of motion for S and Taylor expand around the classical solution finding

S ' −Λ1H
†H

m2
S

+ · · · , (4.35)

which substituted back into the initial Lagrangian gives

LSMEFT = LSM +
Λ2

1

2m2
S

(H†H)2 + L(6) + · · · . (4.36)

The leading correction term shown can be absorbed into a finite shift of the SM Higgs self
coupling, consistent with the decoupling theorem. The terms in L6 are given by

L(6) = − Λ2
1

m4
S

QH� +

(
Λ2 Λ1

m2
S

− κ1

2

)
Λ2

1

m4
S

QH (4.37)
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using the Warsaw basis for L6.32 The matching contributions are organized due to the IR
operator forms that result, not naive scalings in mS . The coefficients of terms in L6 are
expected to be overall ∝ 1/m2

S . The naive expectation of the ordering of the operator forms in
powers ofmS is generically upset due to the presence of dimensionful couplings, as purposefully
illustrated here. Naturalness considerations imply that Λ2

1,2 . m2
S 16π2. When this bound

is saturated, large Wilson coefficients result. Even when the bound is not saturated, the
presence of such dimensionful couplings can lead to O(1) Wilson coefficients (×1/m2

S). This
is a particular concern when considering matching to strongly interacting UV physics sectors,
below the scale present in the confining phase of such a sector. Such dimensionful couplings
can then be present in the interactions of the resulting bound states, unless forbidden by
a symmetry, and can directly upset any intuition based on perturbative matching in a UV
coupling g? and taking a limit g? → 4π.33

As another example, consider the case of a SM singlet Weyl fermion integrated out in
the UV. This scenario corresponds to the Seesaw model [138–141] for generating massive
Neutrino’s, and has been studied in an EFT context in Refs.[142–152]. The Lagrangian can
be defined as LSM + LNp where

2LNp = Np(i/∂ −mp)Np − `βLH̃ω
p,†
β Np − `cβL H̃∗ ω

p,T
β Np −Np ω

p,∗
β H̃T `cβL −Np ω

p
βH̃
†`βL.(4.38)

The couplings ωpβ = {xβ, yβ, zβ} are complex vectors in flavour space that absorbed the Majo-
rana phases. p = {1, 2, 3} is summed over. Integrating out the Np at tree level by taking the
p2 < m2

p limit of the tree level exchange diagram gives the result LSMEFT = LSM +L(5) + · · ·
where

L(5) =
cβ κ
2

(
`c,βL H̃?

)(
H̃† `κL

)
+ h.c. (4.39)

and cβ κ = (ωpβ)T ωpκ/mp. The matching is onto the leading correction to the SM dimension
four Lagrangian [153, 154]. The notation used here is that the c superscript in Eq. 4.39
corresponds to a charge conjugated Dirac four component spinor defined as ψc = Cψ

T with
C = −iγ2 γ0 in the chiral basis. `cL denotes the doublet lepton field that is chirally projected
and subsequently charge conjugated. See Ref. [155] for further notational details. Expand-
ing the result around the vacuum expectation value for the Higgs field gives experimentally
required Neutrino masses.

Calculating higher order corrections to the matching results can also be directly deter-
mined using standard Feynman diagram techniques. Conversely, a naive path integral ap-
proach to integrating out a field can be practically limited to leading order calculations. De-
termining higher order perturbative matching corrections is straightforward in the case of SM
singlet fields in a UV sector. The required loop corrections are only present on the left or the
right hand side of Eq. 4.31 due to the different symmetry groups of the SM and the UV sector
in this case. Alternatively, when UV field content integrated out is charged under the SM

32See Section 5.2.1 for details on basis choice and L6.
33See Section 6.1.2 for more discussion on such an approach.
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gauge groups, loop corrections in the EFT and in the full theory (on both sides of Eq. 4.31) are
required at each order in perturbation theory. The S matrix elements are calculated to higher
orders in perturbation theory in the full theory and the EFT. UV divergences are canceled by
counterterms dictated by the subtraction and regularization scheme chosen. IR divergences
and constant terms cancel in the matching calculations, and the Wilson coefficients are then
determined to the desired order by the UV physics removed from the EFT. Higher order terms
in the operator expansion (which is usually referred to as the non-perturbative expansion of
the EFT in the literature) can also be determined using these techniques, and mixed pertur-
bative and non-perturbative contributions. For a sample of excellent examples of matching
see Ref. [156–165].

4.4.2 Covariant Derivative Expansion matching

Matching typically requires the computation of a large number of diagrams in the full theory
and the EFT, which is done choosing a convenient gauge, and subsequently recombining the
results into gauge invariant effective operators. This can be cumbersome when determining
matching calculations to higher orders in the expansions present in the EFT. A recently
developed technique, that goes under the name of the Covariant Derivative Expansion (CDE),
is aimed at simplifying this computation by resorting to more advanced functional methods.
This technique has two main advantages: it does not require the evaluation of Feynman
diagrams because the matching is done at the action level and, at the same time, it seeks to
preserve manifest gauge invariance at all the stages of the calculation. The CDE method has
been introduced in the modern EFT context in Ref. [158] reviving an approach previously
explored in the 80’s [166, 167] for other applications. In the following we summarize the main
argument of [158]. At the action level, the matching of a theory containing both heavy fields
Φ and light fields φ onto an EFT that describes only the φ degrees of freedom again amounts
to constructing an effective action Seff [φ] such that

eiSeff [φ] =

∫
dΦ eiS[φ,Φ]/

∫
dΦ eiS[φ,0] . (4.40)

Using a saddle-point approximation, which is valid for a perturbative expansion up to one
loop, and expanding the heavy fields around their background values Φ = Φc + η one obtains

Seff.[φ] ' S(Φc) +
i

2
Tr log

(
− δ2S

δΦ2

∣∣∣∣
Φc

)
, (4.41)

where the first term contains the structures obtained integrating out the heavy field in tree
level diagrams, while the second encodes the contributions generated at one-loop. Eq. 4.41
can be evaluated explicitly assuming a generic (universal) structure for the Lagrangian of the
UV model. For example, if the heavy field is a complex scalar, one has

LUV ⊇ −Φ†(D2 +M2 + U(x))Φ +
(

Φ†B(x) + h.c.
)

+O(Φ3) (4.42)
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where Dµ = ∂µ− iAµ is a covariant derivative and U(x), B(x) are arbitrary model-dependent
expressions containing light fields. The tree-level matching contribution S(Φc) is derived in a
standard fashion replacing Φ → Φc in LUV , where Φc is the solution of the EOM for Φ, and
expanding the resulting Lagrangian in inverse powers of M . The final result is

∆Leff,tree =−B†
[
−D2 −M2 − U

]−1
B +O(Φ3

c)

'B†M−2B +B†M−2[−D2 − U ]M−2B + . . .
(4.43)

where we have dropped the x dependence. Note that the field Φ is generally a multiplet, so
that the mass term M is a matrix, which does not necessarily commute with (D2 + U).

The evaluation of the one loop piece is slightly more involved. The most general result
can be found in Ref. [158] together with a detailed derivation. The final expression obtained
expanding up to dimension 6 is

∆Leff,1-loop =
cs

(4π)2
Tr

{
+M4

[
− 1

2

(
log

M2

µ2
− 3

2

)]
+M2

[
−
(

log
M2

µ2
− 1
)
U

]

+M0

[
− 1

12

(
log

M2

µ2
− 1
)
G′2µν −

1

2
log

M2

µ2
U2

]

+
1

M2

[
1

60

(
DµG

′
µν

)2 − 1

90
G′µνG

′
νσG

′
σµ +

1

12
(DµU)2 − 1

6
U3 − 1

12
UG′µνG

′
µν

]

+
1

M4

[
1

24
U4 − 1

12
U
(
DµU

)2
+

1

120

(
D2U

)2
+

1

24

(
U2G′µνG

′
µν

)
+

1

120

[
(DµU), (DνU)

]
G′µν −

1

120

[
U [U,G′µν ]

]
G′µν

]

+
1

M6

[
− 1

60
U5 +

1

20
U2
(
DµU

)2
+

1

30

(
UDµU

)2]
+

1

M8

[
1

120
U6

]}
.

(4.44)
Here cs = {1/2, 1} for a real and complex scalar Φ respectively and G′µν = [Dµ, Dν ]. Finally,
the trace is over internal indices, i.e. Lorentz, flavour, gauge indices etc. Inserting into Eq. 4.44
the expressions of U and Gµν defined in a specific model, one immediately obtains a sum of
dimension six operators whose coefficients are automatically matched with the UV model.
Eq. 4.44 is universal in the sense that it can be applied not only to the case of scalar Φ but
also when the heavy field is a fermion or vector boson, as detailed in Ref. [158]. Although
extremely practical, this expression has two main defects:

1. It holds only in the case of degenerate heavy states, in which the mass matrix M is
diagonal and commutes with the other structures;

2. The ∆Leff,1-loop computed in this way accounts only for loop diagrams in which all the
internal lines are heavy. Mixed heavy-light loops are missing because the light field have
been treated as background fields and therefore only enter as external lines [168, 169].
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Point 1 was addressed in Ref. [170], that generalized Eq. 4.44 to the case of a non-degenerate
multiplet Φ obtaining an expression for the effective action at one loop that was named the
UOLEA (Universal One Loop Effective Action). Point 2 represents a deeper problem in
the basic CDE technique described above, which requires a modification of the functional
treatment. Different solutions have been proposed in Refs. [171–173]. Both Ref. [171] and
Ref. [172] expand the functional analysis of Ref. [158] with the inclusion of the fluctuations
around the background fields for the light degrees of freedom φ and both suggest a method
that requires the subtraction of non-local terms from the functional determinant. This step is
avoided with the alternative method proposed in Refs. [173], that builds upon Refs. [122, 174]
and employs the “expansion-by-regions” technique for the evaluation of the loop integrals
[175–177]. One defines the multiplet ϕ = (Φ, φ) and

∆Leff,1-loop =
1

2
ϕ†

δ2LUV
δϕ∗δϕ

∣∣∣∣
ϕc

= ϕ†
(

∆H X†HL
XHL ∆L

)
ϕ, (4.45)

where the last term contains a block matrix so that the heavy fields Φ are contracted by ∆H ,
the light ones by ∆L and XHL is a mixed term. The key idea of Ref. [173] is to perform a
field transformation that brings the matrix to a block diagonal form diag(∆̃H ,∆L), shifting
the effect of XHL into the heavy-particle contribution while leaving the ∆L unchanged. This
procedure gives ∆̃H = ∆H −X†HL∆−1

L XHL which, in the scalar case, can be expressed in the
notation of Ref. [158] as

∆̃H = −(D2 +M2 + Ũ), Ũ = U(x) + UHL(x, p) , (4.46)

where UHL comes from the field redefinition and carries a dependence on the loop momentum
p. The effective action takes the form Seff [φ] = ics Tr log ∆̃H and it generates all the loop
diagrams with at least one heavy internal propagator. The desired result for the mixed heavy-
light one loop contributions to the EFT matching are obtained performing the loop momentum
integrals in ∆̃H only in the “hard” region, i.e. first expanding out all the low-energy scales, that
are small in the limit p ∼ M , and then integrating over the full d-dimensional p space. This
method makes use of dimensional regularization and is known as “expansion-by-regions” [175–
177] discussed in more detail in Section 4.4.3. As a result, the contribution to the dimension
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six effective Lagrangian in Eq. 4.44 is extended by the inclusion of [173]:

∆LHLeff,1-loop = −ics
∫

ddp

(2π)d

{
1

p2 −M2
trs
(
Ũ
)

+
1

2

1

(p2 −M2)2 trs
(
Ũ2
)

+
1

3

1

(p2 −M2)3

[
trs
(
Ũ3
)

+ trs
(
ŨD2Ũ

)
+ 2ipµ trs

(
ŨDµŨ

)]
+

1

4

1

(p2 −M2)4

[
trs
(
Ũ4
)

+ 2ipµ trs
(
Ũ2DµŨ

)
+ 2ipµ trs

(
ŨDµŨ

2
)

+ trs
(
Ũ2D2Ũ

)
+ trs

(
ŨD2Ũ2

)
− 4 pµpν trs

(
ŨDµDνŨ

)
+ 2ipµ trs

(
ŨD2DµŨ

)
+ 2ipµ trs

(
ŨDµD

2Ũ
)

+ trs
(
Ũ(D2)2 Ũ

) ]
+

1

5

1

(p2 −M2)5

[
trs
(
Ũ5
)

+ 2ipµ trs
(
Ũ3DµŨ

)
+ 2ipµ trs

(
Ũ2DµŨ

2
)

+ 2ipµ trs
(
ŨDµŨ

3
)
− 4pµpν trs

(
Ũ2DµDνŨ

)
− 4pµpν trs

(
ŨDµŨDνŨ

)
− 4pµpν trs

(
ŨDµDνŨ

2
)

− 8i pµpνpρ trs
(
ŨDµDνDρŨ

}]}
+ LFEFT +O

(
M−3

)
.

(4.47)
Here trs is a subtracted trace defined as

trsf(Ũ ,Dµ) ≡ tr
(
f(Ũ ,Dµ)− f(U,Dµ)−Θf

)
, (4.48)

where f is an arbitrary function of Ũ and covariant derivatives, while Θf generically denotes
all the terms with covariant derivatives at the rightmost of the original trace. The subtraction
of the terms containing only U avoids a double counting, as these contributions are already
contained in Eq. 4.44. Finally, LFEFT contains all the terms containing open derivatives, that
eventually combine into operators with field-strength tensors. The evaluation of this piece
truncated at dimension-six terms is quite complex: a universal expression, although achievable
in principle, is not yet available to date.

Although not definitive, the results presented in Ref. [173] represented a key step in
the development of CDE techniques. In particular, they highlighted that the heavy-light
structures could be directly inferred from the heavy-only ones and they paved the way for the
development of a covariant diagrammatic formalism [178]. The latter allows an immediate
and efficient evaluation of functional quantities in terms of gauge-invariant operators, while
providing a graphical representation that keeps track of the CDE expansion34. This powerful
formalism has been adopted recently in Ref. [179] to compute explicitly all the universal terms
(operators and coefficients) in the UOLEA functional in [170], with the addition of the heavy-
light ones and for both the degenerate and non-degenerate cases. These results extend the

34Analogously, Feynman diagrams allow to compute correlation functions and make manifest the organiza-
tion of different contributions in a perturbative expansion.
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construction in Ref. [170] and supersede those of Ref. [173], providing universal expressions
for CDE matching that can be applied to a given model without the need of reiterating the
functional procedure.

As mentioned above, the evaluation of open derivative terms is still missing at this stage,
but it is expected to become available in the near future, again thanks to covariant diagrams
techniques. The same holds for mixed bosonic-fermionic loops. The calculation of these two
categories of effects will complete the “UOLEA program” to supply a completely universal,
gauge-invariant result for EFT matching.

The power of the CDE approach has recently been illustrated in many examples in the
literature. A stand out example is the demonstration of how the known one loop matching
MSSM results of Ref. [180] can be elegantly determined using the modern CDE approach
[181].

4.4.3 Method of regions

Since the first version of this review was written, a rather comprehensive tree level matching
dictionary for integrating out UV field content (when the underlying theory is perturbative)
has been reported in Ref. [182]. This set of matching results is for the SMEFT up to L(6).

Building further on this result is theoretically well motivated. The power of EFT is most
apparent when going beyond leading order in the EFT expansion parameter in matching,
and in determining perturbative corrections to observable processes. For studies to advance
beyond leading order in perturbation theory consistently requires that matching calculations
be performed beyond leading order. Recent advances to this end include the one loop CDE
matching results discussed in the previous section, where the technique of “expansion-by-
regions” (or method of regions) was also used. In this section we summarize some of the
physics underlying this latter approach.

The method of regions [175–177] is an elegant way to determine matching coefficients.
The utility of the method of regions relies on the point that non-analytic structure of a full
theory is projected out in matching. Using this fact actively simplifies a matching calculation.
This simplification can be important to enable the determination of a matching coefficient at
one loop, or higher orders in the EFT expansion. The method of regions allows one to evaluate
Eqn. 4.31 without performing the full theory calculation first with all mass scales retained.
This can be done by expanding a loop result in the EFT expansion before integrating.

Consider matching the seesaw model given in Eqn. 4.38 at one loop to the SMEFT. A
one loop calculation to determine the matching to the Higgs two point function is defined by
expanding a result in the ratio of scales v2

T /m
2
r < 1, where mr is the mass of the Nr Majorana

particle. The mass of the charged lepton field is denoted m` and we retain both mass scales
for illustrative purposes initially.
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Figure 7: Diagram contributing to the Higgs two-point-function in the type-I seesaw model.

The only diagram contributing is drawn in Fig. 7 and it gives

iΠfull
HH†

(p2) = −2 |ω2
r |
∫

d4`

(2π)4

∫ 1

0
dx
`2 + x(x− 1)p2

[`2 −∆]2
,

= − i|ω2
r |

16π2 ε
(2m2

` + 2m2
r − p2)− i|ω2

r |
48π2

(3m2
` + 3m2

r − p2), (4.49)

+
i|ω2

r |
8π2

∫ 1

0
dx(2m2

r(x− 1)− x(2m2
` + 3p2(x− 1)) log[

µ2

m2
`x+ (x− 1)(p2x−m2

r)
] ,

where ∆ = m2
`x + (x − 1)(p2x − m2

r). Recall that the UV theory is renormalized directly
with its own set of counterterms. This effectively removes the first term in the expression.
The second term in the expression leads to a threshold matching correction. This physics is
the origin of what is called the Hierarchy problem, and we will return to this physics in the
following sections. The difficulties of loop calculations with multiple scales are illustrated in
the last term of this expression. At higher loop orders, this complication grows and becomes
a serious technical hurdle. On the other hand, expanding in ratios of the scales present in the
problem simplifies the result directly. This expansion can be done when matching onto the
EFT even before integrating is the key point.

First consider the dependence on the scale m` in this last term. This is an IR scale that
is present in the SMEFT and in the full theory. The full theory in this case is LSM +LN and
has non-analytic dependence on this scale in predicted S matrix elements. This occurs when
the intermediate ` state goes on-shell. This non-analytic behavior is common to the EFT and
the UV theory and so cancels out in the matching. By definition, the EFT (in this case the
SMEFT) reproduces the IR of the full theory and this statement holds at arbitrary orders in
perturbation theory, including for the non-analytic behavior of the full theory loop diagrams
dependence on the scale m`. For this reason one can expand in m`/(p,mr) before integrating
and neglect m` in determining the matching coefficient.

Now, consider expanding in the remaining scales of the problem, p2 and m2
r . The propa-

gator of the heavy Majorana field can be expanded as

1

k2 −m2
r

= − 1

m2
r

[
1 +

k2

m2
r

+ · · ·
]

(4.50)
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where k2 is the loop momentum when considering the loop integral in the SMEFT for this
matrix element. Using this result one can simplify the expression for the two point function
in the SMEFT to

iΠEFT
HH†(p

2) =
|ω2
r |

2m2
r

∫
d4k

(2π)4

k2

k2
+ · · · . (4.51)

Here the loop momentum has been shifted after the propagator expansion in Eqn. 4.50 has been
performed. All of the terms that are present are scaleless integrals that vanish in dimensional
regularization when all IR scales are expanded out. For this reason, the matching result in
Eqn. 4.31 can be directly determined by performing the simpler calculation in the full theory,
where all IR mass scales such as m` was expanded out from the start, and the one loop
contribution from the SMEFT in the matching is dropped. One only needs to perform the
much simpler loop integral that remains, and expand in p2/m2

r the result. This determines
the matching coefficient. For the two point function one finds the contribution

iΠfull,exp
HH†

(p2) =
−i|ω2

r |m2
r

8π2

(
1 + log

µ2

m2
r

)
+
i|ω2

r | p2

32π2

(
1 + 2 log

µ2

m2
r

)
.

A finite field redefinition is used to cancel the last term in this expression, and the final
matching result to the Higgs two point function is the first term.

This procedure illustrates the utility of expanding in the scales of the problem before
integrating when performing matching calculations. The wide use of the method of regions is
essentially due to it using this physics systematically. For more discussion, see Refs. [19, 175–
177, 183].

4.5 Choose any scheme, so long as it is dimensional regularization and MS

In matching calculations, divergences can be dropped as the UV divergences in each theory are
canceled by UV counterterms, and the IR divergences in the full theory and the EFT coincide
by definition. If such divergences are retained in the calculation, they must be regulated. Any
physical conclusion is independent of a regulator choice, in the limit the regulator is taken
to infinity.35 Nevertheless, the ease of obtaining physical conclusions, and performing loop
calculations depends on the regulator choice. The discussions in the previous sections were
made using DR. Using a dimensionless regulator is now standard in most EFT studies, and
can be essential in EFT studies of the Higgs boson. The reason for this is that the SM is
classically scaleless in the limit v → 0 (mh → 0 as a result) and a dimensionful regulator
explicitly breaks this (anomalous) symmetry by introducing a dimensionful cut off scale.

It took decades for the benefits of DR to be fully appreciated in the EFT community.
This was due to some history and some misunderstanding. The history is due to the key initial
ideas of the RG emerging into broad use36 following the pioneering condensed matter studies
of Kadanoff [186], Wilson [136, 137] and Wilson and Fisher [187]. The partition function in

35For a recent discussion on this point in more detail see Ref.[184].
36A precursor of these ideas were presented by Stückelberg and Petermann in a prescient work [185].
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the early cases studied using the RG was constructed out of a reduced number of degrees of
freedom by integrating out a series of high energy modes as

Z =

∫ Λ1

D φ1
i e
−S1(φ2

i ) =

∫ Λ2

D φ2
i e
−S2(φ2

i ) · · · =
∫ Λn

D φni e−Sn(φni ), (4.52)

where Λn > Λn−1. At each step in integrating out a momentum shell, the action is matched
by fixing its parameters and redefining the fields, to reproduce the low energy physics of
the action with the higher energy modes removed. The differential version of this procedure
gives the RG Equations which are local and analytic, as can be understood from the general
arguments of the previous sections. That the initial applications [136, 137, 186] of the RG
was formulated with a dimensionful regulator makes perfect sense as the modes integrated out
were discretizing physically separated spin configurations, with a corresponding dimensionful
Fourier transformed momentum. The misunderstanding that slowed the adoption of DR was
the perception that as it integrates over all momenta, it does not faithfully limit the EFT to
momenta where it is defined, introducing an inconsistency. This is incorrect, as discussed in
Section 4.

A key step forward in the development of EFTs was the realization that such a dimen-
sionful regularization is not necessary, and best avoided. The main reasons for this are that
such regulators make power counting suspect, and calculations technically challenging. For
example, the method of regions approach in the previous section relies on using dimensional
regularization and the fact that scaleless integrals vanish when using this regulator.

4.5.1 Z decay and dimensionful regulators

The problems of dimensionful regulators are well illustrated by the example of four fermion
operators generating the decay Z → ` ` at one loop. The results dependent on yt are known
[188] in the U(3)5 limit. The Effective Lagrangian generated has the terms

LZ,eff = − 2 21/4

√
ĜF m̂Z

¯̀
s γµ

[
(ḡ`L)ss PL + (ḡ`R)ss PR

]
`s, (4.53)

where at one loop the four fermion operators give a correction [188]

∆(g`L)ss =
Nc m̂

2
t

16π2 Λ2
log

[
µ2

m̂2
t

] [
C

(1)
`q
ss33

− C(3)
`q
ss33

− C `u
ss33

]
, (4.54)

∆(g`R)ss =
Nc m̂

2
t

16π2 Λ2
log

[
µ2

m̂2
t

]
,
[
−C eu

ss33
+ C qe

33ss

]
. (4.55)

Here we are using the notation of Ref. [188] where hat superscripts correspond to measured
quantities at tree level. These results come about in DR and MS in the following manner.
The anomalous dimensions required were determined in Ref. [189] using DR and exploit-
ing the Background Field method [190–192]. This method preserves the symmetries of the
SMEFT when gauge fixing as fields in the action are split into classical (φ) and quantum (Q)
components

S(Q)→ S(Q+ φ). (4.56)
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Figure 8: Four fermion operator contribution to Z → e+ e− at one loop.

A gauge fixing term then breaks the gauge invariance of the quantum fields while maintaining
the gauge invariance of the classical background fields, this makes gauge independent coun-
terterms easier to determine. The Background Field method can be directly implemented in
DR which also preserves the symmetries of the Lagrangian [191]. The direct calculation of
Fig. 8 leads to contributions of the form

iA ∝ 4Nc (ḡ`L,SM ḡL,Q + ḡ`R,SM ḡR,Q)

∫
dDl

(2π)D
(D − 2)

D

l2

(l2 − m̂2
t )

2
,

− 4Nc (ḡ`L,SM ḡR,Q + ḡ`R,SM ḡL,Q)

∫
dDl

(2π)D
m̂2
t

(l2 − m̂2
t )

2
. (4.57)

The notation ḡL/R,Q corresponds to PL/R in the four fermion operators Qi inserted in the loop
diagrams. In DR and MS the only scale in the loops to make up the dimensions of the 1/Λ2

suppression is the top quark mass, and the results combine in a non-trivial manner to cancel
the pole of Ref. [189], leaving the finite terms in Eq. 4.54.

In the case of a dimensionful regulator where D = 4 a cut off is introduced to the loop
momentum ∼ Λ. Generally such regulators violate gauge invariance, as they regulate pµ

and not Dµ. Furthermore, translation invariance of the momenta in the propagators can be
broken, which stands in the way of using the Feynman/Schwinger trick to combine propagators
in loop calculations. This makes identifying gauge independent counter-terms a challenge
and the use of the Background Field method unfeasible. Assuming that the gauge invariant
anomalous dimensions were determined using a dimensionful regulator (somehow), the first
term in Eq. 4.57 gives ∫ Λ d4l

(2 π)4

l2

(l2 − m̂2
t )

2
' Λ2

16π2
. (4.58)

The Λ2 dependence acts to cancel the 1/Λ2 suppression of the operators in ḡL/R,Q. This results
in an O(1) shift of the amplitude, due to a violation of the power counting.37 Dimensionful
regulators are a nuisance to be avoided.

4.5.2 Avoiding regulator dependence

In DR, power counting violations due to the regulator choice do not occur in the insertion
of higher dimensional operators in loop diagrams. The µ scale introduced in the regulation

37DR is not without its own challenges, in particular the definition of γ5 in d dimensions requires a scheme
choice. See the recent discussion in Ref. [188] on the appearance of this issue in Fig. 8.

– 35 –



procedure only appears in the Logs as in Eq. 4.54. Large mass scales that are present in the
UV theory can appear outside of Logs, in threshold matching corrections to (H†H), as shown
in Section 3. This is the appearance of the Hierarchy problem using DR.

The Hierarchy problem is the need to stabilize the scale invariance violating coefficient
of (H†H) against perturbations proportional to scales Λ� m̂h. A concrete example of these
perturbations was given in Section 4.4.3 where a correction to ΠHH† ∝ |ωr|2m2

r was found.
Here mr � m̂h is the heavy mass scale of putative Majorana states leading to Neutrino
masses. This result was developed in dimensional regularization. Conversely, using a hard
cut off regulator makes it challenging to disentangle the perturbation to (H†H) due to UV
physics from unphysical regulator dependence. Explicit breaking of scale invariance by the
regulator is unfortunate, as the mass parameter of the Higgs is the only classical source of the
violation of scale invariance in the SM.38 This can lead to a different point of view as to what
the Hierarchy problem is, and what can solve the Hierarchy problem.

A regulator dependent argument can be formulated focused on the effect of the top quark
on the operator (H†H) at one loop. The relevant diagram is the leftmost entry in Fig. 1 which
gives a coefficient to this operator of the form

iA = −|yt|
2Nc

2

∫ Λ d4l

(2π)4

l2 + 4 m̂2
t

(l2 − m̂2
t )

2
, (4.59)

= −|yt|
2Nc Λ2

32π2
+ · · · (4.60)

Such a regulated quadratic divergence in the case of hard cut off can be compared to DR
where the mass scale in the loop is m̂2

t and the ε pole is subtracted. The appearance of
the quadratic divergence can be interpreted as a signal of the Hierarchy problem that is
regulator independent, when it is indicating a threshold correction in a manner consistent
with a dimensionless regulator such as DR.

The standard conclusion that TeV scale states are motivated to appear in multiplets
that stabilize (H†H) is valid and regulator independent. In DR, this is the statement that
one loop threshold corrections to (H†H) scale ∝ (y2

am
2
a ± y2

b m
2
b)/(16π2) where ma,b are

states in such a multiplet with couplings ya,b to H. Symmetries can be built into models to
suppress such threshold corrections, and stabilize the dimension two operator. For example,
unbroken supersymmetry by construction fixes ya = yb and ma = mb with the difference in
sign between terms being present due to the different spin states in supermultiplets. In a
regulator independent manner, a precision Higgs phenomenology program is well motivated
to search for the low energy signatures of physics beyond the SM that acts to stabilize the
Higgs mass.

5 Candidate field theories: the SM, SMEFT and HEFT

The main field theories discussed in this review used to interpret LHC, LEP and other low
energy data, are the SM, the SMEFT or the HEFT. The choice of which field theory to use is

38See Refs. [193–200] for related discussion on scale invariance and the Hierarchy problem.
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distinguished by the assumption on the size of possible new physics effects compared to the
achievable experimental resolution (∆Er) at current and future facilities, and an assessment
of the propagating states in the particle spectrum. By using the SM, one assumes that it will
always hold when interpreting the data that

∆Er �
Ci v

2

gSM Λ2
,
Ci p

2

gSM Λ2
. (5.1)

Here each Ci is a Wilson coefficient in the SMEFT or HEFT that corresponds to the “pole
expansion” ratio v2/Λ2 or the derivative expansion ratio p2/Λ2. We define the SM to fix our
notation in Section 5.1. Both the HEFT and the SMEFT follow from the expectation that it
is possible that

∆Er .
Ci v

2

gSM Λ2
,
Ci p

2

gSM Λ2
, (5.2)

will occur in the near future, or in the longer term. This assumption is reasonable to adopt.
These EFTs are further distinguished by the presence of a Higgs doublet (or not) in the
construction. In the SMEFT (see Section 5.2) the EFT is constructed with an explicit Higgs
doublet, while in the HEFT (see Section 5.3) no such doublet is included.

5.1 The Standard Model

We define the SM Lagrangian [201–203], with conventions consistent with Refs. [135, 189, 204],
as

LSM = −1

4
GAµνG

Aµν − 1

4
W I
µνW

Iµν − 1

4
BµνB

µν +
∑

ψ=q,u,d,`,e

ψ i /Dψ (5.3)

+ (DµH)†(DµH)− λ
(
H†H − 1

2
v2

)2

−
[
H†jd Yd qj + H̃†juYu qj +H†je Ye `j + h.c.

]
,

where H is an SUL(2) scalar doublet.39 With this normalization convention, the Higgs boson
mass is m2

H = 2λ v2. The vacuum expectation value (vev) acts to break SUL(2) × UY(1) →
Uem(1) and is defined as 〈H†H〉 = v2/2 in the SM, with v ∼ 246 GeV. The gauge covariant
derivative is defined by the states its SUc(3)× SUL(2)×UY(1) generators act on, and we use
the conventional form

Dµ = ∂µ + ig3T
AAAµ + ig2t

IW I
µ + ig1yiBµ. (5.4)

The yi is the UY(1) hypercharge generator. The TA are the SUc(3) generators, the Gell-Mann
matrices, with normalization Tr(TATB) = 2δAB. The tI = τ I/2 are the SUL(2) generators,

39The alert reader will notice the lack of dual field strength terms of the form Tr
[
Fµ ν F̃µ ν

]
for the Yang-

Mills fields F = {W,G}, which can be present [205, 206]. Here and below the dual fields are defined with the
convention F̃µν = (1/2)εµναβF

αβ with ε0123 = +1. The measurements of the electric dipole moment of the
neutron indicate that such topological terms [207–209] are strongly suppressed for QCD, and the accidental
conservation of B +L in the SM allows the neglect of such terms for electroweak theory in the SM [208, 210].

– 37 –



the Pauli matrices, taken to be

τ1 =

(
0 1

1 0

)
, τ2 =

(
0 −i
i 0

)
, τ3 =

(
1 0

0 −1

)
. (5.5)

For example, H has hypercharge yH = 1/2, is a SUc(3) singlet and a SUL(2) doublet so
that D acting on H is given by the matrix equation DµH = (∂µ + ig2t

IW I
µ + ig1Bµ/2)H.

SUL(2) indices are usually denoted as {i, j, k} and {I, J,K} in the fundamental and adjoint
representations respectively. The SUc(3) indices in the adjoint representation are instead
denoted as {A,B,C}, each of which runs from {1..8}. H̃ is defined by H̃j = εjkH

† k where
the SUL(2) invariant tensor εjk is defined by ε12 = 1 and εjk = −εkj , j, k = {1, 2}.

All fermion fields have a suppressed flavour index in Eq. 5.3. We conventionally denote
these indices by {p, r, s, t} that each run over {1, 2, 3} for the three generations. The fermion
mass matrices are Mu,d,e = Yu,d,e v/

√
2. Yu,d,e and Mu,d,e are complex Yukawa matrices in

flavour space. Explicitly reintroducing flavour indices one has

H†j d Yd qj = H†j dp [Yd]pr qrj . (5.6)

The fermion fields q and ` are left-handed fields, i.e. they transform as (1/2, 0) under the
restricted Lorentz group SO+(3, 1).40 The u, d and e are right-handed fields and transform as
(0, 1/2). The chiral projectors have the convention ψL/R = PL/R ψ where PR/L = (1± γ5) /2.
The matter fields of the SM have the charges and representations

Field SUc(3) SUL(2) UY(1) SO+(3, 1)

qi = (uiL, d
i
L)T 3 2 1/6 (1/2, 0)

ui = {uR, cR, tR} 3 1 2/3 (0, 1/2)

di = {dR, sR, bR} 3 1 −1/3 (0, 1/2)

`i = (νiL, e
i
L)T 1 2 −1/2 (1/2, 0)

ei = {eR, µR, τR} 1 1 −1 (0, 1/2)

H 1 2 1/2 (0, 0)

(5.7)

The fields in Eq. 5.3 are in the weak eigenbasis, where

q1 =

[
uL
d′L

]
, q2 =

[
cL
s′L

]
, q3 =

[
tL
b′L

]
, `1 =

[
νe ′L
eL

]
, `2 =

[
νµ ′L
µL

]
, `3 =

[
ντ ′L
τL

]
,

(5.8) d′Ls′L
b′L

 = VCKM

 dLsL
bL

 ,
 νe ′Lνµ ′L
ντ ′L

 = UPMNS

 νeLνµL
ντL

 . (5.9)

40Formally the spinors are defined as finite dimensional representations of the orthochronous Lorentz trans-
formations. The label (a, b) corresponds to the spin of the representation, where the SU(2)×SU(2) group that
is locally isomorphic to SO+(3, 1) has been used to label the 2 component Weyl spinor subgroups of a four
component Dirac spinor. As the Lorentz group is connected it is related to the universal cover group SL(2,C)

which is sometimes itself referred to as the Lorentz group in other applications.
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To date, the SM is a successful EFT for physics at and below the energies probed by LHC√
s . 3 TeV. The SM does not explain the experimental evidence for dark matter [211–213],

Baryogenesis [214, 215] and neutrino masses [216–220]. These experimental facts, and the
theoretical arguments of Section 3, argue for embedding the SM in a more complete model of
fundamental interactions and particles – of some unknown form.

5.1.1 The Standard Model EOM

The SM equations of motion (EOM) play a role in the choice of a SMEFT operator basis,
and the removal of redundant operators. We summarize the well known SM EOM here, which
follow from demanding a stationary action SSM =

∫
LSM d4x with respect to a variation due

to each SM field. We follow the notation and presentation of Ref. [135]. For the Higgs field
one has

D2Hk − λv2Hk + 2λ(H†H)Hk + qj Y †u uεjk + d Yd qk + e Ye lk = 0 , (5.10)

while the fermion field EOM are given by

i /D qj = Y †u u H̃j + Y †d dHj , i /D d = Yd qj H
† j , i /D u = Yu qj H̃

† j ,

i /D lj = Y †e eHj , i /D e = Ye ljH
† j , (5.11)

and the gauge field EOM are given as

[Dα, Gαβ]A = g3j
A
β , [Dα,Wαβ]I = g2j

I
β, DαBαβ = g1jβ. (5.12)

Note that [Dα, Fαβ] is the covariant derivative in the adjoint representation in the notation
above. Hermitian derivative notation is introduced as

H† i
←→
D βH = iH†(DβH)− i(DβH)†H , H† i

←→
D I

βH = iH†τ I(DβH)− i(DβH)†τ IH. (5.13)

Using this notation, the gauge currents are

jβ =
∑

ψ=u,d,q,e,l

ψ yiγβψ +
1

2
H† i
←→
D βH, jIβ =

1

2
q τ Iγβq +

1

2
l τ Iγβl +

1

2
H† i
←→
D I

βH ,

jAβ =
∑

ψ′=u,d,q

ψ TAγβψ. (5.14)

We use the notation ψ = {u, d, q, e, l} to sum over all SM fermions, and V = {B,W,G} to
sum over the SM gauge fields. Note that these EOM have corrections due to L(5) +L(6) + · · ·
in the SMEFT, that must be included for a consistent matching to higher orders in the non-
perturbative expansion. Such corrections are also L(n) basis dependent.
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5.2 The Standard Model Effective Field Theory

The SMEFT is a consistent EFT generalization of the SM constructed out of a series of
SUc(3) × SUL(2) × UY(1) invariant higher dimensional operators, built out of SM fields and
including an H field as defined in Table 5.7. The idea of the SMEFT is that extensions to
the SM are assumed to involve massive particles heavier than the measured vev, which sets
the scale (up to coupling suppression) of the SM states. In addition, it is assumed that any
non-perturbative matching effects are characterized by a scale parametrically separated from
the EW scale and the observed Higgs-like boson is embedded in the SUL(2) Higgs doublet.

The SMEFT follows from these assumptions and is defined as

LSMEFT = LSM + L(5) + L(6) + L(7) + ..., L(d) =

nd∑
i=1

C
(d)
i

Λd−4
Q

(d)
i for d > 4. (5.15)

The operators Q(d)
i are suppressed by d − 4 powers of the cutoff scale Λ, and the C(d)

i are
the Wilson coefficients. The number of non-redundant operators in L(5), L(6), L(7) and L(8)

is known [153, 154, 221–226]. Furthermore, the general algorithm to determine operator
bases at higher orders developed in Refs. [225–228] makes the SMEFT defined to all orders
in the expansion in local operators. Note that when transitioning to the SMEFT, symmetry
arguments leading to a neglect of dual field strength terms in LSM should be reformulated,
as such terms multiplied by (H†H) appear in L6. The dual field strength terms should not
be casually neglected.

In the SMEFT SUL(2)×UY(1)→ U(1)em is Higgsed as in the SM. The minimum of the
Higgs potential is now determined including the effect of the operator QH ≡

(
H†H

)3, which
modifies the scalar doublet potential to the form [204]

V (H†H) = λ

(
H†H − 1

2
v2

)2

− CH
(
H†H

)3
, (5.16)

yielding the new minimum

〈H†H〉 =
v2

2

(
1 +

3CHv
2

4λ

)
≡ 1

2
v2
T , (5.17)

on expanding the exact solution (λ −
√
λ2 − 3CHλv2)/(3CH) to first order in CH . This

expansion assumes a mass gap to the scale(s) of new physics (referred to schematically as
Λ) which leads to the expansion parameter ∼ CH v̄

2
T /Λ

2 < 1. The dependence on Λ was
suppressed in the previous equations. We absorb the cut off scale into the Wilson coefficients
as a notational choice unless otherwise noted.

The SMEFT is an enormously powerful consistent field theory to use to characterize the
low energy limit of physics beyond the SM. Even if a full model extension of the SM becomes
experimentally supported in the future, the SMEFT can still be a useful and appropriate tool
to use to interface with large swaths of experimental data below the characteristic scale(s) Λ of
a new physics sector. It cannot be emphasized too strongly that the systematic development of
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this framework is expected to have an important return on investment of the time expended
on it. The payoff in terms of improved scientific conclusions being enabled from the ever
growing data set of measurements of SM states below the scale Λ is clear. This payoff can
be starkly contrasted to the return on time invested when developing the predictions of a
particular model, or even a set of models, if the many assumptions of the model are not
experimentally validated. Considering the current global data set of particle physics, adopting
the IR assumptions that define the SMEFT seems to be a very reasonable compromise between
utility and generality of the theoretical framework assumed to accommodate the certain fact
that the SM is an incomplete description of reality, while the LHC data set is indicating some
degree of decoupling is present to the scales involved with extending the SM.

5.2.1 Operator bases in the SMEFT

In this work we use the first41 non-redundant operator basis for L(6) determined in the liter-
ature, as given in Ref. [222]. This construction has come to be known as the “Warsaw basis”.
To fix notation we include the complete summary of the baryon number conserving operators
in this basis in Table 1, defined using notational conventions consistent with the previous
sections.

The development of the Warsaw basis [222] underlies the systematic development of the
SMEFT in recent years. It is a surprising fact that the full reduction of an operator basis
for L(6) to a non-redundant form took to 2010, a full twenty four years after Ref. [221] was
published. Preceding the development of the Warsaw basis, innumerable works employed
subsets of operators to perform phenomenological studies of the low energy effects of various
models. Examples of this form of analysis include Refs. [231–238]. In the literature, the
Buchmüller and Wyler result [221] is frequently referred to as an operator basis, we note that
it is fully specified and well defined, but overcomplete, unlike the Warsaw basis. In addition the
SILH subset of operators [237] is sometimes referred to as an operator basis in some literature,
as is the HISZ subset of operators [231]. This is perhaps due to the influential nature of these
works. To avoid confusion we stress that neither of these works contains a complete set of L(6)

operators, and certainly not a well defined minimal non-redundant basis. Subtleties involving
flavour indices are present in extending the subset of operators in Ref. [237] to a full basis,
see Ref. [204] for a discussion. As a result, the emergence of a full basis including these “SILH
operators" required some further efforts to resolve these issues [239, 240]. A full basis was
defined in Ref. [240] for the first time incorporating these flavour index subtleties.

5.2.2 Removing redundant operators

Ref. [229] reported a complete set of operators that satisfies SUc(3) × SUL(2) × UY(1) sym-
metry. This was the first step in constructing an L6 operator basis, but such a construction is
overcomplete. Combinations of operators are present, whose Wilson coefficients vanish when
observables are calculated. This is due to the EOM relating the field variables when external

41This basis was built using the foundation laid down in Refs. [221, 229, 230].
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states go on-shell. Making small field redefinitions on the SM fields O(1/Λ2) one can remove
the combination of L6 operators that will vanish in this manner directly in the Lagrangian,
instead of having the cancellation occur when the S matrix element is constructed.42 When
this is done, the SM fields have a meaning that is contextual in the SMEFT and are fixed in a
particular operator basis with a chosen set of L6 operators. The set of O(1/Λ2) bosonic field
redefinitions that preserve SUc(3)× SUL(2)×UY(1) are43

H ′j → Hj + h1
D2Hj

Λ2
+ h2

ē `j Ye
Λ2

+ h3
d̄ qj Yd

Λ2
+ h4

(ūε qj)
? Y ?

u

Λ2
+ h5

H†HHj

Λ2
, (5.18)

B′µ → Bµ + b1
ψ̄γµψ

Λ2
+ b2

H† i
←→
D µH

Λ2
+ b3

DαBαµ
Λ2

+ b4
H†H Bµ

Λ2
, (5.19)

W I′
µ → W I

µ + w1
q̄σIγµq

Λ2
+ w2

¯̀σIγµ`

Λ2
+ w3

H†
←→
D I

µH

Λ2
+ w4

[Dα,Wαµ]I

Λ2
+ w5

H†HW I
µ

Λ2
,(5.20)

GA
′

µ → GAµ + g1
q̄TAγµq

Λ2
+ g2

d̄TAγµd

Λ2
+ g3

ūTAγµu

Λ2
+ g4

[Dα, Gαµ]A

Λ2
+ g5

H†H GAµ
Λ2

, (5.21)

while the corresponding transformations on the right handed fermion fields are

e′ → e+ e1

¯̀i /DHY †e
Λ2

+ e2

¯̀i
←−
/DHY †e
Λ2

+ e3
H†He

Λ2
+ e4

D2e

Λ2
, (5.22)

d′ → d+ d1
q̄i /DHY †d

Λ2
+ d2

q̄i
←−
/DHY †d
Λ2

+ d3
H†Hd

Λ2
+ d4

D2d

Λ2
, (5.23)

u′ → u+ u1
q̄i /DH̃Y †u

Λ2
+ u2

q̄i
←−
/DH̃Y †u
Λ2

+ u3
H†Hu

Λ2
+ u4

D2u

Λ2
, (5.24)

and finally the redefinitions of the left handed fermion fields are

q′j → qj + q1
ui /DH̃jY

†
u

Λ2
+ q2

ui
←−
/DH̃jY

†
u

Λ2
+ q3

di /DHjY
†
d

Λ2
+ q4

di
←−
/DHjY

†
d

Λ2
+ q5

H†Hqj
Λ2

+ q4
D2qj
Λ2

,

(5.25)

`′j → `+ l1
ei /DHjY

†
e

Λ2
+ l2

ei
←−
/DHjY

†
e

Λ2
+ l3

H†H`j
Λ2

+ l4
D2`j
Λ2

. (5.26)

Here {ha, ba, wa, ea, da, ua, qa, la} are free variables. Performing field redefinitions with only
a single O(1/Λ2) term on the right hand side of each equation one can choose to cancel an
operator out of a full set of operators reported in Ref. [229]. This is known as removing
redundant operators. An example of this procedure is as follows. The Bµ dependent, flavour

42 This procedure can be understood heuristically as aligning the field variables in the SMEFT more directly
with classical (asymptotic) poles and the residues of the propagators at these poles, when the external particles
go on-shell.

43Here we restrict ourselves to field redefinitions that have only dynamical field content, neglecting explicit
v2/Λ2 corrections.
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symmetric terms in an overcomplete LSMEFT are

LB′ = −1

4
B′µνB

′µν − g1 yψ ψ /B′ ψ + (DµH)†(DµH) + CB(H†
←→
D µH)(DνBµ ν),

+ CBH(DµH)† (DνH)B′µ ν + C
(1)
Hl
tt

Q
(1)
Hl
tt

+ CHe
tt
QHe

tt
+ C

(1)
Hq
tt

Q
(1)
Hq
tt

+ CHu
tt
QHu

tt
,

+ CHd
tt
QHd

tt
+ CHB QHB + CT (H†

←→
D µH) (H†

←→
D µH). (5.27)

Performing the small field redefinition

B′µ → Bµ + b2
H† i
←→
D µH

Λ2
, (5.28)

yields the result LB − g1 b2∆B where

∆B = ylQ
(1)
Hl
tt

+ yeQHe
tt

+ yqQ
(1)
Hq
tt

+ yuQHu
tt

+ ydQHd
tt
,

+ yH (QH� + 4QHD) +
1

g1
Bµν∂µ(H†i

←→
D νH). (5.29)

Choosing b2 to cancel one of the LB′ operators introduces a shift in the Wilson coefficients of
the remaining operators. When the full set of such field redefinitions has been performed, this
corresponds to choosing a non-redundant basis. The removal of redundant operators is always
done in a gauge independent manner, as this procedure is only justified by the invariance of
observables (i.e. S matrix elements) under gauge independent field redefinitions.44

Many field redefinitions are possible and Eq. 5.18-5.25 can introduce or remove the same
operators. It is essential to have a gauge independent algorithm to employ to systematically
remove operator forms to obtain a minimal non-redundant basis. In the Warsaw basis, the
algorithm is the systematic removal of derivative operators and an equally careful application
of Fierz identities to reduce out redundant four fermion operators (see also Ref. [230]). This
reflects the approach of an on-shell EFT construction [26, 241], so named because the on-
shell EOM are used to reduce out explicit factors of D2H and /Dψ in the higher order terms.
The derivative removing algorithm of the Warsaw basis was used to help develop the results
defining higher order corrections in the SMEFT operator expansion reported in Refs. [225–
228]. Building on past works enumerating flavour invariants in the SM [242, 243] and group
invariants in SUSY theories [244] it has been found to be beneficial to employ Hilbert series
and a conformal algebra to systematize the counting of the number of operators at even higher
orders than L6 in the SMEFT, while systematically removing derivative operators as in the
Warsaw basis construction. Finally, the Warsaw basis algorithm was also essential to enabling
the one loop renormalization of the operators in L6, that was developed in Refs. [135, 189,
204, 245, 246], as discussed in Section 5.2.4.

Although the Warsaw basis removes derivative terms systematically, not all of the deriva-
tive invariants acting onH can be removed with such O(1/Λ2) field redefinitions. For example,

44See Section 7.1 for more details.
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�H does not appear in Eq. 5.18 as it does not satisfy SUL(2)L×UY(1) invariance as H is not
a singlet. The distinction between D2H and �H is a way to understand the relevance of the
scalar manifold topology in determining what derivative terms can be removed.45 Defining
the doublet field H to be decomposed into the real scalar fields ~φT = {φ1, φ2, φ3, φ4} as

H =

(
φ2 + iφ1

φ4 − iφ3

)
, (5.30)

the Lagrangian derivative terms can be expressed as

Lderv =
1

2
(∂µ~φ) · (∂µ~φ) +

CH�
Λ2

~φ2�~φ2 +
CHD
Λ2

(~φ · (∂µ~φ))2 + · · · (5.31)

This defines a target space metric for the scalar manifold that acts on ∂µφi∂µφj/2 as

Rij = δij + 2
φi φj
Λ2

(CHD − 4CH�) + · · · (5.32)

The Riemann tensor Rijkl associated with this manifold can be directly determined from Rij ,
and it does not vanish [247–249]. Since the target space metric is not flat, there does not exist
a field redefinition which everywhere sets Rij = δij . Not all of the H self interaction derivative
terms can be removed with a gauge independent field redefinition as a result.

When expanding around the vev in unitary gauge, a distinction between D2h and �h is
absent. As expected, the on-shell effective field theory approach of removing all p2 invariants
for h can be achieved with a gauge dependent field redefinition, and h can be canonically
normalized for calculations with [204, 250]

h→ h
(

1 + (CH� −
1

4
CHD)v̄2

T

(
1 +

h

v̄T
+

h2

3v̄2
T

))
. (5.33)

This distinction between the ability to remove derivative terms on h and not H is problematic
as SUL(2)× UY(1) is Higgsed, and one uses SUL(2) global symmetry rotations to rotate the
theory to a form where only the h field takes on a vev. This is also done when including cor-
rections in the EFT. If this symmetry is broken by assumption, or an ill defined Lagrangian
convention choice, a mismatch between the vev and the fluctuations around the vev can be
introduced in a gauge dependent manner. This in turn can render a parameterization of
new physics effects intrinsically gauge dependent and unsuitable to use in the event that real
(gauge independent) deviations from the SM are found using EFT techniques. Such a pa-
rameterization can break structures in the EFT intrinsic to its construction and well defined
nature, leading to stronger constraints that are misleading on the Wilson coefficient space. See
Section 8.1.4 for a discussion on such a structure - that is known as a SMEFT reparameteriza-
tion invariance, which when not broken by assumption, or an inconsistent parameterization,
requires that combination of data sets be used to lift degeneracies between parameters. This

45It is possible to misunderstand Ref. [241] on this point as only a singlet scalar field is discussed in detail.
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issue can change bounds on Wilson coefficients by orders of magnitude [251], so great care
should be taken to avoid introducing inconsistencies of this form in SMEFT studies.

In addition to preforming the field redefinitions in Eqs. 5.18-5.25 one can directly trans-
late between operator bases once a minimal non-redundant basis is found. This is done by
constructing L6 operator relations directly out of the SM EOM’s in Section 5.1.1 and then
employing them to transition between bases. As illustrated by Eq. 5.29 there is a gauge in-
dependent field redefinition that underlies the EOM relations in Eq. 5.35.46 An example of
these relationships is between the flavour singlet operator forms appearing in Ref. [237]

PHW = −i g2 (DµH)† τ I (DνH)W I
µ ν , PHB = −i g1 (DµH)† (DνH)Bµ ν ,

PW = − i g2

2
(H† τ I

←→
D µH) (DνW I

µ ν), PB = − i g1

2
(H†
←→
D µH) (DνBµ ν),

PT = (H†
←→
D µH) (H†

←→
D µH), (5.34)

and the Warsaw basis operators in Table 1, given by [204]

PB =
1

2
yHg

2
1QH� + 2g2

1yHQHD +
1

2
g2

1

[
ylQ

(1)
Hl
tt

+ yeQHe
tt

+ yqQ
(1)
Hq
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3

4
g2
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1

2
g2

2m
2
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2λQH +
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4
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Q

(3)
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(3)
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+
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2
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[Y †u ]rsQuH
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+ h.c.
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1

2
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1yHQH� + 2g2
1yHQHD −

1

2
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2
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1

4
g1g2QHWB,
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1

2
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Hl
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4
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2
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4
g2
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yHg1g2QHWB +

1

4
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Q
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(3)
Hq
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+
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2
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+ [Y †d ]rsQdH
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+ [Y †e ]rsQeH
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. (5.35)

Note that the operators in Eq. 5.34 do not carry flavour indices while the operators in Eq. 5.35
do carry flavour indices. One needs to define the flavour indices of the operators removed when
changing basis in order to avoid ambiguities [204]. Respecting flavour symmetry is the reason
Yukawa matrices appear in Eqs. 5.18-5.25 instead of arbitrary flavour matrices.

5.2.3 Ad-hoc phenomenological Lagrangians

There is a distinction between the concept of an operator basis in the SMEFT and an in-
complete ad-hoc phenomenological Lagrangian used to characterize a subset of some SM
deviations. Such an ad-hoc formalism can be constructed in a manner akin to a coordinate
system basis choice for Re3, in a beyond the SM “deviation space”. A core characteristic of

46We explicitly separate out the integration by parts identity PT = −QH� − 4QHD.

– 45 –



ad-hoc constructions is that the full Lagrangian is not specified, only a few terms, or a sector
are defined. An ad-hoc approach can have some uses as discussed in Refs. [252–254], but
referring to such a construction as a SMEFT operator basis has lead to enormous confusion in
recent literature. The following problems can also occur when using ad-hoc phenomenological
Lagrangians:

• Utilizing unitary gauge to perform gauge dependent field redefinitions on only parts
of a full SMEFT Lagrangian does not satisfy the equivalence theorem [255].47 There
is no formal expectation of gauge independent results being obtained making such a
transformation, even in LO results. An ad-hoc construction developed in unitary gauge is
very susceptible to gauge dependence for this reason. See Section 7.1 and Refs. [256, 257]
for more discussion.

• Particular UV scenarios can lead to the expectation that only certain operators (times
Wilson coefficients) are present due to a vanishing of all other Wilson coefficients at tree
level, and can also lead to the expectation that the Wilson coefficients of different oper-
ators differ by a loop factor. This cannot formally break the field redefinition relations
in Eqs. 5.18-5.25 or the EOM relations Eq. 5.35 when the separation of scales present
in the EFT construction is adhered to, as these are IR operator relations. At times
such UV assumptions are imposed removing operators, before a non-redundant basis is
defined as the suppression is associated with the operator, not the UV dependent Wilson
coefficient. This is a mistake to avoid.

• A clear sign of a phenomenological Lagrangian is the inability of such an approach to
accommodate and aid in determining loop corrections.

To decide if a construction is truly an operator basis one can examine if the field redefinitions
in Eqs. 5.18-5.25 can be used to transform a complete set of SUc(3)×SUL(2)×UY(1) operators
to the particular chosen set or form. If this is not possible, then such a construction is not an
operator basis according to the definition above. The “Higgs Basis” construction in Section
II.2.1 of Ref. [54] has not been shown to satisfy this definition of a basis.

5.2.4 One loop running of LSM + L6

Determining the closure of the full one loop anomalous dimension matrix of L6 is an important
check of the consistency of a basis. The counterterm structure of L6 can be determined without
expanding around the vev of the Higgs boson, as the scales introduced when the Higgs takes
on a vev regulate the IR of the theory. Using DR and MS the full renormalization of the
L6 Warsaw basis was reported in Refs. [135, 189, 204, 245, 246] using this approach. These
results built upon the past results reported in Refs. [92, 231, 258–278]. It was found that the

47See Section 7.1 for more discussion on the equivalence theorem.
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Warsaw basis closes at one loop and the full 2499× 2499 anomalous dimension matrix is now
determined. This is the only basis for which this has been demonstrated to date.48

Several aspects of the results in Refs. [135, 189, 204, 245, 246] can be understood to follow
directly from the procedure to construct an operator basis described in Section 5.2.1. The
renormalization of operators in L6 mix down, modifying the running of the LSM parameters
[135]. This is a scale dependent result that indicates that the L(6) operator bases are only
defined when performing small field redefinitions on the SM fields of O(1/Λ2). Similarly,
as is well known in past calculations in NRQCD [281, 282] the anomalous dimensions of
redundant operators exhibit scheme and gauge dependence that only cancel once an operator
basis is reduced to its non-redundant form [135]. This is another scale dependent sign that
the field variables and operators are not independent and related by the EOM (as discussed
in Section 5.2.2) when a redundant basis is used. This is a reason to report results in a
non-redundant basis.

For the same reason, one cannot use only the results of Eq. 5.35 to translate the anoma-
lous dimensions determined in the Warsaw basis to an alternate basis constructed out of the
operators in Eq. 5.34. The removal of operator forms when defining the Warsaw basis used the
full set of EOM results, not just the EOM field redefinitions related to Eq. 5.35. To map the
anomalous dimension results of the Warsaw basis to another basis, all of these EOM reduc-
tions must be undone, mapping the complete set of divergences to an overcomplete LSMEFT .
Subsequently, a gauge independent algorithm must be defined that maps the full set of over-
complete divergences to a chosen non-redundant basis. If no such algorithm exists, then this
procedure cannot be carried out. This is probably the reason that only the Warsaw basis has
been completely renormalized to date.

Gauge independent field redefinitions have a central role in defining the SMEFT, and this
is manifest in the counterterm structure of L6. An ad-hoc phenomenological Lagrangian as
discussed Section 5.2.3, that is not obtained with such field redefinitions, is a challenge to ever
renormalize for this reason.49

5.2.5 Functional redundancy/factorizability of the SMEFT

A consequence of how operator bases are defined is that specifying an incomplete param-
eterization in only a few possible interaction terms, or in a sector of interactions (like the
Higgs sector) while simultaneously assuming “SM-like" interactions in other sectors, generally
introduces inconsistencies into the SMEFT.

48Interest in the renormalization of L6 continues. These results were distilled into the tool reported in
Ref. [279]. Some results reported in an alternate scheme appeared in Ref. [280] as did some partial results in
an alternate basis in Ref. [240]. This continuing interest is also due to the curious structure of the anomalous
dimension matrix [50, 204, 261, 263]. This structure was vigorously misunderstood in the literature until it
was explained in Ref. [51] as being due to helicity and unitarity in the SMEFT. The explanation in Ref. [51]
is UV independent, it is a statement on the IR physics captured in the operator forms in the SMEFT, so it is
a valid EFT understanding of this structure.

49See also the discussion in Ref. [256].
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For example, the parameter b2 can be chosen in Eq. 5.29 so that the operator Q(1)
Hl is

absent in a basis. This can only be done at the cost of shifting the Wilson coefficients of the
remaining operators in Eq. 5.29. Attempting to study the effects of the operator QH� in the
process h → ψ̄ ψ, that receives such a shift, must be done with care. This operator’s Wilson
coefficient leads to a shift in the effective Yukawa coupling L = −Yψ h ψ̄ ψ of the form

Yψ =
mψ

vT

[
1 + CH� v

2
T

]
+ · · · . (5.36)

Studying deviations in Higgs properties due to this operator, while simultaneously assuming a
“SM-like” Z boson interaction with ψ̄ ψ to accommodate Electroweak precision data (EWPD)
constraints in a global analysis is inconsistent in general. The same shift in the Wilson
coefficients of the operatorsQHe, Q

(1)
Hq, QHu, QHd related to the shift ofQH�, that is introduced

to remove the operator Q(1)
Hl from a basis, could be uncovered in a study of h → ψ̄ ψ or

Z → ψ̄ ψ. This shift is required for consistency to be present in anomalous Z couplings,
unless a series of other Wilson coefficients are tuned to cancel out the expected correction.

If this cancellation is assumed one has stepped outside of a general SMEFT analysis. If a
parameterization is constructed that is designed to directly hide such correlations, enormous
confusion can be introduced into SMEFT studies. Considering such shifts as independent one
must impose the constraint of the chosen Wilson coefficients canceling in all other processes
in a global analysis. Even more arduous is to impose this assumption on all other equivalent
combinations of Wilson coefficients (due to EOM relations) when using a non-redundant
minimal basis. Not imposing this assumption introduces an inconsistency which is referred to
as a functional redundancy in Ref. [283]. Due to the large number of parameters present in the
SMEFT, it is required to combine a series of measurements to constrain the SMEFT Wilson
coefficient space. Functional redundancies can block this combination of measurements being
performed in a consistent manner and lead to spurious results.

Directly following from this subtlety is in what sense the SMEFT is factorizable into a
subset of contributions when predicting S matrix elements. Approximations must be made
in interfacing with experimental results. The approximations that are safe to impose while
maintaining a model independent SMEFT analysis are IR assumptions. For more discussion
on this point see Section 7.5

Conversely, naively imposing UV assumptions can make the SMEFT inconsistent as a
field theory construction, and incapable of capturing the IR limit of a UV physics sector. This
can render such a SMEFT study ambiguous, with unclear implications for a UV physics sector,
as it only uncovers a distorted approximation of the true low energy constraints that a UV
sector will face. SMEFT studies walk a fine line between being powerful model independent
conclusions, and statements based on inconsistent field theory without any true UV implication
or meaning. This fine line is defined by consistency in the SMEFT analysis being enforced
(or violated) to the precision and accuracy demanded by the data.
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5.3 The Higgs Effective Field Theory

5.3.1 Minimal assumptions in the scalar sector

Both the SM and the SMEFT constructions are field theories that assume the existence of the
scalar complex field H defined in Table 5.7 in the constructed Lagrangian. The introduction
of such a field is a consequence of requiring:

• (i) Three Goldstone bosons πI , the longitudinal components of the EW gauge bosons.

• (ii) One singlet scalar h, corresponding to the physical Higgs boson, that ensures the ex-
act unitarity at all energies of scattering amplitudes with external πI fields. Pedagogical
illustrations of this argument can be found in Refs. [284–286].

Condition (i) is an IR assumption that is imperative for a correct description of the EW
symmetry breaking. Requirement (ii) can be relaxed and the EFT can remain self-consistent
for lower energies scattering events where the EFT is well defined. An EFT does not have to
exactly preserve unitarity, it only has to be unitary up to the cut off scale where the Taylor
expansion used in its construction breaks down. An EFT is dictated by describing the long
distance propagating states that lead to non-analytic structure in the correlation functions of
scattering amplitudes. From this perspective, the ideal theoretical tool to describe scenarios
without assumption (ii) being made is the Higgs Effective Field Theory (HEFT).

In the HEFT the long distance propagating states are again the massive SM fermions and
gauge bosons. Instead of a H field, a dominantly JP = 0+ singlet scalar state h is included in
the EFT with free couplings to the remaining SM states. The HEFT is based on the Callan-
Coleman-Wess-Zumino (CCWZ) formalism [23, 24] and provides a parameterization of the
scalar sector with minimal IR assumptions.

This approach has been continually rediscovered over the years as it adheres to the EFT
“prime directive” in the scalar sector. Several ad-hoc parameterizations have independently
emerged over the years along these lines [120, 238, 287, 288] but none of these works developed
a complete self-consistent EFT.50 It is an important development that in recent years in
Refs. [120, 289–305] this theory has been advanced to a degree that it is now a consistent EFT
description.

The size and pattern of any deviations from the SM discovered using EFT methods can
indicate whether a HEFT or a SMEFT description is appropriate. Any deviation from the
SMEFT expectation that follows from the exact H doublet structure can carry significant
information about the possible UV physics matched onto the lower energy EFT description.
Theoretical tools that can consistently account for the possibility that the Higgs boson may
not be part of an exact SUL(2) multiplet with the πI , and to probe experimentally this hy-
pothesis as a part of a wider precision measurements program are essential. The experimental
collaborations have already started to address this issue, providing independent measurements

50Ref. [285] appears after Refs. [120, 238, 287, 288] but states that it introduces this parameterization to the
literature, which has caused some confusion, as Ref. [285] cites Ref. [288].
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of several Higgs couplings and testing for the presence of anomalous Lorentz structures (see
e.g. Ref. [306]). At the present moment, all the observations are compatible with the SM,
and the SMEFT extension, but the evidence in favor of this option is still not compelling.
The presence of large uncertainties (roughly of order 10–20% as discussed in Section 9), to-
gether with the fact that some decay and production channel are still not accessible, allows
for significant deviations.

5.3.2 Topology of the scalar manifold

In parallel to the HEFT formalism being continually rediscovered over the years, there has
been a continual rediscovery of the resistance to this idea in the theoretical community. This
resistance is usually due to the field reparameterization equivalence theorem [255] of S matrix
elements. A consequence of this theorem is that a coordinate choice for a scalar manifold does
not matter for S matrix elements. In the SM, the HEFT or the SMEFT, the scalar manifold
of interest isM(πI , h). A coordinate choice for this manifold has no physical effect.

The HEFT literature is not due to a misunderstanding of this point. This EFT is designed
to describe a set of possible low energy IR limits that are not consistent with a predictive ver-
sion of the SMEFT (i.e. when the operator expansion in the EFT converges). Specific exam-
ples are given by the Dilaton constructions of Refs. [307, 308], which have long been known to
be represented by the HEFT. Nevertheless, a formulation of the HEFT/SMEFT discriminant
in terms of scalar manifold topology was not present in the literature until recently.

It is not surprising that this discriminant is topological in nature. Manifold topology plays
an important role in theories of symmetry breaking such as in the SM, or in the Landau-
Ginzburg effective theory of superconductivity (see Section 3). Topological distinctions of
vacuum states are common in field theory, and have long been understood to underlie the
properties of the scattering of pions [20, 309] based on the curvature of the scalar manifold
describing the Goldstone bosons of chiral perturbation theory. The heuristic embedding of
possible deviations from SM expectations given by SM ⊂ SMEFT ⊂ HEFT is also well known
for many years, but the precise theoretical statement is given as

• The SM has a flat scalar manifold M and an O(4) fixed point which is the unbroken
global custodial group O(4) ∼ SUL(2) × SUR(2). This group is respected by a subset
of the SM Lagrangian [310–312]. When 〈H†H〉 = v2/2 a SUL+R(2) = SUc(2) subgroup
(also generally referred to the custodial group) is unbroken that leads to the prediction
mW = mZ cos θW . The linearization lemma [23] then allows for a local linear transfor-
mation of the scalar manifold coordinates, which results in the embedding of the scalar
fields into a linear multiplet H. This is the group theory equivalent of assuming a H
field in the SM construction.

• The SMEFT has a curved scalar manifold [247–249] due to the presence of two derivative
Higgs operators. In the Warsaw basis these operators are QHD, QH�. The SMEFT also
has a O(4) fixed point which allows the EFT to be constructed with the linear multiplet
H. The presence of this scalar curvature is a key point of the SMEFT construction and

– 50 –



is the reason that one cannot remove all the two derivative Higgs operators from the
SMEFT basis with gauge independent field redefinitions.

• HEFT has a curved scalar manifoldM and does not contain a O(4) fixed point [248, 249].

This distinction between the SM, SMEFT and HEFT is field redefinition invariant.51

5.3.3 UV embeddings of HEFT

The HEFT is a general field theory that can describe a wide variety of scenarios, including
composite Higgs models [63–67, 317–321] and Dilaton constructions [307, 308] while reproduc-
ing the SM in a specific limit of parameter space. The HEFT formalism is of most interest,
if it captures the IR limit of a UV completion of the SM. Determining the necessary and
sufficient conditions on UV dynamics that leads to the HEFT construction at low energies is
an unsolved problem. The naive assumption that the distinction between SMEFT and HEFT
is a statement of the presence of a linear multiplet in the UV sector integrated out of the
theory is not correct. The assumption is an IR assumption on the nature of the EFT that
corresponds to an (unknown) set of criteria on UV dynamics.

This can be directly seen in the non-minimal coupling to gravity of the Higgs doublet in
a UV sector. In this case the classical background field scalar manifold also plays a central
role. This Lagrangian is given as a tower of higher dimensional operators as

LH,inf =
√
−ĝ
(
LSM −

M2
p R̂

2
− ξH†H R̂

)
. (5.37)

This Lagrangian is known as the Higgs-Inflation Lagrangian, and was popularized in recent
literature in Ref. [322]. Here ĝ is the determinant of the Jordan frame metric ĝµν , Mp =

2.44 × 1018 GeV is the reduced Planck mass, R̂ is the Ricci scalar and ξ is a dimensionless
coupling. When 〈H†H〉 ≡ v̂2/2� v2/2 this Lagrangian leads to a flat Higgs potential due to
mixing between the scalar state h and a scalar component of the graviton.52 This can be seen
expanding the metric about Minkowski space as ĝµν = ηµν + hµν/Mp giving

δL =
ξ

Mp
(h+ v̂)2 ηµ ν∂2hµ ν . (5.38)

This mixing was analyzed in a complete fashion in Ref. [323] for the first time and becomes
significant when

√
〈H†H〉 ∼ Mp/ξ. At this scale the canonical normalization of the h field

and the graviton leads to significant non-linearities introduced into an EFT description of the
propagating degrees of freedom – resulting in the HEFT. This explains the scattering results

51Note that in Refs. [313–316] and some other works this field redefinition invariant distinction between
the HEFT and SMEFT is obscured and Ref. [237] is incorrectly credited for the introduction of a nonlinear
realization.

52The scalar degree of freedom of gravity can only be removed in the usual manner with diffeomorphism
invariance in Minkowski space when this mixing is not present, which requires the theory is first canonically
normalized.
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found related to the cut-off scale behavior of this theory [247, 324–327]. Although the UV
dynamics includes a H doublet, the IR EFT construction useful for scattering calculations
around background fields

√
〈H†H〉 & Mp/ξ is a version of the HEFT. As this operator is

induced renormalizing the SM in curved space, this physics is formally always present and the
(small) non-linearities due to gravity are present in EFT descriptions of Higgs physics. Of
course these effects are below the current (and most likely future!) experimental resolution.

The relevant point for LHC phenomenology is the possibility that dynamics present in
a UV sector that explains EWSB leads to similar IR effects, that can be accommodated in
the HEFT. In composite Higgs theories, some new physics states may mix with the h field,
thus weakening the unitarity constraint as captured by the HEFT formalism, and permitting
deviations from an exact doublet structure. Due to our inability to calculate the low energy
limit of all possible strongly interacting sectors to understand the precise conditions on dy-
namics that can lead to such IR effects, this formalism should not be casually dismissed. For
recent discussions on IR limits associated with TeV scale physics that require the HEFT, see
Refs. [298, 328, 329].

5.3.4 The HEFT Lagrangian, preliminaries

In analogy with the formalism employed in chiral perturbation theory (χPT) for the pions
of QCD, in HEFT the three Goldstone bosons πI are embedded into a dimensionless unitary
matrix

U = exp
(
iτ IπI/v

)
, U 7→ LUR† , (5.39)

which transforms as a bi-doublet under global SUL(2) × SUR(2) transformations. Inside the
exponential, the πI fields appear suppressed by the scale v rather than by a heavier cutoff Λ.
This is a reasonable choice, as v can be regarded as an order parameter of EWSB and the
characteristic scale of the πI . This implies that, unlike in the SMEFT case, πI insertions are
not suppressed in general. Additional suppressions may be induced if the HEFT is matched
to specific UV models that associate these degrees of freedom with a heavier scale. This is the
case of Composite Higgs models, in which both the πI and h fields arise weighted by a scale
f that satisfies the relation 4πf ≥ Λ, with Λ being the cutoff of the EFT [330]. In this case,
the scalar fields are always accompanied in the EFT by factors of ξ = (v/f)2 < 1.

In the EW vacuum 〈U〉 = 1 the global chiral symmetry is spontaneously broken down
to the custodial group SUc(2) = SUL+R(2). In addition, the SUR(2) component is explicitly
broken in the EW sector by the Yukawa couplings and the gauged U(1) subgroup with coupling
g1 generated by τ3. It is convenient then to define objects that transform in the adjoint of
SUL(2), to be employed as building blocks of a SUc(3)×SUL(2)×UY(1) invariant Lagrangian.
It is possible to construct a scalar and a vector as follows:

T = Uτ3U† T 7→ LTL†

Vµ = (DµU)U† Vµ 7→ LVµL
† ,

(5.40)
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where the covariant derivative of the U field is

DµU = ∂µU +
ig2

2
W I
µτ

IU− ig1

2
BµUτ

3 . (5.41)

Note that the field T is invariant under hypercharge transformations but not under the global
SUR(2) group so it can be treated as a custodial symmetry breaking spurion.

The physical Higgs scalar is introduced as a gauge singlet h. This choice ensures the
most general approach to the physics of this state and makes the HEFT a versatile tool which
includes the SUL(2) doublet case as a particular limit. Specifically, the SM Higgs doublet H
can be written as a fixed combination of the fields h and U according to:(

H̃ H
)

=
v + h√

2
U . (5.42)

Being a singlet, the h field has completely arbitrary couplings, that are customarily encoded
in generic functions [120, 238, 285]

Fi(h) = 1 + 2ai
h

v
+ bi

h2

v2
+ . . . (5.43)

that constitute another building block for the HEFT Lagrangian. Note that here the polyno-
mial structure should be interpreted as the result of a Taylor expansion in (h/v), which may
include an infinite number of terms.

5.3.5 The HEFT Lagrangian

The HEFT Lagrangian is composed of the gauge and fermion fields in Section 5.1, and the
scalar fields U, h defined in the previous section. Its construction historically builds upon that
of the EW chiral Lagrangian [116–120], in which only the three πI fields were retained in the
spectrum, while the physical Higgs was assumed to be sufficiently heavy to be integrated out.
Extensions with addition of extra (pseudo-)scalar fields were also explored more recently [329,
331, 332]. The HEFT Lagrangian can be defined as

LHEFT = L0 + ∆L+ . . . , (5.44)

where L0 contains the leading order terms and ∆L includes first order deviations. Unlike
the SMEFT, it is not possible to classify the HEFT invariants based on just the canonical
dimension. This is due to the fact that the HEFT is a fusion of χPT (in the scalar sector) with
the SMEFT (in the fermions and gauge sector). Because these two theories follow different
counting rules, the structure of the mixed expansion is complex. A rigorous and self-contained
method to determine the expected suppression of a given HEFT invariant represents a non-
trivial and subtle task that has been intensely debated in the literature. The discussion of
this technical point is postponed to Section 6.2.
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The leading Lagrangian L0 can be written as53

L0 =− 1

4
GAµνG

Aµν − 1

4
W I
µνW

I µν − 1

4
BµνB

µν +
∑
ψ

ψ̄i /Dψ+

+
1

2
∂µh∂

µh− v2

4
Tr(VµV

µ)FC(h)− V (h)+

− v√
2

(q̄UYQ(h)qR + h.c.)− v√
2

(
¯̀UYQ(h)`R + h.c.

)
,

(5.45)

where the right-handed fermions have been collected into doublets of the global SUR(2) sym-
metry

qR =

[
uR
dR

]
, `R =

[
0

eR

]
(5.46)

and the Yukawa couplings include a dependence on h:

YQ(h) = diag

(∑
n

Y (n)
u

hn

vn
,
∑
n

Y n
d

hn

vn

)
, YL(h) = diag

(
0,
∑
n

Y (n)
e

hn

vn

)
. (5.47)

The first term in the sum (n = 0) generates fermion masses, while higher orders describe
the couplings with an arbitrary number of h insertions. The term Tr(VµV

µ) in the second
line of Eq. 5.45 contains the kinetic terms of the πI and the mass terms of the gauge bosons.
Because the matrix U is adimensional, this invariant has canonical dimension 2 and therefore
appears in the Lagrangian multiplied by a factor v2. The reason why it is the scale v, and
not the cutoff Λ, that multiplies this term is that this choice ensures a canonically normalized
kinetic term for the πI , given the definition of U in Eq. 5.39. The same principle applies to
the Yukawa couplings.

The Lagrangian L0 is equivalent to the SM Lagrangian up to the presence of an arbitrarily
large number of Higgs and πI insertions and to the fact that the Higgs couplings (which
includes the scalar potential) are parameterized by independent coefficients rather than being
fixed by the doublet structure. Despite being allowed by symmetry, Higgs couplings to kinetic
term structures are absent in L0. In the case of the fermion and h kinetic terms, this is because
any extra F(h) factor can be removed via field redefinitions [292, 302] and reabsorbed into
the coefficients that parameterize the Higgs interactions. This can be understood to follow

53Due to the lack of a unique criterion for the classification of the invariants, there is some freedom in the
definition of the LO itself. To define one universal rule that uniquely determines the order a certain HEFT
operator should be assigned, in a UV independent manner, is the essential challenge. This difficulty has
been overcome in the literature by identifying a set of heuristic criteria, which essentially follow from internal
consistency requirements and some common sense considerations. Unfortunately, some UV dependence is
generally also present. Nevertheless, there is substantial agreement in the community with respect to the
organization of the HEFT expansion which we stress here, despite disagreements on the definition of counting
rules. For definiteness, here we use the conventions of Ref. [302]. We stress this is not a value judgment,
simply a convention. The same LO Lagrangian has been previously adopted in Refs. [290, 292], although in a
slightly different notation. Different conventional choices were made in Refs. [289, 294, 296].
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directly from the general arguments on constructing on-shell EFTs given in Refs. [26, 241]. In
the case of gauge kinetic terms such couplings are chosen to be retained in the basis, but they
are customarily classified as higher order effects due to a suppressed Wilson coefficient, under
the assumption that the transverse components of the gauge bosons do not couple strongly to
the Higgs sector. The same choice has been made for the suppression of the Wilson coefficient
of the operator Tr(TVµ)2, which would belong to L0 according to the derivative expansion of
χPT, but that must carry an implicit suppression in its matching if the custodial symmetry
is assumed to be only weakly broken, as suggested by experimental observations.

The Lagrangian ∆L contains the leading deviations from L0. Again, it is not possible
to infer in a rigorous and universal way which classes of operators belong to this order. The
relative impact of two given invariants depends in general on the kinematic regime considered
(see Section 6.2 for further details). It is possible to identify a set of invariants that can be
responsible for the largest deviations at least at energies up to a few TeV. They amount to
148 independent invariants in total [302]. A complete basis of operators encompassing both
bosonic and fermionic sector has been first proposed in Ref. [292] and an alternative set has
been derived independently in Ref. [302]. The two works agree on the classes of operators,
although there are differences in the choice of individual terms retained. We describe the
operators present sector by sector as follows.

Bosonic operators: This must include chiral invariants with four derivatives, which are
next-to-leading terms in the chiral expansion and can be reduced to an independent set with
the structures54

(Vµ)4, (Vµ)3∂νFi(h), (Vµ)2(∂νFj(h))2, (∂µFk(h))4

Xµν(Vρ)
2, XµνVρ∂σFl(h), (Xµν)2Fm(h) .

Note that operators in this category are not suppressed by any powers of Λ in the Lagrangian,
as they have formally canonical dimension 4. The two-derivative operator v2 Tr(TVµ)2/4

also belongs to ∆L as explained above. Finally, operators with the structure (Xµν)3 can be
included at this order despite containing 6 derivatives. This can be justified assuming that,
being composed of only transverse gauge boson, these operators follow the ordering rules of
the SMEFT (see Section 6.2).

A complete set of interactions for the bosonic sector, constructed avoiding reduction via
the EOM, was presented and studied phenomenologically in Ref. [294] (CP conserving terms)
and Ref. [296] (CP odd terms).

Operators with fermions: ∆L contains operators with one fermionic current and up
to two derivatives, as at least a subset of this category of invariants is required as counter-
terms in the one-loop renormalization of L0. Schematically, they can be reduced to the set of
independent structures

(ψ̄γµψ)Vµ, (ψ̄ψ)(Vµ)2, (ψ̄ψ)Vµ∂
µFn(h), (ψ̄σµνψ)(Vµ)∂νFo(h), (ψ̄σµνψ)(Xµν) .

54Not all of the Lorentz indices in these expressions match. This indicates the possibility of multiple Lorentz
contractions.

– 55 –



Here operators with one derivative are unsuppressed, while operators with two derivatives are
multiplied by Λ−1, having canonical dimension 5. Four-fermion operators appear in ∆L as
well, because a subset of terms in this class is required for the renormalization of L0.

These considerations lead to the construction of a consistent basis of independent opera-
tors in the HEFT, reported by multiple groups, which is closed under the EOM relations.

5.4 SMEFT vs. HEFT

S matrix elements and relations between S matrix elements constructed in the SMEFT and
the HEFT expansions are potentially distinguishable, as the theories are distinct in a field
redefinition invariant manner [248, 249]. The ordering of the theories in their IR assumptions
is given by SM(H,Λ→∞) ⊂ SMEFT(H,Λ 6=∞) ⊂ HEFT(h,Λ 6=∞).

Early statements on the need to experimentally check the assumption of a H field in the
EFT used, appeared in the literature before the turn on of LHC [238, 285, 287]. Develop-
ing a precise statement on what exact experimental result would decide between these two
frameworks conclusively is an ongoing challenge. The differences between SMEFT and HEFT
identified to date, and existing proposals to take advantage of these differences are as follows.

5.4.1 Higgs/Triple Gauge Couplings

While in SMEFT the Higgs couplings follow a polynomial dependence in (v + h)n due to the
H doublet, in the HEFT they do not. Current LHC results are compatible with H in the
spectrum, but with large uncertainties that allow for significant deviations. A fundamental
probe of this point would be the observation of double-Higgs production, which is challenging
at the LHC. A discussion of this process in relation to the HEFT can be found in Refs. [238,
285, 333–341].

Another distinctive prediction of the HEFT is the decorrelation of triple gauge couplings
and Higgs-gauge bosons interactions, due to the fact that in this EFT the covariant derivative
DµH ∼ ∂µhU + (v + h)DµU is formally split into two independent pieces. The possibility of
isolating this effect experimentally has been studied in Refs. [294, 302].

The appearance of Hermitian derivative terms acting on Higgs fields in the SMEFT of
the form H† i

←→
D βH and H† i

←→
D I

βH in L6 relates anomalous Z couplings in ψ̄ψ → Z → ψ̄ψ to
contact operator contributions to pp→ h→ Z Z? → ψ̄ψ ψ̄ψ. This correlation can be probed
as a consistency test of the SMEFT accommodating any discovered deviations in the kinematic
spectra of h→ Z ψ̄ψ and h→ Z Z? → ψ̄ψ ψ̄ψ determined in the narrow width approximation
[294, 342]. For recent analysis of this spectra in the SMEFT/HEFT, see Refs. [293, 342–347].

5.4.2 Organization of the expansion

As detailed in Section 6.2, the HEFT Lagrangian is not organized as an expansion in canonical
dimensions as in the SMEFT, but has a more complex structure. This is because the physical
Higgs h and the πI containing matrix U are independent in HEFT. A consequence is the
re-shuffling the orders at which interactions appear in the expansion.
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Insertions of longitudinal gauge bosons are less suppressed in HEFT. Couplings of these
fields or, equivalently, of the πI can be probed in high energy scattering. These processes are
also potentially sensitive to the presence of strong interactions in the EWSB sector. Several
channels have been analyzed in HEFT, including VLVL → V ′LV

′
L (V, V ′ = Z,W±) [348],

VLVL → hh [285, 349], VLVL → tt̄ [350] and γγ → VLVL [351]. The latter is more promising,
having been already observed at the LHC [352].

Some interesting differences in the allowed interactions in HEFT compared to the SMEFT
at fixed order in the power counting of each theory have been identified. For example, the
operator εµνρσ Tr(TVµ) Tr(VνW ρσ)F(h), introduces triple and quartic gauge couplings with
an anomalous antisymmetric Lorentz structure in HEFT.55. A phenomenological study of this
term has been carried out in Ref. [294].

5.4.3 Number of operators/operator structure

HEFT contains a larger number of invariants compared to the SMEFT order by order in the
expansions of each theory. In the flavour-blind limit, the complete HEFT basis ∆L contains
148+h.c operators [302], compared to the 76 parameters when nf = 1 in the SMEFT at L(6)

[204, 222].
Most of the operators appearing in HEFT contribute to the same interaction vertices in

the SMEFT due to L(6). When this is the case, the larger number of invariants is then present
in the corrections to predicted S matrix elements with the same interaction vertices. This
does not lead to a measurable difference in a single observable as multiple observables are
required to fix the free parameters. Potentially, patterns of allowed deviations in multiple
processes could be more easily accommodated in HEFT than the SMEFT.

5.4.4 Tails vs poles

Differences between SMEFT and HEFT identified to date exist in interactions involving at
least three boson fields: hhh, hhhh, hV V , V V V . In each EFT, one can work in the canoni-
cally normalized basis of fields. For pole observables, using the different EFTs label different
unknown parameters in V ψ̄ψ and the mass terms V V . Studying ψ̄ψ → V → ψ̄ψ observables
the power counting of the corrections in each EFT scales as Ci v2/Λ2. At present, no SM-
resonant exchange (i.e. pole process) measured at LEP, the Tevatron, or LHC has deviated
in a statistically significant manner from the SM expectation, see Section 8.

Future Run II data, the High Luminosity phase of the LHC, and future facilities will offer
more precise experimental results on pole observables, and S matrix elements that receive
contributions from hhh, hhhh, hV V , V V V . These off-shell vertices have a non-trivial relation
to LHC observables, with other possible deviations simultaneously present at each order in
the EFT expansions in vertex corrections. When studying these processes, two expansions

55This operator violates explicitly the custodial symmetry group (SUc(2)) Therefore it may be suppressed
in scenarios where this symmetry is broken only through standard effects (non-homogeneous Yukawas and
g′ 6= 0).
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are present {v2/Λ2, p2/Λ2} where p2 stands for a general kinematic invariant, and in general
p2/Λ2 → 1 in the tail of a distribution.

It is an unsolved problem to develop a method for consistent SMEFT/HEFT analysis of
the tails of kinematic distributions and to project the global constraints of each EFT into
these distributions.56 Defining the interference of the SM for an observable O with a tail
expansion parameter factored out with HEFT or SMEFT as 〈〉O, to distinguish these theories
and conclude that the SMEFT cannot accommodate a discovered deviation from the SM,
while the HEFT can accommodate such a deviation, requires

∆〈L6 − (L0 + ∆L)〉O
p2

Λ2
> 〈L8〉O

(p2)2

Λ4
. (5.48)

Due to the large multiplicity of operators appearing in the SMEFT expansion at L8 [225–
228], examining the distinguishability of these theories in the limit p2/Λ2 . 1 (as opposed to
p2/Λ2 << 1) is difficult. An additional challenge is the suppression of the interference terms
due to L6 in several tail observables of this form following from the Helicity non-interference
arguments of Ref. [357–361]. It remains to be conclusively shown if HEFT and SMEFT can be
functionally distinguished in the tails of distributions. Determining the global constraints on
these theories from the LEP and LHC data sets is an essential step to examine this question
quantitatively.

6 Power counting

The SMEFT and the HEFT are constructed out of an infinite series of operators based on a
separation of scales. It is required that these theoretical descriptions are consistent, and they
are of interest if they are predictive. For this reason, it is important to establish:

• How a Lagrangian term scales in a consistent manner with the dimensionful quantities
in the theory, i.e. the normalization of terms.

• A prescription for ordering such invariants within the EFT expansion to estimate the
relative physical impact of any given Lagrangian term on a measurement, so that the
approximate theoretical precision of the EFT can be well defined.

The procedure of establishing the consistent scaling/ordering of the terms in the Lagrangian
is usually called “power counting”. There is a canonical interpretation of this concept that
runs through Refs. [18, 22–24, 49, 56, 80, 241, 362–364] and many other works. We adopt
this interpretation in this review. A different usage of “power counting” also exists in the
literature, as we stress below.

56For recent results aimed at this problem, see Refs. [61, 353–358].

– 58 –



6.1 Counting rules for the SMEFT

The SMEFT is built out of the SM fields and couplings that have the well defined canonical
mass dimensions [..]. Defining the total mass dimensions of the [LSM ] = d, then

[ψ] =
d− 1

2
, [Yi] =

4− d
2

, [V ] =
d− 2

2
, [gi] =

4− d
2

, [H] =
d− 2

2
, [λ] = 4− d.

(6.1)

A power counting in canonical mass dimension leads to an operator built out of field insertions
with total mass dimension dmultiplied by a factor Λ4−d. According to its canonical dimension,
operators with d ≤ 4 (the SM Lagrangian) are leading terms (LT), operators with d = 6 are
next-to-leading terms (NLT) in the SMEFT and so on. This power counting rule is an ordering
and normalization statement on the EFT.

For the EFT to be predictive it is also required that the expansion parameters are per-
turbative

Ci v
2/Λ2 < 1, Ci p

2/Λ2 < 1. (6.2)

The accompanying Wilson coefficients are UV dependent. This condition translates into a
condition on the UV completion by insisting that the IR EFT construction is predictive. A
power counting in Naive Mass Dimension allows an estimate of the neglected higher order
terms in a calculation by varying the unknown Cdi v

d−4/Λd−4, Cdi |p|d−4/Λd−4 over a declared
range of values, allowing an interpretation of the data in the SMEFT.

6.1.1 NDA counting

One can determine a consistent set of power counting rules that are a property of the SMEFT
(and other field theories) that are distinct from just using the canonical mass dimension
estimate. This alternative approach is known as Naive Dimensional Analysis (NDA) [330].
NDA normalization has a physical intuition underlying it. One can determine the generation
of operators Qi from operators Qj using topological relations due to the full set of connected
diagrams in the EFT. Applying this idea to the SMEFT, one can assume roughly homogeneous
matching Ci ∼ Cj for operators in L6, and demand that parameter tuning is avoided. Then
one expects |Ci| & |∆Ci| where |∆Ci| is the absolute value of the induced Wilson coefficient
for Ci due to

∫
LSM × Cj Qj from the allowed connected diagrams.

The generalized version of NDA [18] of this form, which builds upon the work in Refs. [49,
330, 362–365] gives a normalization of Lagrangian terms as

Λ4

16π2

(
∂µ
Λ

)D (4πVµ
Λ

)A( 4πψ

Λ3/2

)F (4πH

Λ

)S ( g
4π

)Ng ( y
4π

)Ny ( λ

16π2

)Nλ
, (6.3)

for an interaction term with D derivatives, A gauge fields, F fermion insertions and S scalar
fields, accompanied by Ng gauge coupling constants, Ny Yukawas and Nλ quartic scalar cou-
plings.
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NDA was first determined in the context of the chiral quark [330] model, but its ap-
proach has been successfully applied to many other EFT descriptions. This is because it is
a consistency condition on a EFT construction. NDA does not change the Lagrangian. It
makes manifest an ordering of the Wilson coefficients that corresponds to a lack of tuning of
parameters, consistent with its assumptions in the EFT. This normalization is a property of
the EFT and the EOM generated by varying the action of the EFT (see Section 5.1.1) obeys
this power counting as a result.

NDA supplies a reasonable estimate of the normalization of a Lagrangian term, which
still multiplies an unknown Wilson coefficient. Eq. 6.3 characterizes the scales in a UV sector
as ∼ Λ. If a distinct set of scales exists in matching onto a UV sector, this can lead to the
Wilson coefficients having to differ significantly if a NDA normalization is used. Applying a
NDA normalization to global fits in the SMEFT the Wilson coefficients should be treated as
free parameters for this reason.

6.1.2 UV matching scenarios

A distinct approach to ordering parameters in the Lagrangian also goes under the name power
counting in the literature. To clarify this difference we will refer to this approach as “Meta-
matching”. The idea is to make more assumptions on the UV sector, that leads to broad
conditions on the Wilson coefficients. The difficulty is in making UV assumptions in a well
defined, precise, and consistent manner. Meta-matching is closely related to power counting
in that it defines a normalization of Lagrangian terms in the EFT, this is why it is also referred
to as power counting in some literature. It is also a distinct UV assumption heavy approach
that blurs the strict separation of scales defining an EFT construction. Despite this, it can
still be a useful tool.

Topological tree/loop Meta-matching: The most commonly used version of Meta-
matching is the “tree-loop” classification scheme of Artz, Einhorn and Wudka [232, 366].
The idea is to study topologically all of the field content of weakly coupled renormalizable
models that can couple at tree level to the SM states exhaustively, and to determine which
L6 operators can be generated at tree level in matching to a basis. For the Warsaw basis, the
operators classified as “tree” in this manner for L6 are those in Classes {2, 3, 5, 7, 8} in Table
1. As the operators in Classes {1, 4, 6} contain field strengths, this classification scheme could
have been misunderstood as being related to a “minimal coupling” condition in matching
results. Artz, Einhorn and Wudka [232] do not assert this.57 The analysis in Ref. [232]
discussed the possibility of kinetic mixing of the form Vµ νF

µ ν , for F a beyond the SM U(1)

vector boson only briefly. This interaction is redundant, so this does not limit the conclusions
of Ref. [232].

This scheme is an assertion of UV assumptions, not a consistency condition of the EFT,
which is the point of NDA. The results of Ref. [232] are limited to weakly coupled and renor-
malizable UV scenarios, they do not apply if the UV contains an EFT or a strongly interacting

57For further discussion on minimal coupling, see Refs. [55, 57].
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theory [57]. The classification scheme of Ref. [232] also cannot capture the low energy effects
of the multi-pole expansion discussed in Section 3.2. Furthermore, L6 operators equated by
the EOM have Wilson coefficients that differ in this scheme, which can cause some confusion.
An example is given in the EOM operator relation

PHB =
1

2
g2

1yHQH� + 2g2
1yHQHD −

1

2
yHg

2
1QHB −

1

4
g1g2QHWB,

+
1

2
g2

1

[
ylQ

(1)
Hl
tt

+ yeQHe
tt

+ yqQ
(1)
Hq
tt

+ yuQHu
tt

+ ydQHd
tt

]
. (6.4)

Here the Wilson coefficients of the operators QHB, QHWB are considered to be “loop level”,
and the remaining operators are considered to have Wilson coefficients that are tree level
in this scheme. Recall that the operator forms are equated as a result of the freedom to
redefine the SM fields by O(1/Λ2) corrections without changing the S matrix. It is important
to understand the distinction between such IR relations that are statements of consistency
conditions in the SMEFT (in this case the freedom to change variables in a path integral
without physical effect) and the UV assumptions that can break the corresponding relations
that follow between Wilson coefficients. Unfortunately, this distinction is frequently lost in the
literature where references to “tree” and “loop” operators abound, which blurs the distinction
between the IR operators and the UV matching coefficients that follows from the separation
of scales defining the EFT.

One scale, one coupling Meta-matching: It was observed in Ref. [367] that the NDA
results of Ref. [330] could follow from the assumption of NDA being respected by QCD as an
assumed high energy theory, and then considered to be matched to χPT with g3 ' 4π. This
point was not stressed, as it is well known that when QCD is strongly interacting a useful
EFT description transitions to χPT treated as a bottom up EFT, as an essential singularity
is present. In the case of QCD with mq → 0, the beta function leads to the relation(

Λqcd
µ

)b0
= e−8π2/[~ g2

3(µ)] , (6.5)

with the factors of ~ explicit [368, 369]. Λqcd is not due to summing the g2
3 expansion to

all orders with a choice g3 ' 4π due to the essential singularity at g2
3~ = 0 in the g2

3 and ~
expansions. No useful perturbative matching can be performed in this limit.

Ref. [370] observed that if some of the vector resonances of χPT were considered lighter
than the remaining states, an alternate normalization of the Lagrangian terms of χPT under
this assumption could be constructed.

A highly influential version of Meta-matching was put forth in Ref. [237] based on arguing
these two observations hold in a useful manner for general scenarios of strongly interacting
physics with a light pseudo-Goldstone Higgs. The modern version of the Lagrangian normal-
ization for a composite sector that results [371] is given by

m4
?

g2
?

(
∂

m?

)A(g?Π
m?

)B (g?σ
m?

)C ( g?Ψ

m
3/2
?

)D
. (6.6)
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Here the σ model scale is given by f = m?/g? wherem? and g? are the corresponding one scale
and one coupling assumed in the composite sector. The Ψ, Π and σ are assumed states in the
composite sector with the latter two associated with the σ model scale f . Further assuming
that g? < 4π one can (at least hypothetically) hope to avoid the equivalent challenge of an
essential singularity being present in perturbative expansions in the strong coupling limit,
and obtain a result consistent with the NDA result of Ref. [330] (with 4π replaced by g?),
assuming a matching onto the SM states making up L6. It is however necessary to stress that
the presence of an essential singularity in the strong coupling limit is the basic reason that any
such approach taking the g? → 4π (for example in Eq. 6.6) in a naive analytic continuation is
not expected to be useful or informative in general, and rather unwise on very basic grounds.
For a strongly coupled UV theory in general, there is no reason to expect such a simplistic
counting to hold for this reason, and also for the reasons discussed in Sections 3.2, 4.4.

As initially formulated in Ref. [237], this approach to Meta-matching had several other
essential inconsistencies, see discussion in Refs. [18, 55, 57, 61, 330, 365]. Alternative reasoning
[365, 371–373] has since been advanced to justify some of the results of Ref. [237] and other
assumptions of this work have been effectively abandoned [57, 61, 365].

Universal theories: An oblique, or universal theory assumption [261, 263, 374–377] is
another example of Meta-matching. This idea asserts that the dominant effects of physics
beyond the SM can be sequestered into modifying the two point functions of the gauge bosons
ΠWW,ZZ,γZ . The idea of oblique, or universal theories, is motivated out of past approaches
to EWPD, where the global S,T EWPD fit assumes that vertex corrections due to physics
beyond the SM are neglected - giving the “oblique" qualifier [378]. It is problematic that the
oblique, or universal, assumption is not field redefinition invariant,58 see Section 5.1.1.

Oblique, or universal, assumptions were tolerable in the 1990’s and early 2000’s as the
SM Higgs couples in a dominant fashion to ΠWW,ZZ when generating the mass of the W,Z
bosons, and has small couplings to the light fermions, satisfying the assumption in a particular
UV model that was not directly experimentally supported.

LHC results now indicate the W,Z bosons obtain their mass in a manner that is asso-
ciated with the Higgs-like scalar. Corrections to ΠWW,ZZ can be included for the SM, or
more generally [288] due to the discovered scalar. There is no strong theoretical support to
maintain an oblique, or universal, assumption to constrain the further perturbations due to
new physics scenarios in the SMEFT with EWPD. It is also unclear if this idea is even a con-
sistent theoretical concept. The reason is that a fully defined mechanism of dynamical mass
generation in a UV sector has never been demonstrated to be consistent with this assumption,
to define a consistent IR limit. Furthermore, assumed oblique, or universal, theories gener-
ate non-universal theories [283, 379] using the renormalization group to run the operators
matched onto from Λ→ m̂z. For these reasons, this assumption has largely been abandoned

58A corollary to the point that Lagrangian parameters are not physical (see Section 7) is that field redefi-
nitions cannot be used to satisfy defining physical conditions on the EFT, such as the oblique, or universal,
assumption. For discussion on this point see Ref. [283].
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in consistent SMEFT analyses in recent years.59

6.1.3 Meta-matching vs power counting

EFT formalizes the separation of scales in a problem so that Meta-matching assumptions are
avoidable. An analogy to the SM is useful. The SM predictions depend on the numerical values
of the gauge couplings {g1, g2, g3}. Different values of the gauge couplings in the SM lead to
different predictions of S matrix elements and relations between S matrix elements. The SM is
studied without invoking as necessary a reference to a grand unified theory (GUT) embedding,
even though such an embedding would form a UV boundary condition that dictates the values
of {g1, g2, g3} at lower scales. The same point holds in the SMEFT and HEFT, for different
values of the Wilson coefficients. It is largely a sterile and unproductive debate to dispute
assumptions about the size of {g1, g2, g3} or Ci. Measuring parameters is more productive.

Making Meta-matching assumptions in an EFT framework causes confusion and is the
source of much conflict in the literature. The separation of scales fundamental to the EFT
construction can be violated, the assumptions are frequently assigned to the IR operator
forms, not the UV dependent Wilson coefficients, and yet EFT language and concepts are
used. The conclusions derived are then not model independent EFT statements, although
they are usually argued to be “broadly applicable" conclusions as a subjective assertion.

On the other hand, due to the large number of parameters present in the HEFT and the
SMEFT the reduction in the parameter space seems required. We stress that it is universally
accepted to use the IR assumptions of experimentally motivated flavour symmetries being
present in the operator basis, which leads directly to a sufficient reduction in Wilson coefficient
parameters to enable a global constraint program.

At times extra assumptions are still employed which can lead to much stronger conclusions
studying the data. Such conclusions must be defined in a consistent IR limit of a UV sector
to be meaningful and, even if this is the case, are limited by model dependence. Such results
can be of great value if they are properly qualified and defined.

6.2 Counting rules for the chiral Lagrangians

Power counting in HEFT has also been intensely debated recently in Refs. [18, 364, 365, 382].
In HEFT, it is not possible to define an ordering criterion among the invariants that holds in
any kinematic regime. Furthermore, assumptions made on the size of the Wilson coefficients
can have significant phenomenological consequences. In this HEFT discussion, LT will indicate
L0 while NLT is ∆L.

6.2.1 χPT

The HEFT is a fusion of the SMEFT with χPT. These two EFTs follow different power
countings. One of the main applications of χPT is the description of the octet of light QCD
mesons (π0,±, K0,±, η) at E � ΛQCD. These particles are the Goldstone bosons of the

59For more discussion on the limitations of a universal theories assumption, see Refs. [380, 381].
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spontaneous breaking of the chiral symmetry SUL(3) × SUR(3) into the diagonal SUL+R(3)

and they are collectively described by the field

U = exp

(
2i

Φ

f

)
, Φ = φATA , (6.7)

that transforms as U 7→ LUR† under the chiral group. Here f is the meson decay constant60,
that satisfies the relation 4πf ≥ Λ, where Λ is the cutoff of the effective description [330].
Omitting the electromagnetic interactions, and in the limit of massless quarks, the leading
order Lagrangian is

L2 =
f2

4
Tr(∂µU

†∂µU), (6.8)

where the presence of f2 ensures canonical kinetic terms for the φA fields upon expanding the
exponential. Because the matrix U is adimensional, this EFT is organized as an expansion in
derivatives:

LχPT = L2 + L4 + L6 + . . . , (6.9)

where Ld contains invariants with d derivatives. This is Weinberg’s power counting approach,
which is supported by a renormalization argument [22]. The Lagrangian L2 contains an infinite
series in powers of the meson fields φA. The counterterms required to reabsorb the one-loop
divergences appearing at this level correspond to interaction terms with four derivatives. This
can be seen with a topological analysis: an amplitude with L loops and containing Nd vertices
with d derivatives must scale with D powers of momentum, where [22]

D = 2L+ 2 +
∑
d

(d− 2)Nd . (6.10)

Computing at one loop (L = 1) with d = 2 vertices gives only amplitudes with D = 4, i.e. four
derivatives. Computing at two loops with L2 or at one loop with one insertion of a 4-derivative
interaction plus an arbitrary number of d = 2 vertices, gives instead 4-derivative terms and
so on. This is in contrast with the SMEFT case, where loops containing one insertion of a
d-dimensional operators generates divergences of order ≤ d.61 Eq. 6.10 implies that χPT is
renormalizable at fixed order in the momentum expansion, which provides a solid iterative
method for organizing the effective series: each order of the EFT must contain at least all the
operators that are required as counterterms for the one-loop renormalization of the preceding
order.

An alternative counting prescription for χPT is that of NDA [330]. This provides a rule
for establishing the normalization of a given operator and it is constructed so that the scaling
assigned to a given invariant is independent of the loop order at which it is generated in the

60At this level all the eight mesons are degenerate and share the same decay constant. The inclusion of
higher-order terms breaks the SUL+R(3) symmetry leading to the splitting fπ ' 93 MeV, fK ' 113 MeV.

61See Ref. [135] for the complete set of these terms.
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EFT. Restricted to our simple case, it states that the overall coefficient of a generic interaction
with D derivatives and S pion fields is estimated by the formula

f2Λ2

(
∂µ
Λ

)D (φ
f

)S
. (6.11)

This rule assigns the correct coefficient f2 to the Goldstones kinetic term (Eq. 6.8). The
suppression in powers of Λ assigned by the NDA rule is equivalent to the derivative counting.
In the NDA notation, the χPT Lagrangian can be written

LχPT =
f2

4

(
Tr(∂µU

†∂µU) +
1

Λ2
L4 +

1

Λ4
L6 + . . .

)
. (6.12)

Requiring that operators with 4 derivatives must be weighted by a factor at least as large as
a loop suppression one obtains the constraint f2/Λ2 ≥ 1/(4π)2, i.e. Λ ≤ 4πf .

χPT without electromagnetic interactions and in the limit of vanishing quark masses, is
a simple example, in which the three counting methods (derivative, loops, NDA) all lead to
the same result. The scenario becomes more complicated as soon as dimensionful quantities
or fields, such as photons or mass terms, are incorporated in the EFT. The explicit chiral
symmetry breaking term

Lχ =
f2

4
Tr(U †χ+ χ†U) , (6.13)

has χ as a quantity proportional to the quarks masses χ ∼ diag(Mu,Md,Ms) that transforms
as χ → LχR†. The derivative counting can be extended to this object assuming that, being
dimensionful, χ shall scale as p. In this way the expansion in p/Λ is formally maintained,
but upgraded to the nomenclature of “chiral dimension”, which counts both the number of
derivatives and χ insertions. The term Lχ has chiral dimension 2 and therefore is a leading
term, that should be included in L2.

The scaling χ ∼ p is formal and represents an approximation valid only in the regime
p ' Mπ,K . The chiral dimension gives a correct estimate of the impact of a given operator
only for processes with on-shell mesons, while it loses physical meaning as one moves outside
this kinematic regime. This is because the relative importance of two given operators (such as
the kinetic term and Lχ) can be different in S matrix elements measured at distinct energies.

6.2.2 HEFT counting

HEFT is complex as an EFT due to the simultaneous presence of a scalar sector embedded
in a χPT-like construction and of fermions and longitudinal gauge bosons, whose interactions
are organized according to their canonical dimension.

Following the two-step procedure of power counting presented at the beginning of this sec-
tion, one first has to address the question of assigning weights to each Lagrangian term. This
can be done in a self-consistent EFT approach adopting the generalized version of NDA [18],
which builds upon the work in Refs. [49, 330, 362–365]. For the HEFT case, this modern NDA
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assigns the scaling

Λ4

16π2

(
∂µ
Λ

)D (4πAµ
Λ

)A( 4πψ

Λ3/2

)F (4πφ

Λ

)S ( g
4π

)Ng ( y
4π

)Ny
, (6.14)

to an interaction with D derivatives, A gauge fields, F fermion insertions and S scalar fields
(either the Goldstones or the physical Higgs), accompanied by Ng gauge coupling constants
and Ny Yukawas.

Determining the scaling of a given term does not ensure the existence of a unique ordering
of effects in the EFT that holds at any energy regime and that is also independent of any
UV assumptions. There are several different elements that coexist in the HEFT: one may
choose to organize the expansion in loops, i.e. according to the requirement of an order by
order renormalization, or rather to order the operators by their number of derivatives, chiral
dimensions, inverse powers of Λ or of 4π. These rules are not generally consistent with each
other and they all operate simultaneously. Such a choice can be made upon restricting to
a particular kinematic regime or assuming a particular class of UV completions. It is not
possible, to our knowledge, to select one of these elements as the unique dominating rationale
to order terms in importance for all S matrix elements within the predictive regime of validity
of this EFT, and for all possible values of the Wilson coefficients.

To see the contradictions that may emerge between different countings, consider the op-
erator εIJKW I

µνW
JνρWKµ

ρ . This term is not required to reabsorb one-loop divergences of L0

and it has chiral dimension 6, so it is a NNLT according to Weinberg’s counting (L6 in the χPT
series).62 It may be argued that, containing only transverse gauge fields, this operator should
not follow the chiral counting, but rather the SMEFT classification, that sets it as a NLT. An
alternative observation is that as this operator contains two derivatives more than the gauge
kinetic term, which belongs to L0, this operator can be a NLT even in a chiral approach.
Finally, NDA assigns to this term a coefficient 4π/Λ2, which has both a (4π) enhancement
and a Λ2 suppression. The different counting rules give contradictory estimates in this case
because each rule stems from a different assumption. Depending on both the kinematic regime
of interest and particular values of Wilson coefficients considered, any one of these arguments
may drive the organization of the EFT: for instance in the limit p/Λ � v/Λ the derivative
expansion dominates over other criteria, but this is not the case in general.

It is necessary, whatever power counting is followed, that inconsistencies in the theory are
avoided. Classifying as NLT the operators appearing as counterterms for the renormalization
of L0 is required. Even within this category, the physical impact of the invariants can be
different and dependent on the kinematic regime to which the HEFT is applied. Two such
structures are for instance Q̄LVµV

µUQR and (Q̄LUQR)2. The former has one fermionic
current and two derivatives, that correspond to gauge bosons insertions in unitary gauge, the
latter is a four-fermion operator. The NDA weight for the single-current term is 1/Λ, and

62This is the case both with the classical notion of chiral dimension in χPT, defined in the previous para-
graphs, and with the chiral dimension generalized to the HEFT case, defined in Ref. [364]. Note that the latter
requires the definition of the operator to include a factor g3

2 .

– 66 –



the one for the four-fermion term is (4π)2/Λ2. So the two can have a comparable impact in a
specific kinematic region, but this isn’t the case in general for all possible S matrix elements.

There are many intrinsic challenges to a systematic classification of HEFT operators into
well defined orders. Some of those are present in L0 where one can select whether couplings
of the physical Higgs to the gauge kinetic terms should be included in L0 or not. The choice
made in Eq. 5.45 to define these terms as NLT is phenomenologically sound, but it requires
a specific assumption that the transverse gauge fields not being directly coupled to the scalar
sector in the UV, leading to a suppressed Wilson coefficient. Once the leading Lagrangian is
fixed, the next order ∆L can be identified following:

• All terms required for the one-loop renormalization on L0 must be included in ∆L. To
this end, the one-loop renormalization of the scalar sector of the HEFT has been worked
out in Refs. [248, 297, 351, 383–385]. These results build upon previous results obtained
in the absence of the h degree of freedom [121, 122, 174, 386, 387].

• Structures that are not strictly required as counterterms, but that receive finite loop con-
tributions from L0 and/or have a similar field composition or NDA suppression as the
counterterms, should also be retained. An example corresponding to finite loops of L0

is dipole operators, that have the structure ψ̄LσµνUψRXµν . An example of inclusion by
similarity in the field composition are four-fermion operators with vector/axial currents
(schematically ψ̄γµψ ψ̄′γµψ′), which are included by analogy with the four-fermion op-
erators with scalar currents (ψ̄LUψR ψ̄

′
LUψ′R) that are required for the renormalization

of L0.

• Operator categories that are classified as NLT in at least one of the counting principles
described above should be included, e.g. the term εIJKW

I
µνW

JνρWKµ
ρ . This point

ensures that all the operators that can be relevant in at least one specific scenario are
included, preserving the generality of the HEFT description.

• The set of operators that form the ∆L basis should close under the use of the EOMs.

These rules lead to the construction of the bases of Refs. [292, 302]. The characterization of
higher orders in the HEFT expansion poses further difficulties due to the mismatch among
the expansions in different parameters.

7 The S-matrix, Lagrangian parameters and measurements

Subtleties that can complicate the interpretation of experimental data in EFTs are clarified
by a clear definition of S matrix elements and their distinction from Lagrangian parameters.
In this section we review these two concepts for later use and emphasize the distinctions
between them and their relation to measurements. The aim of this section is to discuss the
physical nature of S matrix elements, the unphysical nature of Lagrangian terms, and to then
build up to how the pseudo-observable concept is introduced to attempt to bridge between
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full fledged S matrix elements and common gauge invariant quantities that appear in many
measurements.

7.1 S-matrix elements

Consider a set of interpolating spin-{0, 1/2, 1} fields, that are representations of SO+(3, 1),
which we denote schematically as θ = {φ, ψ, V µ}. These fields are used to construct asymp-
totic perturbative expansions that satisfy a set of global symmetries (G).63 We denote the
Lagrangian composed of θ, constructed to manifestly preserve G, as L(θ), and the sources of
the fields as Jθ. The generating functional W [Jθ] of the connected Green’s functions is then
defined as

eiW [Jθ] =

∫
Dθ exp

[
i

∫
d4x (L(θ) + θ Jθ)

]
. (7.1)

Here D is the measure of the functional integral. Functional differentiation of W [Jθ] with re-
spect to n fields then defines an n-point time ordered correlation function (or Green’s function)
between ground states (Ω) of the interacting theory

〈Ω|Tθ(x1) θ(x2) · · · θ(xn)|Ω〉 = (−i)n δnW

δJθ(x1) · · · δJθ(xn)
. (7.2)

The LSZ reduction formula [388] defines the n-point S matrix elements related to these cor-
relation functions as

a∏
1

∫
d4xi e

ipi·xi
b∏
1

∫
d4yi e

iki·yi〈Ω|Tθ(x1) θ(x2) · · · θ(xa)θ(y1) θ(y2) · · · θ(yb)|Ω〉,

'
(

a∏
i=1

i
√
Zi

p2
i −m2

i + iε

) b∏
j=1

i
√
Zj

k2
j −m2

j + iε

 〈p1 · · · pa|S|k1 · · · kb〉. (7.3)

Here n = a+ b, and pi,kj are four momenta associated via the Fourier transform of each field,
which is also associated with a mass term mi,j and renormalization factor Zi,j . The ' is due
to the requirement to isolate each single particle pole experimentally so that each p0

i → Epi ,
k0
j → Ekj when treating the particles as asymptotic states.

S matrix elements, unlike Lagrangian parameters, directly define the measurable quanti-
ties in the theory: the scattering and decay observables.64 S matrix elements conserve overall
four momentum and are unitary. The decomposition of an S matrix element into an Lorentz
invariant amplitudeM is given as

〈p1 · · · pa|S|k1 · · · kb〉 = I + i (2π)4 δ4(pi − kj)
M√

2Ei
√

2Ej
, (7.4)

63The global symmetry is emphasized as the local gauge redundancy does not lead to relations between S
matrix elements. Gauging a symmetry does not give any additional conserved charges (and corresponding S
matrix relationships) beyond those of the corresponding global symmetry, see Refs. [55, 57] for discussion.

64The S matrix was first introduced in Ref. [389].
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with implicit sum over i, j. For most scattering observables, 2→ n processes are sufficient to
consider, which are given as

dσ =
(2π)4|M|2

4
√

(p1 · p2)2 −m2
1m

2
2

δ4(p1 + p2 −
∑
j

kj)

n∏
j=1

d3kj
(2π)3Ej

. (7.5)

Similarly, particle decays of an initial state with momentum (P ) and mass (M) into
∑

j kj
final states are given by

dΓ =
(2π)4

2M
|M|2 δ4(P −

∑
j

kj)

n∏
j=1

d3kj
(2π)3Ej

. (7.6)

Measured event rates correspond to dσ or dΓ integrated over a measured phase space volume.
Such phase space integrations can be highly non-trivial, see Refs. [390, 391] for excellent discus-
sions on overcoming this technical hurdle. The relation between the differential scattering and
decay observables and S matrix elements is direct. Intuitively, changing field variables on the
path integral defining the generating functional in Eq. 7.1 can be expected to have no physical
effect on the S matrix elements derived from it, as the field variables are essentially dummy
variables used to define the G preserving perturbative expansions of the correlation functions
in the path integral formulation of the QFT. This intuition is correct, and not violated by
quantum corrections. Such variable changes do modify the Lagrangian terms and the source
terms in a correlated manner, which can be used to arrange the Lagrangian into a particular
form. This understanding of field redefinitions is formalized in what is known as the Equiv-
alence theorem [255], which is a precise formulation of the invariance of S matrix elements
under G preserving field redefinitions for renormalized quantities. See Refs. [23, 241, 392–397]
for related discussion. These formal developments are all focused on gauge independent, and
G preserving, field redefinitions.

7.2 Lagrangian parameters

Unlike S matrix elements, individual Lagrangian terms are not invariant under field redefi-
nitions [23, 241, 255–257, 392–397]. Lagrangian parameters are neither directly, nor trivially
related to S matrix elements, or measured observables. In modern times this understanding
has been advanced to a level where efforts are underway to avoid Lagrangian formulations
completely in highly symmetric field theories.65

Several historical examples of the equivalence of Lagrangians of a distinct interaction and
field variable form indicate that a particular interaction term in a Lagrangian should not
be mistaken for a physical S matrix element. The famous equivalence of the Thirring [399]
and sine-Gordon models under bosonization proven by Coleman [400] (see also Ref. [401])
illustrates the equivalence of a particular quantum theory with purely interacting fermions
and bosons in each case. The Lagrangians are given by

LT = ψ̄(i/d−m)ψ − g

2
(ψ̄γµψ)2, LsG =

1

2
∂µφ∂µφ+

α

β2
cos(βφ). (7.7)

65See Refs. [309, 398] for discussion on this approach.
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The couplings are identified as β2/4π = 1/(1 + g/π). These Lagrangians describe the same
physics despite the drastically different field content and interaction terms [400].

The practical consequences of Lagrangian terms being distinct from physical S matrix
elements is drastically different in the SM and in the SMEFT/HEFT field theories. In the
case of an operator basis choice in the SMEFT or HEFT, the general non-physical nature of
individual Lagrangian terms manifests itself in the freedom to pick different sets of Lagrangian
terms to represent the same physics. This occurs via (1/Λ2) small field redefinitions in the
SMEFT66 and the EOM play an essential role in equating Lagrangian terms that are naively
distinct.

In the SM, Λ → ∞, so there is no direct equivalent of these small field redefinitions.
The same point on the nature of Lagrangian terms is made by the use of auxiliary fields.
When performing gauge fixing, the BRST formalism [402, 403] introduces the non-propagating
Lautrup-Nakanishi [404, 405] auxiliary field Ba into a non-abelian Lagrangian as

LBRST = −1

4
Fµ νa F aµ ν + ψ̄(i /D −m)ψ +

ξ

2
(Ba)2 +Ba∂µAaµ + c̄(−∂µDac

µ )cc. (7.8)

Performing the Gaussian functional integral over the Ba field variable returns

LFP = −1

4
Fµ νa F aµ ν + ψ̄(i /D −m)ψ − 1

2 ξ

(
∂µAaµ

)2
+ c̄(−∂µDac

µ )cc. (7.9)

The two Lagrangians give equivalent S matrix elements despite having a distinct form and
naively differing field variables. Another example is supplied by the Hubbard–Stratonovich
transformation [406, 407] where a non-dynamical scalar field is “integrated in”. In this case
the curvature R2 action of a gravitational theory (i.e. Starobinsky inflation [408])

Linf =
√
ĝ

[
−
M2
p

2
R̂+ ζR̂2

]
, (7.10)

is equivalent to the transformed Lagrangian with the auxiliary scalar field

L′inf =
√
ĝ

[
−
M2
p

2
R̂− 2αΦ2 R̂− Φ4

]
. (7.11)

This can be seen by performing a Gaussian functional integral with ζ = α2. Performing
the Gaussian integrals modifies the field variables to a reduced (less redundant) set that still
produce the same S matrix. In these cases the auxiliary field variables are non-propagating
and do not have Fock spaces associated with them. So the difference in the Lagrangians is a
vanishing difference for the external states labeling S matrix elements. This is the analogy to
the vanishing of the difference between operators equivalent by use of the on-shell EOM (as
in Eq. 5.29) essential to choosing an operator basis in the EFT.67

66Again, only those that are gauge independent.
67We stress that the point here is on the non-physical nature of Lagrangian parameters in general not that

field redefinitions leave the Lagrangian alone invariant. In general this is not the case as discussed in Section
7.1.
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The fact that Lagrangian parameters are not physical quantities is not changed when
working with mass eigenstate fields, or unitary gauge, in any way.

7.3 Scattering measurements and renormalizable/non-renormalizable theories

The distinction between Lagrangian terms and S matrix elements is crucial in the SMEFT
and HEFT. It is also the case that using naive physical intuition to assign SM Lagrangian
terms a naive physical meaning classically, although formally incorrect, is a reasonable rough
approximation for a subset of parameters in the SM. Essentially the naive physical intuition
at work is accidentally supported by the renormalizable nature of the SM Lagrangian, the
small perturbative corrections in the EW sector of the SM, and the related fact that the SM
unstable states have small widths compared to their masses. We discuss each of these points
in turn and compare the differences that appear when extending SM studies to the SMEFT
and HEFT.

7.3.1 The SM case

Extracting the SM Lagrangian parameters {v, g1, g2, g3, Yi} from measurements of S matrix
elements at tree level in the SM is generally done in the presence of significant experimental
correlations and a degeneracy of parameters present in the mapping to the Lagrangian. This
degeneracy is first an issue at the level of perturbative and non-perturbative corrections to
the Lagrangian due to a quirk of renormalizable theories. In the renormalizable SM on-shell
vertices are unique in the interaction Lagrangian, and off-shell gauge coupling vertices are
related by global symmetries to on-shell coupling parameters. This is no longer trivially the
case when one transitions to EFT extensions of the SM.

An unusual case of a Lagrangian parameter extraction in the SM, is the extraction of
v from µ− → e− + ν̄e + νµ. The physics at work is due to the SM being a weakly coupled
renormalizable theory describing a Higgsing of SUL(2)×UY(1)→ U(1)em, in conjunction with
neutrinos being weakly interacting particles. Extracting v in the SM is unusual as it can be
extracted from a ψ̄L ψL → ψ̄L ψL process at low energies where an effective Lagrangian of the
form

LGF = −4GF√
2
Vij V

?
kl(ψ̄iγ

µPLψj)(ψ̄kγ
µPLψl),

4GF√
2

=
g2

2

2M2
w

=
2

v2
. (7.12)

is used.68 Here Vij is the CKM or PMNS-matrix in the case of quarks or leptons. The gauge
coupling g2 cancels as a direct consequence that the SM has a Higgs mechanism generating the
gauge boson masses. This cancellation is not generic in EFTs but is a rather unique result of
the SM. Furthermore, as individual asymptotic eigenstates of neutrinos are not experimentally
identified in this decay process, practical measurements of µ− → e− + ν̄e + νµ sum over all

68Remarkably, interest in Fermi theory has been acute in recent years in the literature, see Refs. [18, 373, 409].
Our discussion is most consistent with Refs. [18, 409] due to the important role that the CKM and PMNS-
matrix plays, and the standard understanding of EFT adopted in this review.
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neutrino species. Unitarity of the PMNS-matrix then leads to a direct extraction of v from
this decay, which is another unique feature in extracting v from µ− → e− + ν̄e + νµ.

Subsequently when using the input parameter set {ĜF , M̂W , M̂Z} mapping these mea-
sured quantities to the Lagrangian parameters g1, g2 can be done with a mZ pole scan as
performed at LEP [410], and a study of transverse W mass variables as performed at the
Tevatron [391, 411, 412] or similar studies that have begun at LHC [413]. This set of La-
grangian parameter extractions is afflicted with significant experimental correlations.

• In the case of the extraction of m̂Z at LEP, despite the presence of a resonance peak, the
Lagrangian parameters are extracted from a fit that simultaneously defines the pseudo-
observables {m̂Z ,ΓZ , σ

0
had, R

0
e, R

0
µ, R

0
τ} [410]. See Section 8.

• In the case of m̂W , due the calibration of the electromagnetic calorimeter to Z decays, the
experimental extraction is effectively an extraction of the ratio m̂W /m̂Z [391, 411, 412].

These extractions of Lagrangian parameters from S matrix elements take place in the pertur-
bative expansion of the EW theory. The precision of these measurements require that higher
order corrections be included. It is only because the EW interactions are perturbative with
typical leading loop corrections . O(1%) that the resulting parameter degeneracy introduced
leads to small perturbations of the highly correlated central values extracted in a naive tree
level analysis of {v, g1, g2}.

If an input set of the form {ĜF , α̂ew, M̂Z} is used then the challenge of parameter degen-
eracy also appears due to the requirement to run the extracted Lagrangian parameter α̂ew
through the hadronic resonance region. Using an input parameter α̂ew actually corresponds
to a simultaneous input set of {α̂ew,∇α} as extractions of α̂ew are dominated by q2 → 0

measurements determined by probing the Coulomb potential of a charged particle. The low
scale measurement extracts this parameter with the mapping to the two point functions Πab

−i
[

4π α̂(q2)

q2

]
q2→0

≡ −i ē0

q2

[
1 + Re

ΣAA(m2
Z)

m2
Z

−∇α
]
. (7.13)

The finite terms in the low scale matching that are the largest effect are due to the vacuum
polarization of the photon in the q2 → 0 limit. This unknown term is given by the last two
terms on the right hand side of Eq. 7.13, with the notation

∇α =

[
ReΣAA(m2

Z)

m2
Z

−
[

ΣAA(q2)

q2

]
q2→0

]
. (7.14)

This quantity parameterizes contributions to the two point function that have to be simul-
taneously determined to define α̂ew. For further discussion see Refs. [391, 414–418]. The
uncertainty on ∇α due to this parameter degeneracy completely dominates the uncertainty
on α̂ew when it is used in LHC applications.

The requirement of simultaneous extractions and highly correlated Lagrangian parameters
from S matrix elements in conjunction with other non-perturbative unknown parameters also
returns in the cases of {g3, Yi}:
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• Extractions of g3 from studies of e+e− event shapes simultaneously extract αs and the
leading non-perturbative parameter from thrust distributions [419–421]. Similarly the
extraction of g3 from the event shape C parameter is a simultaneous extraction of αs
and a leading non-perturbative parameter [422–424].

• The extraction of mb from inclusive B̄ → Xcν̄` decays using HQET is a simultaneous
extraction of m̂b and the leading non-perturbative corrections [425].

• The extraction of light quark masses {m̂u, m̂d, m̂s, m̂c} using Lattice QCD occurs with
a simultaneous lattice cut-off parameter and is related to MS masses in perturbation
theory [391]. The same point holds for extractions of m̂c [426]. Precise extractions of
quark mass parameters {m̂u, m̂d, m̂s} in χPT are extractions of quark mass ratios [391],
not single Lagrangian terms.

Degeneracy and correlations in the space of Lagrangian parameters that are extracted from
S matrix elements is essentially unavoidable. This is a reflection of the fact that Lagrangian
parameters are not physical. This remains the case despite a protection of the SM against
parameter degeneracy due to the nature of the Higgs mechanism in the SMEFT. As 〈H†H〉 =

v2/2, interaction terms that differ by dimension d = 2 can lead to a degenerate interaction term
of the remaining fields when expanding around the vacuum expectation value. As LSM has d ≤
4 this degeneracy is avoided in the SM, as an accidental simplification due to renormalizability.

7.3.2 The EFT case

The challenge of correlations and parameter degeneracy in relating Lagrangian terms to S
matrix elements is serious in the SM, and this challenge is even more acute in EFTs. The
new parameters introduced in the Taylor series defining the EFTs are local (see Eq. 4.3), and
several parameters appear simultaneously in the power counting expansions. The presence of
a Higgsed phase in an EFT now acts to increase parameter degeneracy.

Examining the field redefinition freedom that exists in defining a L6 basis further rein-
forces the gap between the S matrix elements and the EFT parameters. Generally, when
constructing a L6 basis, a version of an on-shell effective field theory is constructed [26, 241].
In this approach derivative terms are systematically removed (if possible) and kinetic terms
are canonically normalized. This shifts EFT corrections to vertices, which increases parameter
degeneracy in how L6 corrections modify SM predictions. The natural expectation is a highly
correlated fit space, and this is indeed frequently found [89, 251, 427–431].69

To expand on the example in the previous section in the context of an EFT extension
of the SM, the generic conclusion is that the fit spaces of Lagrangian parameters are even
more correlated. The accidental nature of the extraction of v in the SM now projects onto a
three-fold Lagrangian parameter degeneracy in the U(3)5 limit as

LGF ≡ −
4GF√

2
(ν̄µ γ

µPLµ) (ē γµPLνe) , −4GF√
2

= − 2

v̄2
T

− 4 ĜF δGF , (7.15)

69See also Refs. [432–436].
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where the leading order shift result is [204, 429]

δGF = − 1

4 ĜF

(
C ll
µeeµ

+ C ll
eµµe

)
+

1

2 ĜF

(
C

(3)
Hl
ee

+ C
(3)
Hl
µµ

)
. (7.16)

Using a {α̂ew, m̂Z , ĜF } input parameter set one finds the results listed in the Appendix for
Z,W vertex terms in the SMEFT. The Wilson coefficients that now appear simultaneously in
L6 in ψ̄ψ → ψ̄ψ scattering in the SMEFT (in addition to the SM couplings) are70

C̃i ≡
v̄2
T

Λ2
{CHe, CHu, CHd, C(1)

Hl , C
(3)
Hl , C

(1)
Hq, C

(3)
Hq, CHWB, CHD, Cll, C

′
ll}. (7.17)

Furthermore, beginning at L6, an EOM degeneracy appears between these parameters in
ψ̄ψ → ψ̄ψ and a subset of ψ̄ψ → (ψ̄ψ)n amplitudes due to 〈H†H〉 being dimension two, and the
SMEFT having a Higgs mechanism. See Section 8.1.4 for further discussion on this resulting
reparameterization invariance.71 Extracting {g3, m̂b} from lower energy data introduces an
even larger set of L6 parameters.

Highly correlated Wilson coefficient fit spaces are a central feature of the SMEFT. Even
mild assumptions about parameter correlations (or lack thereof) have a significant impact on
the constrained Wilson coefficient space as a result.

7.4 The idea of pseudo-observables

The previous sections can be summarized as: S matrix elements directly correspond to physical
observables, and Lagrangian parameters do not. Common Lagrangian parameters do feed into
many observables in a manner that is sometimes consistent with naive classical reasoning,
despite classical intuition being misplaced in a QFT. A common reason that this dichotomy
between formally correct field theory and naive classical reasoning persists for collider physics
studies is frequently the fact that the unstable states in the SM are narrow, i.e have the
property that Γ/m� 1.

The ratios of the widths (ΓV ) of the unstable V = {W,Z} bosons to their masses (mV )
are [391]

Γ̂Z
m̂Z

=
2.4952

91.1876
∼ 0.03,

Γ̂W
m̂W

=
2.085

80.385
∼ 0.03. (7.18)

The width of the Higgs is bounded (in the SM) to be [440–444]

Γ̂h
m̂h
.

0.013

125.09
∼ 10−4. (7.19)

70The U(3)5 limit used here treats the two flavour contractions (Cllδmn δop +C′llδmp δno)(l̄mγµln)(l̄oγ
µlp) as

independent [437].
71The first appearance of a bilinear in H outside the Higgs potential in the SM appears at dimension five,

see Eqn. 4.39. This Lagrangian term does not have a direct degeneracy with parameters already present up to
L4 in the SM, due to the interplay of the global symmetry structure of the SMEFT operator expansion with
operator dimension [438, 439].
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The constraint on the Higgs width is model dependent [445–447] and corresponds to a bound
on Γ̂h in conjunction with κg and κt. Assuming that the width of the Higgs is only perturbed
from its SM value in the SMEFT, one can expand in Γ̂h/m̂h.

Narrow widths effectively factorize a full amplitude contributing to an S matrix element
up into sub-blocks. Frequently, a naive classical intuition is also assigned to these sub-blocks,
at least in a tree level calculation.72 An unfortunate side effect of the highly correlated nature
of the Wilson coefficient space in SMEFT studies is that such factorizing up of observables
with the narrowness of the SM states, can break flat directions in the Wilson coefficient space
in an inconsistent manner, and bias conclusions by orders of magnitude [251, 431].

The phase space of the scattering events is populated in a manner that usually is domi-
nated by the impact of the narrow resonances, unless selection cuts are applied to remove all
resonant contributions. This remains true studying EFT extensions of the SM in colliders.
The narrowness of the SM states is actually fortunate for EFT studies at LHC, as while si-
multaneously avoiding the large non-resonant QCD backgrounds, EFT approaches can exploit
this fact and gain a significant benefit – so long as the exploitation of the narrow width effect
occurs in a well defined manner.

7.4.1 The naive narrow width expansion

The most naive attempt to use the narrowness of the SM states to expand is the naive
narrow width approximation. Consider an s-channel scattering ψ̄ψ → S(s)? → ψ̄ψ where
S = {h,W,Z}. Expanding around the limit ΓS/m → 0 is subtle. It corresponds to a
series around the kinematic point in the amplitude where some propagators vanish due to an
intermediate state going “on-shell” at p2 = m2. It is not a trivial expansion in the ΓS/m ratio
at the amplitude level, as this limit must be taken in the sense of a distribution over the phase
space.

Due to the Feynman propagator prescription [449, 450] defining the Green’s function
when intermediate states go on-shell corresponds to a discontinuity in the imaginary part of
the Feynman diagram. Cutkosky [451] developed formally the proof that the discontinuity
across a branch cut when a stable intermediate state goes on-shell in a Feynman diagram is
given by the replacement of the propagator

dp2

p2 −m2 + i ε
→ −2π i δ(p2 −m2) dp2. (7.20)

This approach can be extended to the case where the intermediate state is unstable, leading
to a generalization of the optical theorem. The most naive version of the resulting reasoning
is the narrow width approximation. Define the particle mass by the condition

m2 −m2
0 − Re Σ(m2

0) = 0, (7.21)

where m0 is the bare mass parameter. The propagator pole is then shifted off of the real axis
if the intermediate state decays, in a manner that approximates a Breit-Wigner distribution

72See Ref. [448] for a discussion on the explicit and implicit assumptions in the narrow width approximation.

– 75 –



formula ∝ 1/(p2 − m2
0 + im0ΓS(p2)). If ΓS/m � 1, it can be approximated as a constant

ΓS(p2) ' ΓS for the phase space events populated by scattering through the resonance peak.
Then, in a distribution sense where the phase space is integrated over a sufficiently inclusive
region, the appearance of a propagator squared in a full cross section can be simplified. Shifting
the zero point of the symmetric dp2 distribution, and performing the resulting integral gives∫ ∞

−∞

dp2

(p2 −m2
0)2 +m2

0 Γ2
S

=

∫ ∞
−∞

dp2

(p2)2 +m2
0 Γ2

S

=
1

m0 ΓS

∫ ∞
−∞

dx

1 + x2
=

π

m0 ΓS
. (7.22)

To utilize this expansion for an on-shell intermediate state contributing to an S matrix element
we replace

dp2

(p2 −m2
0)2 +m2

0 Γ2
S

→ π

m0 ΓS
δ(p2 −m2) dp2. (7.23)

For a total ψ̄kψl → S(s)? → ψ̄iψj cross section one obtains

σ =
1

32π s

∫
d3ki

(2π)3Ej

d3kj
(2π)3Ej

|A(ψ̄kψl → S)|2|A(S → ψ̄iψj)|2
π

mΓS
δ(s−m2),

= σ(ψ̄kψl → S)Br(S→ ψ̄iψj). (7.24)

This is the narrow width approximation. Using this approximation for on-shell production
corresponds to naive classical intuition and factorizes up phase space in a manner that is a
significant numerical benefit in evaluating cross sections. The presence of narrow widths of
the SM unstable states should be exploited to aid in studying the SMEFT and the HEFT
at LHC. Attempting to utilize the naive narrow width approximation to achieve this end, is
problematic. Narrow width approximations are subject to severe limitations, as should be
evident from the derivation. The limitations include

• The derivation is limited to on-shell kinematics and a tree level exchange, and not
performed in the presence of experimental cuts limiting the phase space.

• Higher order corrections and renormalization is not obviously consistent with the deriva-
tion, it is also not obvious that the approach is gauge invariant at higher orders.

• The factorization of the cross section into sub-blocks for the limited tree level exchange
does not change the Hilbert space of the theory, and the excited unstable S state is still
not an external particle. Technically the unstable particles do not allow a plane wave
expansion as asymptotic states; their energies are imaginary and the asymptotic plane
wave expansions either diverge or vanish.

• It is unclear how to formally justify using replacements such as in Eq. 7.20 for other
processes, even ψ̄ψ → ψ̄ψ ψ̄ψ where one S state is on-shell while a second S state is
off-shell for the same region of phase space. The formal developments of Cutkosky [451]
for stable intermediate states do not directly justify replacing with Eq. 7.20 in arbitrary
Feynman diagrams for unstable intermediate states, and all points in phase space.
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• In the SMEFT or HEFT cases, the corrections to the narrow width approximations
are comparable to the order of the SMEFT corrections to the SM. One expects in
many cases ΓW,Z/MW/Z ∼ v̄2

T /Λ
2, p2/Λ2. If a narrow width prescription adopted is

ambiguous or essentially an arbitrary scheme choice this can significantly impact the
allowed parameter space of the Wilson coefficients in the EFT using off-shell data,
biasing global fit conclusions.

• Formally, the narrow width expansion and SMEFT expansion do not commute when the
{α̂ew, m̂Z , ĜF } input parameter scheme is used. To avoid an ambiguity, the ordering of
the expansions should be defined, see Ref. [251, 452]. It is known that the ambiguity is
experimentally constrained to be small, even in EFT extensions of the SM [453]. This
affects the results for the top width given in the Appendix (Eq. A.133).

The challenges of unstable states in field theory are well known, see Refs. [454–467] for formal
developments. The modern approach of utilizing the narrowness of the SM unstable states is
still challenged by these issues, but some progress has been made. Modern efforts to decompose
a cross section into gauge invariant sub-blocks exploiting the narrowness of the SM states avoid
the most naive narrow width approximation.

7.4.2 Double pole expansions

Consider the process with the next level of complexity compared to ψ̄ ψ → S? → ψ̄ ψ. When
two propagators are present one has to determine an expansion exploiting narrow width en-
hancements for the process

ψ̄ ψ → S?(s12)S?(s34)→ ψ̄ ψψ̄ ψ. (7.25)

An extension of the naive narrow width approach can be developed directly by expanding the
amplitude result around the two S poles, assuming the intermediate states are stable, giving
the decomposition

A(s12, s34) =
1

s12 − m̄2
W

1

s34 − m̄2
W

DR[s12, s34, dΩ] +
1

s12 − m̄2
W

SR1[s12, s34, dΩ],

+
1

s34 − m̄2
W

SR2[s12, s34, dΩ] + NR[s12, s34, dΩ]. (7.26)

Here DR, SR1,2 and NR refer to the doubly resonant, singly resonant and non-resonant con-
tributions to the amplitude, respectively, and Ω refers to all angular dependence defined in an
s12, s34 independent manner. This expansion is defined as in Refs. [460, 468–471] and is not
a trivial Feynman diagram decomposition for the off-shell phase space, but a reorganization
of the full amplitude result around the physical poles73 in a Laurent expansion. The residues

73One can understand that the situation is more subtle when considering off-shell production as double
resonant diagrams contributing to Eq. 7.25 are not gauge invariant as a subset of the full amplitude. The
difference in axial and ’t Hooft-Feynman gauge expressions for the doubly resonant diagrams generates a
single-resonant diagram process [460].
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of the poles are gauge invariant as they can be experimentally measured (at least in princi-
ple). This factorization of the process into gauge invariant sub-blocks can be considered an
example of a pseudo-observable decomposition, with the individual terms in Eq. 7.26 being
pseudo-observables.

Adding the width of the unstable S state into these pole expressions can be performed
after the residues are determined. This approach, with perturbative corrections, underlies
the SM prediction of the ψ̄ ψ → W ?(s12)W ?(s34) → ψ̄ ψψ̄ ψ process in Refs. [460, 468–471].
The systematic perturbative improvement of a double-pole decomposition with higher order
radiative corrections and higher order terms in the Γ/m expansion is technically challenging.
The challenge arises from the need to calculate soft photon radiative corrections that are
non-factorizable as well as factorizable in the sense of the pole decomposition.

In the case of ψ̄ ψ → W ?(s12)W ?(s34) → ψ̄ ψψ̄ ψ the non-factorizable corrections were
small compared to the experimental uncertainty at LEP [472]. This conclusion does not
directly translate to the LHC experimental environment, or future colliders where pseudo-
observable approaches face significant challenges from the need to characterize radiative cor-
rections.

7.4.3 Complex mass scheme

Probing for small SMEFT or HEFT corrections to the SM predictions argues that improve-
ments beyond a naive narrow width or tree level double pole approximation could be required
in the long term LHC program. A systematically improvable theoretical framework is required
to determine such corrections. A preferred approach is to expand around unstable particle
poles relying74 on the generalization of the idea of particle mass introduced in Refs. [473]
and developed for EW applications in Refs. [456–460, 467, 474, 475]. The key observation is
that an unstable particle corresponds to a pole on the second Riemann sheet of an analytic
continuation of the S matrix.75 The complex mass of a state S is the solution of

s−m2
S + ΣSS(s) = 0, (7.27)

with renormalized mass mS and self energy ΣSS and the negative imaginary solution is taken
[467].76 Use of the Nielsen identities [467, 476, 477] establishes that the position of the pole is
gauge parameter independent in the SM and the SMEFT. The decomposition of a propagator
square in the cross section can be augmented from Eq. 7.20 to be

dp2

(p2 −m2
0)2 +m2

0 Γ2
→ π

m0 Γ
δ(p2 −m2) + PV

[
1

(p2 −m2
0)2

]
dp2, (7.28)

74This expansion is also known in some literature as a multi-pole expansion. This expansion is distinct from
the expansion discussed in Section 3.2.

75For a detailed discussion on the formal development of this analytical continuation for LHC processes, see
Ref. [467].

76A drawback when considering the SMEFT is that this scheme is tied to on-shell renormalization schemes,
while EFT studies generally use MS subtraction.
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where PV indicates a principal value. Simultaneously factorizing up the phase space in a
manner consistent with this pole decomposition allows a systematic analytical continuation
of amplitudes into the complex mass scheme at tree level. In the SM this approach was also
pushed to report full one loop corrections to ψ̄ ψ → ψ̄ ψψ̄ ψ, see Ref. [478].

The complex mass scheme treats resonant and non-resonant regions of phase space in a
unified manner and one loop calculations have a difficulty similar to one loop calculations in
the SM. It is reasonable to expect that this approach could be extended to one loop results
in the SMEFT, but such full calculations have never been carried out to date in any LHC
process involving the Higgs boson. As no explicit expansion in Γ/m need be performed using
the complex mass scheme, the application of this approach to SMEFT studies is favored to
systematically develop pseudo-observables [54, 280, 467, 474, 479].

An alternative approach is to use unstable particle EFT that was developed in Refs. [480–
482]. It is unclear if these results can be extended to a SMEFT study. It is also unclear if
the comparative (one loop) benefits of the complex mass scheme over the unstable particle
EFT present in the SM will persist in SMEFT studies. For more discussion comparing these
approaches in the SM, see Ref. [483].

7.5 Basics of EFT studies at colliders

Practically implementing EFT studies using data from modern colliders is challenging on sev-
eral fronts. A large number of free parameters is characteristic of the EFTs. A significant
parameter degeneracy (until measurements are combined) is also a fundamental feature. Uti-
lizing a well defined naive narrow width approximation is an essential step to factorizing up
S matrix elements and reducing the complexity of the analysis to a manageable level. In ad-
dition, one can simultaneously exploit the relative scaling of leading corrections in the EFTs
in how phase space is populated, IR symmetry assumptions in the EFT, and the fact that
parameters that violate symmetries approximately preserved in the SM interfere in a numer-
ically suppressed fashion. The resulting reduction in parameters enables a systematic EFT
program using LHC, and lower energy, data to be practically carried out.

The relative population of phase space due to resonance enhancements or suppressions is
important at Hadron colliders, where an experimental measurement is always a combination of
signal and background processes. Exploiting this effect in EFT studies was recently discussed
more systematically in Ref. [484], and we largely reproduce this discussion here. A general
scattering amplitude is depicted in Fig. 9, and shows the decomposition around the physical
poles of the narrow propagating bosons B of the SM

A =
Aa(p2

1, · · · p2
M )

(p2
1 −m2

B1
+ iΓB1mB1) · · · (p2

N −m2
BN

+ iΓBNmBN )
,

+
Ab(p2

1, · · · p2
M )

(p2
1 −m2

B1
+ iΓB1mB1) · · · (p2

N−1 −m2
BN−1

+ iΓBN−1
mBN−1

)
,

+ · · ·+Aj(p2
1, · · · p2

M ). (7.29)
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Figure 9: A general scattering amplitude expanded in a series of EFT corrections. Here the
black dot indicates a possible insertion of L(6) and shifts are only shown on the final states as
an illustrative choice.

If experimental selection cuts are made so that the process is numerically dominated by a set
of leading pole contributions of narrow bosons B, then this phase space volume Ω is(

dσ

δΩ

)
pole

'
(
dσSM
δΩ

)1 [
1 +O

(
Ci v̄

2
T

gSMΛ2

)
+O

(
Cj v̄

2
T mB

Λ2 ΓB

)]
, (7.30)

+

(
dσSM
δΩ

)2 [
1 +O

(
Ck p

2
i

gSMΛ2

)]
.

The differential cross sections (dσSM/δΩ)1,2 are distinct in each case, see Ref. [484] for further
details. The interference with a complex Wilson coefficient denoted C, that occurs when a
resonance exchange is not present compared to the leading resonant SM signal result (shown
in Fig. 9 d)) scales as

|A|2 ∝
(

g2
SM

(p2
i −m2

B + iΓ(p)mB)
+
C

Λ2

)(
g2
SM

(p2
i −m2

B + iΓ(p)mB)
+
C

Λ2

)?
· · · (7.31)

∝
[

g2
SM

(p2
i −m2

B)2 + Γ2
Bm

2
B

+
(p2
i −m2

B)(C/Λ2 + C?/Λ2)− iΓBmB(C?/Λ2 − C/Λ2)

(p2
i −m2

B)2 + Γ2
Bm

2
B

]
· · ·

In the near on-shell region of phase space (
√
p2
i − mB ∼ ΓB), the SMEFT then has the

additional numerically subleading corrections(
dσSM
δΩ

)1

O
(

ΓBmB {Re(C), Im(C)}
g2
SMΛ2

)
+

(
dσSM
δΩ

)2

O
(

ΓBmB {Re(C), Im(C)}
g2
SMΛ2

)
· · ·(7.32)

For this reason, the numerical effect of the parameters not resonantly enhanced are relatively
suppressed by (

ΓBmB

v̄2
T

) {Re(C), Im(C)}
gSM Ci

,

(
ΓBmB

p2
i

) {Re(C), Im(C)}
gSM Ck

, (7.33)

This relative numerical suppression occurs in addition to the power counting in the SMEFT
and the combination of these two suppressions is what is experimentally relevant.

In addition to maximally exploiting resonance enhancements or suppressions of parame-
ters other IR assumptions can be directly made. Examples of such assumptions are
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• Symmetry assumptions made on the SMEFT or the HEFT operators. Typically these
are global symmetry assumptions on Baryon or Lepton number conservation, U(3)5

flavour symmetry or a flavour subgroup. Assumed IR symmetries lead to relations
between scattering amplitudes in the EFT, and hence lead to constraints even if the
symmetry is spontaneously broken. Weinberg refers to such assumptions as “algebraic
symmetries” [55], as they lead to algebraic relations between S matrix elements. Note
that the IR limit of the full theory by definition is reproduced in the EFT. For this
reason, the assumption of an algebraic symmetry in an EFT can directly enforce a UV
class of theories which is required for matching. The distinction of this assumption being
an IR constraint on the EFT itself, is an important conceptual point.

• Taking the Yu,d,c,s → 0 limit in a process.77

• Neglecting higher order SMEFT loops, i.e. those involving the SM fields and L6 that
are perturbative corrections determined in the IR EFT construction.

Finally, we note that when a parameter is retained in the EFT that violates a symmetry
approximately preserved in the SM, the interference term is still numerically suppressed. This
fact can also be used to neglect parameters that are numerically small in contributions to
measured observables. Such numerical suppressions affect a large number of parameters in
Class 5, 6, 7 (in Table 1) for flavour changing neutral current contributions that interfere
with small GIM suppressed processes in the SM. Numerical suppressions of this form are also
present for interference between the SM and the operators of Class 5, 6, 7 that introduce
CP violation, see Refs. [485, 486] for recent studies. Operators that introduce chirality flips
of the light SM fermions are also suppressed when interfering with the SM, leading to the
possible neglect of some parameters in dipole operators in Class 6, and contributions from
right handed currents induced bu QHud in Class 7 [487]. Taking all of this into account
reduced sets of parameters can be well motivated in global fits in the SMEFT, see Ref. [484]
for more discussion.

IR assumptions, or simplifications of this form due to kinematics in scattering processes
suppressing dependence on the Ci, can be made so long as a theoretical error for the SMEFT
is introduced to accommodate the neglected higher order terms that violate the assump-
tion/simplification. In contrast, UV assumptions (setting Ci = 0, dropping operators and
using an incomplete basis, or assuming Ci/Cj ∼ 16π2 etc.) are dangerous. The EOM makes
it non-trivial and non-intuitive to determine how such assumptions modify the SMEFT frame-
work into an alternate consistent field theory formulation.

8 The LEP example

We now turn to the interpretation of LEP data in EFT extensions of the SM, primarily focused
on a SMEFT interpretation, utilizing the results of the previous sections to frame this discus-

77The dependence on these parameters referred to here is due to LSM and not a normalization choice on
operator Wilson coefficients.
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Figure 10: SM leading order contributions to Htot
QED.

sion. Interpreting LEP data in EFT extensions of the SM is illustrative of the challenges that
the LHC experimental program will face long term in enabling or disabling model independent
re-interpretations of its results. It is also informative as to how a program of decomposing
experimental data into pseudo-observables (PO) and mapping to EFT extensions of the SM
has comparative advantages and disadvantages if LHC data reporting attempts to follow the
same path as LEP, despite the very different collider environment. Here we illustrate these
challenges by comparing EFT and PO interpretations of the legacy LEPI-II results.

8.1 LEPI pseudo-observables and interpretation.

The LEPI pseudo-observables are inferred from a data set that is a scan through the Z pole
including 40 pb−1 of off-peak data with 155 pb−1 of on-peak data. The narrowness of the Z
is directly exploited in the LEPI PO set definitions, as summarized in the Appendix.

The LEPI PO results is an ideal case of model independent reporting of experimental
results with numerous consistency checks on SM assumptions used to extract and define the
PO. This fortunate result was enabled by the clean LEPI collision environment, with known
e+e− initial states scattering through a Z resonance at relatively low and fixed energies.
The resulting legacy data reporting still enables EFT interpretations to be revisited and
systematically improved over the years.

8.1.1 Checking the SM-like QED radiation field assumption at LEP

LEPI data is summarized in Ref. [410]. The LEPI pseudo-observables sets include flavour
universal and flavour non-universal experimental results. Leading order contributions to the
resonant exchanges and the photon emissions are shown in Fig. 10. We will restrict our detailed
discussion to the flavour universal PO results. The raw experimental results of the LEP pole
scan through the Z resonance are deconvolved with initial and final state photon emissions
being subtracted out, under a SM-like QED radiator functionHtot

QED assumption. The radiator
function is calculated to third order in the SM in QED and the data is deconvolved using this
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SM function. The measured pole scan is treated as a convolution of a electroweak kernel cross
section σew(s) with Htot

QED as [410]

σ(s) =

∫ 1

4m2
f/s

dz Htot
QED(z, s)σew(z s). (8.1)

Radiator functions are also applied to deconvolute the forward and backward cross sections
σF/B used to define the AFB pseudo-observable extractions. The effect of this deconvolution
is very dramatic. The peak is modified by 36% and its central value is shifted by 100 MeV,
which is fifty times larger than the quoted error on m̂Z [410]. The deconvolved cross section
is then mapped to the PO set {m̂Z ,ΓZ , σ

0
had, R

0
e, R

0
µ, R

0
τ} given in Table 2, and a subsequent

mapping from PO to EFT parameters at tree or loop level is then made.

An immediate challenge to this procedure is the possibility that the QED radiator function
Htot
QED is modified transitioning to the SMEFT in a manner that dramatically biases the

results. A modification of the current

LA,eff =
√

4πα̂
[
Qx J

A,x
µ

]
Aµ, (8.2)

for x = {`, u, d} due to SMEFT corrections at tree level is not present if α̂ew is used as an
input parameter in a global fit. The modification of the dipole moment of the electron still
leads to a potential bias to Htot

QED. The SMEFT electron dipole moment is given by [204]

L =
ev√

2

(
1

g1
CeB
rs
− 1

g2
CeW
rs

)
erσ

µνPRes Fµν + h.c. (8.3)

where r and s are flavour indices. Under a U(3)5 assumption dominantly broken by the SM
Yukawas CeB, CeW ∝ Ye, yielding an effective suppression by a small fermion mass for the LEP
events. Such dipole insertions contribute to the S matrix element of e+e− → e−e+ through
a direct contribution to a γ exchange between the initial and final state, and also through
modifying the external legs of the process in the LSZ formula in a disconnected contribution,
similar to the case of photon emissions in the effective Hamiltonian for inclusive B̄ → Xs γ

[492]. The SMEFT result of this form for has recently been calculated and is reported in
Ref. [493].

Despite these facts supplying reasonable arguments that assuming Htot
QED is SM like in

the deconvolution procedure in the SMEFT introduces only a small theoretical bias, it was
still checked at LEP what the impact is of large anomalous γ − Z interference effects on the
reported PO. Using a general S matrix parameterization of this interference [410, 494, 495] the
possibility of anomalous γ−Z interference does change the inferred pseudo-observable results,
primarily the inferred value of m̂Z by increasing the error by a factor of three compared to
the quoted error in Table 2. The remaining pseudo-observables are modified by 20% of their
quoted errors, when a 50% correction to the SM value is introduced that is far in excess of
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a SMEFT correction expected to be ∼ few % [410, 495] if α̂ew is not used as an input and
Λ ∼ few TeV.

A benefit of the γ − Z interference cross check being performed, is that even when α̂ew
is not used as an input parameter, deviations from the SM expectation in γ − Z interference
can be understood to only perturb EFT conclusions extracted from the LEP PO. The simple
addition of an extra theoretical error in interpreting the PO when a SMEFT interpretation is
used and α̂ew is not an input is then justified.

A secondary benefit of the S matrix parameterization check of LEP data is that it con-
strains another potential bias. Due to potential interference with ψ4 operators that are present
in the SMEFT and feed into LEP data due to the presence of off the Z pole scattering events
[427, 429], a potential bias in the LEP PO scales as ∼ (mZ ΓZ/v

2) times a function of this
ratio of off/on peak data [429]. The corresponding uncertainty does not disable using EWPD
to obtain ∼ % level constraints on the C6

i , as an anomalously large effect would also have
shown up in the S matrix cross check reported in Refs. [410, 495].

LEPI results and cross checks establish that the assumption of a SM-like QED radiator
function, and neglect of ψ4 interference effects, is validated for the Z pole scan data set.
A slight increase in the errors quoted on the pseudo-observable extractions is sufficient and
appropriate if α̂ew is not used as an input to use the PO in the SMEFT. We stress that the
LEP PO approach did not simply assume only SM like radiative corrections, it checked that
a SM like QED radiation field was present for the processes of interest. An assumption of
a SM like radiation field for pseudo-observables, is essentially an assumption that the multi-
pole expansion that appears in the SMEFT derivative expansion directly does not lead to a
significant perturbation of the SM radiation field. This is a strong condition on UV dynamics
that should be avoided to maintain model independence.

An essential challenge for the PO program at LHC is to address the challenge of radiative
corrections to Po’s with suitable rigor to enable a precision PO program to characterize the
properties of the Higgs-like scalar in a model independent fashion. To date this challenge has
not been met, but some initial studies in the direction of characterizing such corrections have
appeared, for example in Ref. [496]. We return to this point below.

8.1.2 LEPI interpretations

Most interpretations of EWPD that go beyond the PO level and make contact with spe-
cific models use the S,T formalism (or related approaches [378, 415, 416, 497–503]). The
S, T oblique formalism parameterizes a few common corrections to the two point functions
(ΠWW,ZZ,γZ) that feed into the extracted PO in the standard form [391]

α̂(mZ)

4 ŝ2
Z ĉ

2
Z

S ≡ Πnew
ZZ (m2

Z)−Πnew
ZZ (0)

m2
Z

− ĉ2
Z − ŝ2

Z

ĉZ ŝZ

Πnew
Z γ (m2

Z)

m2
Z

−
Πnew
γ γ (m2

Z)

m2
Z

, (8.4)

α̂T ≡ Πnew
WW (0)

m2
W

− Πnew
ZZ (0)

m2
Z

. (8.5)
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One calculates ΠWW,ZZ,γZ in a model and uses global fit results on EWPD with S,T correc-
tions to constrain the model. See Ref. [504] for recent results of such fits. This can be done
if the conditions on the global S,T EWPD fit are satisfied; namely that vertex corrections
due to physics beyond the SM are neglected, which is the origin of the “oblique" qualifier
of EWPD [378]. The SM Higgs couples in a dominant fashion to ΠWW,ZZ when generating
the mass of the W,Z bosons, and has small couplings to the light fermions due to the small
Yukawa couplings, so it satisfies the oblique assumption. This is the reason why this assump-
tion was usually adopted before the Higgs-like scalar discovery. In general, this assumption
is very problematic as it is a UV condition, not an IR assumption in defining an EFT, as the
vertex correction operators are present in general. Furthermore, the oblique assumption is
not field redefinition invariant,78 as can be seen by inspecting the EOM that result from SM
field redefinitions, given in Section 5.1.1.

LHC results indicate the W,Z bosons obtain their mass in a manner that is associated
with the Higgs-like scalar, see Section 9. Corrections to ΠWW,ZZ can be included for the SM, or
in extensions due to this scalar, see Ref. [288]. Once this is done, there is no strong theoretical
support for an oblique assumption to be invoked on the remaining perturbations to EWPD.
Dropping this problematic assumption leads to a SMEFT analysis which has several benefits.
For example, a SMEFT analysis permits the determination of higher order corrections when
interpreting EWPD, see Ref. [188]. In a SMEFT analysis of EWPD a model is mapped to the
SMEFT Wilson coefficients in a tree or loop level matching calculation and model independent
global fit results are used to constrain the Wilson coefficients in a global χ2 fit.

Initial works pioneering this approach are Refs. [427, 505]. The analysis of Ref. [427]
identified unconstrained directions in the EWPD set and correctly found a highly correlated
Wilson coefficient space in the SMEFT. Recent analyses that do not break these correlations
by assumption (or a chosen marginalization procedure) still find that the EWPD Wilson
coefficient space is highly correlated, see Refs. [251, 380, 427–431, 506]. In determining the
constraints on the Wilson coefficients of the SMEFT, one chooses an input parameter set, and
predicts the EWPD PO. In the Z,W pole results of Refs. [429, 430] the mapping is

{m̂Z , m̂h, m̂t, ĜF , α̂ew, α̂s,∆α̂} → {mW , σ
0
h,ΓZ , R

0
` , R

0
b , R

0
c , A

`
FB, A

c
FB, A

b
FB}, (8.6)

through LSMEFT . Here the hat superscript indicates an input parameter. In more detail, a
SMEFT fit procedure is as follows: A set of observables is denoted Oi, ŌLOi , Ôi for the SM
prediction, the SMEFT prediction to first order in the C(6), and the experimental value of
the extracted PO respectively. The measured value Ôi is assumed to be a Gaussian variable

78Attempts to translate the oblique condition into a requirement to use a particular operator basis by using
these EOM relations are best ignored. As such attempts are based on a misconception of the nature of field
redefinitions (assuming that they can satisfy physical conditions), see Ref. [283] for related discussion. It has
also been argued that the oblique requirement can be interpreted as a condition defining a class of UV theories
known as universal theories [374]. See Section 6.1.2 for more discussion on this idea.
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Figure 11: Color map of the correlation matrix among the Wilson coefficients [251, 431],
obtained assuming zero SMEFT error, for the {α̂, m̂Z , ĜF } input scheme (left) and for the
{m̂W , m̂Z , ĜF } input scheme (right). The fit space is highly correlated, as can be understood
to be due to the facts that the Lagrangian parameters are unphysical in general, and there is
a reparameterization invariance present in LEPI data.

centered about Ōi and the likelihood function (L(C)) and χ2 are defined as

L(C) =
1√

(2π)n|V |
exp

(
−1

2

(
Ô − ŌLO

)T
V −1

(
Ô − ŌLO

))
, χ2 = −2Log[L(C)], (8.7)

where Vij = ∆exp
i ρexpij ∆exp

j +∆th
i ρ

th
ij∆th

j is the covariance matrix with determinant |V |. ρexp/ρth
are the experimental/theoretical correlation matrices and ∆exp/∆th the experimental/theoretical
error of the observable Oi. This approach is an approximation, with neglected effects intro-
ducing a theoretical error [429, 430, 479]. The theoretical error ∆th

i for an observable Oi is

defined as ∆th
i =

√
∆2
i,SM + (∆i,SMEFT ×Oi)2, where ∆i,SM , ∆i,SMEFT correspond to the

absolute SM theoretical, and the multiplicative SMEFT theory error. The χ2 is

χ2
C6
i

= χ2
C6
i ,min

+
(
C6
i − C6

i,min

)T I (C6
i − C6

i,min

)
, (8.8)

where C6
i,min corresponds to the Wilson coefficients vector minimizing the χ2 and I is the

Fisher information matrix. Recent results [431] using this methodology are shown in Fig. 11.
The effect of modifying the input parameters: {α̂ew,∆α̂} → m̂W was been recently examined
[431], which does not change this conclusion. The Fisher matrices of the SMEFT fit space
allow the construction of the SMEFT χ2 function. These matrices were developed in a fit using
177 observables [251, 429–431] and are available upon request of the authors of Ref. [431].
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8.1.3 Loop corrections to Z decay

The SMEFT and HEFT formalisms allows one to combine data sets into a global constraint
picture in a consistent fashion and these EFTs also allow the systematic determination of
perturbative corrections. One loop calculations in these theories are absolutely required to
gain the full constraining power of the most precisely measured observables, such as the
LEPI PO. This is not surprising; far more startling is that the complete one loop results
of this form remain undetermined decades after the LEPI data set was reported! In the
case of O(y2

t , λ) corrections to {ΓZ ,ΓZ→ψ̄ψ,ΓhadZ , R0
` , R

0
b}, about thirty loops were recently

determined in Ref. [188] mapping the input parameters to these observables, while retaining
the m̂t, m̂h mass scales in the calculation. The renormalization of the L6 operators in the
Warsaw basis [135, 189, 204, 245] is used in this result, which simultaneously provides a check
of the terms ∝ y2

t , λ that appear in these observables [188]. The results define a perturbative
expansion for the LEPI PO

Ōi = ŌLOi (C6
i ) +

1

16π2

(
F1[C6

j ] + F2[λ,C6
k ] log

µ2

m̂2
h

+ F3[y2
t , C

6
l ] log

µ2

m̂2
t

)
+ · · · (8.9)

The LO results depend on ten Wilson coefficients in the Warsaw basis, defining the {Ci},
and dim({Cj}) 6= dim({Ck}) 6= dim({Cl}) > dim({Ci}) holds in general, where dim({C})
here denotes the dimension of a set of coefficients {C}. At one loop, considering O(y2

t , λ)

corrections the new SMEFT parameters that appear are [188]

{C(1)
qq , C

(3)
qq , C

(1)
qu , Cuu, C

(1)
qd , C

(1)
ud , C

(1)
`q , C

(3)
`q , C`u, Cqe, Ceu, CHu, CHB + CHW , CuB, CuW , CuH}.

(8.10)

It has been shown in Ref. [188] in this manner that the number of parameters exceeds the
number of precise LEPI PO measurements when one loop corrections are calculated. The LEPI
PO are very important to project into the SMEFT, as for a few observables ∆exp

j ∼ 0.1%.
When

1

16π2

(
F1[C6

j ] + F2[λ,C6
k ] log

µ2

m̂2
h

+ F3[y2
t , C

6
l ] log

µ2

m̂2
t

)
+ · · · & ∆exp

j Ôi, (8.11)

it is clear that these corrections can have a significant effect on the interpretation of the LEPI
PO for the exact same reason. If this is the case depends on the values of the UV dependent
Wilson coefficients and the global constraint picture, which is unknown. However, we note
that recent global fit results indicate directly that some of the four fermion operators that feed
in at one loop are very weakly constrained by lower energy data [251, 430, 507, 508]. For the
near Z pole observables, one can fix µ = m̂Z , but the new weakly constrained parameters are
still present. Although EFT techniques can sum all of the logs that appear relating various
scales, the extraction and prediction of the LEPI PO is a complex multi-scale problem with
the scales

0� m̂2
µ � m̂2

Z < m̂2
h < m̂2

t . (8.12)
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The required calculations to sum all the logs are not available to date.79 These results already
establish that LEPI PO data does not constrain the SMEFT parameters appearing at tree
level to the per-mille level in a model independent fashion. This is very good news for hopes
of the indirect techniques discussed in this review discovering evidence for physics beyond the
SM at LHC.

Using the determined SMEFT constraints that result from EWPD to study LHC data,
one must also run the determined constraints on Ci,j,k,l(mZ) to the LHC measurement scales.
This also acts to reduce the power of constraints when mapping between the data sets by
renormalization group equation (RGE) running. It is simply not advisable to set C6

i (µ) = 0

in LHC analyses to attempt to incorporate EWPD constraints for all these reasons. The
challenge of combining LEPI PO consistently with Higgs data requires further theoretical
development of the SMEFT.

8.1.4 SMEFT reparameterization invariance

A central feature of interpreting LEP data in the SMEFT is the highly correlated Wilson
coefficient fit space. This results from the unphysical nature of Lagrangian parameters and
the fact that several parameters in L6 appear at the same order in the power counting of the
theory simultaneously (see Section 7.2). A further wrinkle is that unconstrained directions
due to LEPI data in this Wilson coefficient space are manifest in the Warsaw basis but not in
other formalisms. As a result, these unconstrained directions have caused enormous confusion
over the years.80 This has lead to some misplaced intuition that the number of SMEFT
parameters is too large to do a consistent analysis of the global data set. It has also lead to
claims that some operator bases are better related to experimental measurements than others.
The logical extension of this thinking has lead to ad-hoc phenomenological parameterizations
being promoted for the LHC experimental program, which are also argued to be better related
to experimental measurements. (See Section 5.2.3 for more discussion.)

The physics of these unconstrained directions is now understood in an operator basis
independent manner [431]. To understand this result the unphysical nature of Lagrangian
parameters is an essential feature, and these flat directions follow from a scaling argument
that is a property of ψ̄ψ → ψ̄ψ data.

The scaling argument underlying the reparameterization invariance is simple. A vector
boson can always be transformed between canonical and non-canonical form in its kinetic term
by a field redefinition without physical effect, due to a corresponding correction in the LSZ
formula. Such a shift can be canceled by a corresponding shift in the V ψ̄ψ coupling. The
same set of physical scatterings can then be parameterized by an equivalence class of fields
and coupling parameters in the SMEFT as a result [431]

(V, g)↔
(
V ′ (1 + ε), g′ (1− ε)

)
, (8.13)

79Ideally these results would have been determined in the decades before the turn on of LHC.
80For discussion on these unconstrained directions in the Wilson coefficient space, see Refs. [427, 431, 509–

511].
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where ε ∼ O(v̄2
T /Λ

2). This is the SMEFT reparameterization invariance identified in Ref. [431].
Denoting 〈· · · 〉SR as the class of ψ̄ψ → V → ψ̄ψ matrix elements, the following operator re-
lations follow from the SM EOM given in Section 5.1.1

〈yh g2
1QHB〉SR = 〈

∑
ψ

yk g
2
1 ψκ γβψκ (H† i

←→
D βH) + 2 g2

1 QHD −
1

2
g1 g2QHWB〉SR , (8.14)

〈 g2
2QHW 〉SR = 〈g2

2 (q τ Iγβq + l τ Iγβl) (H† i
←→
D I

βH)− 2 g1 g2 yhQHWB〉SR . (8.15)

Because of the SMEFT reparameterization invariance, a Wilson coefficient multiplying
the left hand side of these equations is not observable in ψ̄ψ → ψ̄ψ scatterings. The invari-
ance of S matrix elements under field configurations equivalent by use of the EOM means
then, that the corresponding fixed linear combinations of Wilson coefficients that appear on
the right-hand sides of these equations are also not observable in the SR matrix elements.
These combinations are EOM equivalent to physical effects that cancel out due to the repa-
rameterization invariance.

The SR class of data is simultaneously invariant under the two independent reparam-
eterizations (defining wB,W ) that leave the products (g1Bµ) and (g2W

i
µ) unchanged. The

unconstrained directions in the global fit are found to be

w1 =
v2

Λ2

CHd
3
− 2CHD + CHe +

C
(1)
Hl

2
−
C

(1)
Hq

6
− 2CHu

3
− 1.29(C

(3)
Hq + C

(3)
Hl ) + 1.64CHWB

 ,

(8.16)

w2 =
v2

Λ2

CHd
3
− 2CHD + CHe +

C
(1)
Hl

2
−
C

(1)
Hq

6
− 2CHu

3
+ 2.16(C

(3)
Hq + C

(3)
Hl )− 0.16CHWB

 .

(8.17)

These unconstrained directions can be projected into the vector space defined by wB,W as
[431] w1 = −wB − 2.59wW , and w2 = −wB + 4.31wW .

We stress that it is important to understand that the existence of these flat directions
should not be considered a sign of the SMEFT having too many parameters to interface with
the data. Conversely, a correct interpretation of this physics is that a consistent EFT formalism
retaining all parameters can indicate that hidden structures such as the reparameterization
invariance are present.

It is required to include data from ψ̄ψ → ψ̄ψψ̄ψ scattering to lift the flat directions
[427]. This is understood to be the case when considering Fig. 12 (a) that contributes to
ψ̄ψ → ψ̄ψψ̄ψ scattering which is not invariant under Eq. 8.13. Fig. 12 (a) contains a TGC
vertex, which is the reason the reparameterization invariance is broken at an operator level.
We emphasize that there is a distinction between the scaling argument in Eq. 8.13 that applies
to S matrix elements in a basis independent manner and the presence (or not) of an operator
contributing to an anomalous TGC vertex. The latter depends upon the operator basis chosen
and unphysical field redefinitions.
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(a) Amplitude AV (b) Amplitude Aν

Figure 12: The s-channel (a) and t-channel (b) Feynman diagrams contributing to e+e− →
W+W− → f1f̄2f3f̄4 (from Ref. [251]).

A recent approach of using mass eigenstate (unitary gauge) coupling parameters to char-
acterize deviations from the Standard Model makes the presence of these unconstrained di-
rections even harder to uncover in data analyses. The reason is that EOM relations key to
understanding the reparameterization invariance do not have a (manifest) equivalent in the
parameterization chosen, although the fact that there remain un-probed aspects of the Z
boson phenomenology in ψ̄ψ → ψ̄ψ scatterings is directly acknowledged in Refs. [253, 428].
Defining correlations for mass eigenstate parameters in a form that manifestly preserves the
consequences of the reparameterization invariance remains an unsolved problem, and assuming
no correlations between these parameters can bias results by breaking the reparameterization
invariance.

As ψ̄ψ → ψ̄ψψ̄ψ occurs through narrow W± states, the requirement to utilize the nar-
rowness of the W± boson in a consistent theoretical approach is now front and center.

8.2 LEPII pseudo-observables and interpretation.

The LEPII data and analysis summary is reported in Ref. [495]. A major goal of the LEPII
run was to exploit the sensitivity of scattering σ4ψ

2ψ ≡ σ(e+e− → W+W− → f1f̄2f3f̄4) to CP

even Triple Gauge Couplings (TGCs) vertices to test the non-abelian structure of the SM. For
this reason, measurements of σ4ψ

2ψ were stepped up to a running energy of
√
s = 206.5 GeV

through the W± pair production threshold.
The SM prediction of this process was developed in Refs. [460, 512–517]. The direct

calculation of the process σ4ψ
2ψ , and related differential distributions, is sufficiently complex that

it benefits from using spinor-helicity results developed in Refs. [231, 517]. See the Appendix
for the results broken into Helicity eigenstates in the SMEFT. To define radiative corrections
to this process in the SM, the narrowness of the W± bosons is exploited in a double pole
expansion [460, 468–471]. Functionally the program RacoonWW is used [471] which utilizes
this expansion.

Due to the reparameterization invariance present in e+e− → f1f̄2 scattering, this data
set is critical to lifting the flat directions in the Wilson coefficient space, but this was not

– 90 –



the motivation for extending the LEPI data set to measure σ4ψ
2ψ . Only retrospectively was

it realized how this extension of the LEP data is critical to globally constrain the SMEFT
Wilson coefficient space in a consistent SMEFT analysis [427]. Unfortunately, the pseudo-
observables reported for LEPII were subject to less cross checks on SM-like assumptions used
in extracting the PO, and are less directly connected to S matrix elements. The LEPI PO set
is focused on the observable cross sections given in Table 2 while LEPII PO generally refer
to the reported values of some Lagrangian parameters treated as extracted pseudo-observable
quantities.81 This distinction is important for the LHC program, where proposals exist that
are closely related to the LEPII approach to PO as opposed to the LEPI PO. For this reason,
we review what has been understood about the LEPII case using the SMEFT in recent years.

8.2.1 TGC pseudo-nonobservables and effective pseudo-observables

Several studies of σ4ψ
2ψ in an EFT context developed the formalism used in LEPII results

[231, 514, 517, 518]. The most general C,P conserving TGCs is introduced as [231, 517]

−LTGC
gVWW

= iḡV1
(
W+
µνW

−µ −W−µνW+µ
)
V ν + iκ̄VW

+
µ W

−
ν V

µν + i
λ̄V
m̂2
W

V µνW+ρ
ν W−ρµ,(8.18)

where V = {Z,A}, W±µν = ∂µW
±
ν − ∂νW±µ and similarly Vµν = ∂µVν − ∂νVµ. At tree level in

the SM

gAWW = e, gZWW = e cot θ, gV1 = κV = 1, λV = 0. (8.19)

As it stands, this parameterization of SM deviations is not based on a linearly realized operator
formalism [518, 519]. It can be considered to be an example of a non-linearly realized SUL(2)×
UY(1) theory; in modern EFT Language this requires an embedding in the HEFT. A complete
HEFT description contains more interaction terms, see Ref. [294] for more discussion. This
ad-hoc construction can also be embedded into the SMEFT by relating it to gauge invariant
operators as shown in Ref. [520]. An up-to-date embedding of this form in the Warsaw basis is
given in the Appendix A.1. This embedding is straightforward as this parameterization does
not have any gauge dependent defining conditions.

Traditional interpretations of LEPII pseudo-nonobservables, reported as effective bounds
on the TGC parameters shifting the SM predictions δgV1 , δκV , δλV are problematic. In many
studies, including Refs. [344, 427], the constraints on δgV1 , δλV reported by the LEPII ex-
periments are used as observables. These parameters cannot be treated directly as physical
observables to constrain the SMEFT parameter space consistently [283].82 Losing this dis-
tinction in SMEFT studies of σ4ψ

2ψ related observables leads to spurious results. The reason is

81In this latter case a label of pseudo-nonobservable is perhaps more appropriate, as the distinction between
Lagrangian parameters and S matrix elements has been obscured. We use this tongue-in-cheek nomenclature
in what follows to emphasize this point. Note that the neutral gauge boson parameters hZ,γi , fZ,γi also are in
this class of pseudo-nonobservable.

82 See Section 7 for a general discussion on the observable/Lagrangian parameter distinction.
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that constraints on the non-physical TGC parameters are generally developed using Monte-
Carlo tools where vertex corrections of the massive gauge boson couplings are assumed to
be “SM-like” for all fermion species. This assumption when interpreted as an operator basis
independent constraint on the SMEFT, implies a “SM-like” TGC vertex is also required in the
SMEFT [283] due to the EOM relations linking the relevant Lagrangian parameters.83 At-
tempts to then develop “effective TGC parameters" were subsequently reported in Ref. [428].84

Ref. [251] showed that to define a PO set of “effective TGC parameters" for the SMEFT also
requires that the shift to theW± mass (δm2

W ) and width (δΓ2
W ) must be taken into account in

addition to the gauge boson vertex corrections, to accommodate using a double pole expansion
to define the observables. Taking these corrections into account gives

(δgV1 )eff = δgV1 − 2 δDW (m2
W )− δDV (m2

V ), (8.20)

(δκV )eff = δκV − 2 δDW (m2
W )− δDV (m2

V ). (8.21)

We have approximated the dependence in the residue in the effective TGC as sij = m2
W ,

s = m2
V , consistent with a double pole expansion. δDW , δDV are not relatively suppressed

by an extra factor of ΓW /mW or ΓV /mV as might be expected to result from the narrow
width expansions of the SM gauge bosons. Results of this form were reported in Ref. [251],
as detailed in the Appendix.

8.2.2 LEP II bounds

The LEP experiments during the LEPII run extracted limits on the effective parameters in
Eq. 8.18, both in the individual experiments and in combination. This was a significant focus
of experimental efforts. The focus of the theoretical community leading up to the LEPII data
reporting was to move beyond the naive narrow width approximation in σ4ψ

2ψ and to define SM
radiative corrections to hypothesis test the SM at LEPII. A good summary of the theoretical
issues that were priorities going into LEPII is reported in Ref. [522]. A self-consistent SMEFT
approach was not a theoretical priority as the SM had not yet been validated in a test of the
non-abelian nature of the massive SM gauge boson interactions, and no Higgs-like scalar was
known to be found experimentally. The situation has now changed due to LHC and LEP
results.

LEPII data has been reexamined in recent years to develop a consistent SMEFT interpre-
tation in Refs. [251, 344, 353–355, 358, 427, 428, 523–527]. The conclusions found are generally
consistent but the detailed numerical results are subject to significant uncertainties. This is il-
lustrated in Table 3 where the quoted results for bounds on the parameters δgV1 , δκV , δλV that

83Ref. [375] pointed out that the conclusion does not hold in the case of universal theories. On the other
hand, see Section 6.1.2 for a discussion on universal theories.

84Ref. [428] does not specify the treatment of the expansion used due to the narrowness of the SM states to
define the observables. It seems apparent that a narrow width approximation is implicitly used to define the
σ4ψ

2ψ observable. This result is then combined with SM predictions defined using the double pole expansion
results of Ref. [495]. The inconsistencies so introduced in such a procedure are not suppressed by ΓW /mW .
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have been produced from the experiments, and an external group, are listed. These LEPII
bounds were reported by varying one parameter at a time while assuming the other TGC pa-
rameters vanish in Ref. [495, 521].85 All of these results are produced under the assumption of
a “SM-like” coupling of the massive gauge bosons to all fermions in the Monte-Carlo modeling,
despite the fact that imposing such a constraint in a basis independent manner in the general
SMEFT renders this approach functionally redundant [283].

Comparing the quoted results in Ref, [428] shows the bounds on anomalous TGC param-
eters are sensitive to the inclusion of quartic terms in the likelihood. Expanding a general χ2

function as defined in Eq. 8.8 in the correction to the observables one obtains [430]

+2
n∑
i=1

q∑
k,l=1

∑ 1

∆2
i

[
ζi,k,l C

6
k C

6
l

] (
Ô −O

)
i
+ 2

n∑
i=1

r∑
k=1

1

∆2
i

γi,kC
8
k

(
Ô −O

)
i
, (8.22)

when neglecting correlations between the different observables. These effects are numerically
suppressed relative to the terms

∼
n∑
i=1

qi∑
k=1

qi∑
l=1

C6
i,k C

6
i,l

(∆i)2
. (8.23)

This is due to the fact that when
(
Ô −O

)
i
∼ ∆i a relative suppression of C8

k terms by ∆i

is numerically present.86 Including C6
i,k C

6
i,l effects and neglecting C8

k corrections in the χ2

function is most justified if ∆i << 1. In the case of TGC parameters treated as observables,
the results in Table 3 have ∆i ∼ 1 − 10% at one sigma, while σ4ψ

2ψ based results, that only
use actual observables, have ∆i ∼ 10 − 50% [251]. Retaining C6

i,k C
6
i,l terms while neglect-

ing C8
k corrections relies on other numerical effects not overwhelming this relative numerical

enhancement in either case. Unfortunately, it is known that

• The number of operators dramatically increases order by order in the SMEFT expansion.
The increase is exponential [226], leading to the expectation of a large multiplicity of
C8
k parameters compared to the number of C6

i,k parameters.

• There are numerical suppressions of the linear interference terms due to C6
i,l following

from the Helicity arguments of Refs. [357–361], introducing more numerical sensitivity
to C8

k corrections.

σ4ψ
2ψ results projected into the SMEFT retaining C6

i,k C
6
i,l terms in the likelihood are subject to

substantial theoretical uncertainties for all these reasons. The approach of Ref. [251, 430] is to
assign and vary a theoretical error due to neglected higher order terms in the SMEFT when
using LEPII data, and to only use the total and differential σ4ψ

2ψ results with identified final

85Ref [428] does not specify this is the procedure it follows, but we assume this is the practice as no correlation
matrix is reported for the results quoted.

86This does not correspond to a power counting suppression as there is no evidence of beyond the SM (BSM)
physics.
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states, avoiding the use of reported LEPII pseudo-nonobservables. It was noted in Ref. [430]
that when numerical behavior indicates that the neglect or inclusion of quartic terms have
a small effect on the likelihood, without simultaneously changing the theory error in the fit,
can lead to the wrong conclusion on the sensitivity of the fit to higher order effects. The
substantial theoretical uncertainties present when projecting LEPII results into the SMEFT
are acknowledged in Ref. [523]. This work also argued that a likelihood that combines Higgs
data and TGC data has numerical behavior that indicates that these higher order terms have
a small effect on the likelihood.

8.3 LEP SMEFT summary

The SMEFT interpretation of LEP data demonstrates the challenge of consistently combining
the data sets in this EFT can be overcome. This requires a careful separation of IR and UV
assumptions and a consistent SMEFT analysis.

Inconsistent treatments of the LEPII results treat Lagrangian parameters as directly
observable, even though many of the corresponding vertices are off-shell, and formalisms used
have been subject to gauge dependence. LEPII quantities are extracted with other SMEFT
parameters being set to zero in reported results. This introduces non-intuitive consequences in
the SMEFT, and inconsistencies due to the EOM relations between L6 operators. A consistent
approach to LEPII results can be developed using the double pole expansion to exploit the
narrowness of the SM massive gauge bosons, and only using the experimental σ4ψ

2ψ total and
differential observables.

LEPI PO and interpretations are on a much firmer footing. They are more directly related
to measured quantities and extractions involved cross checks of assumptions of a QED like
radiation field with S matrix techniques. As a direct result, the LEPI PO are not subject to
the degree of misinterpretation that has plagued LEPII interpretations.

The numerical differences between results developed using inconsistent methodology and
more consistent SMEFT interpretations is small, as can be seen comparing results in Refs. [251,
344, 353–355, 358, 427, 428, 523–527]. The experimental uncertainties at LEPII are significant,
and no evidence of physics beyond the SM emerged from the LEP data sets. This fact does
not validate, and should not encourage, using inconsistent results and methods to interpret
LHC data. The inconsistencies that can be introduced in SMEFT studies illustrated with
LEP data here can tragically obscure the meaning of a real deviation being discovered using
EFT techniques, if the inconsistency is numerically larger than the experimental errors. In
the presence of unknown UV dependent Wilson coefficients, numerically estimating the size
of the inconsistencies introduced is a severe challenge. This point holds for LHC studies of
the Higgs-like boson using EFT methods.

9 The Higgs-like scalar

The experimental determination of the couplings of the newly discovered JP = 0+ scalar is
essential. It is important to study these couplings in a consistent framework and to upgrade
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Figure 13: Higgs production (top) and decay modes (bottom) that are rescaled in the κ
formalism.

this approach to a full EFT interpretation. The SMEFT and HEFT approach are now fully
defined at leading order and available to be used, but transitioning from the currently used
formalism known as the "κ formalism" to these consistent field theory frameworks is still a
work in progress for the LHC experiments. The challenges to performing this task in the LHC
collider environment are profound, but it is important to emphasize that these challenges can
be overcome in a consistent program of applying EFT methods to collider studies, including
the discovered scalar’s couplings, benefiting from the lessons learned interpreting LEP data.
In this section, we review the current dominant paradigm for reporting constraints on Higgs
properties, known as the κ formalism, due to the notation of Ref. [528].

9.1 The κ formalism

The κ formalism is not an EFT approach to Higgs data as it was set up in Ref. [528], but is
the fusion of two approaches. The idea to reweigh the SM couplings and extract and limit
deviations in the partial and total widths of a discovered scalar was laid out in Ref. [529–
532]. This approach is an ad-hoc rescaling of couplings in the SM without a field theory
embedding. See Fig. 13 for Feynman diagrams of some of the production and decay modes
rescaled. Some of the rescaled couplings appear in loop diagrams, which mediate the leading
production gg → h and decay mode h→ γγ used to probe the properties of this state. That
these modes appear first at the one loop level in the SM is due to the fact that the SM is
renormalizable. Introducing such ad-hoc rescalings into the SM parameters is not a small
perturbation for such one loop processes, as the counterterm structure is changed and the
theory being used is no longer the SM. The κ formalism can thus only make sense when it is
embedded into a consistent field theory framework that can be renormalized. Refs. [529–532]
did not perform this embedding, although this challenge was understood to be present.

A rescaling approach to the parameters of the SM can be interpreted in principle in
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the SMEFT or the HEFT. Systematic field theory embeddings of a rescaling of the Higgs-like
scalar couplings, to interpret the emergence of a signal for this state, appeared in the influential
Refs. [313, 533, 534].87 Ref. [528] closely follows in its proposed methodology these works, as it
directly notes in its introduction. The κ formalism made a series of assumptions in its detailed
implementation that are not IR assumptions consistent with either field theory embedding.
As a result, in both the HEFT and the SMEFT, a direct relation between the κ approach
and a general EFT framework is not present. In both cases, when further UV assumptions
are made a mapping can be performed. For example, Refs. [313, 534] are formulated with a
general HEFT approach in mind, while Ref. [533] is constructed in a linear SMEFT formalism
in unitary gauge. The κ formalism can accommodate large corrections to the properties of
the Higgs-like scalar, and relations due to SUL(2)×UY(1) linear L6 operators are not directly
imposed. The HEFT also contains parameters whose behavior is analogous to that of the κ’s,
for example aC plays the same role as κV . For these reasons, the rescaling approach, of which
the κ formalism is a particular example, has been widely considered to be a restricted version
of the HEFT.88

The κ formalism assumes the existence of a CP even scalar resonance with m̂h ∼ 125 GeV,
whose couplings have the same Lorentz structure as those of the SM Higgs boson and whose
width is Γ ∼ ΓSMh , i.e. narrower than the energy resolution of the LHC experiments. The
assumption of a narrow resonance even in the presence of SM perturbations is used in Ref. [528]
to factorize the total event rate into a production cross section and a partial decay width.
Although the exact expansion used for the narrow width is not specified in Ref. [528], a naive
narrow width assumption is functionally present (and explicitly mentioned in Ref. [543] in this
context). A set of scale factors κi are defined, such that each Higgs production cross section
and decay channel is formally rescaled by a corresponding κ2

i . For instance, in the case of the
process gg → H → γγ one has the parameterization

σ(gg → H) · BR(H → γγ) =
κ2
g κ

2
γ

κ2
H

σ(gg → H)SM · BR(H → γγ)SM , (9.1)

where κH rescales the Higgs total width. In the limit κi ≡ 1 the SM is recovered, while values
κi 6= 1 indicate deviations from the SM. A list of relevant κ factors is defined as [528, 543]:

σWH

σSM
WH

= κ2
W

σZH

σSM
ZH

= κ2
Z

σV BF

σSM
V BF

= κ2
V BF

σggH

σSM
ggH

= κ2
g

σttH

σSM
ttH

= κ2
t

ΓWW ∗

ΓSM
WW ∗

= κ2
W

ΓZZ∗

ΓSM
ZZ∗

= κ2
Z

Γγγ
ΓSM
γγ

= κ2
γ

ΓZγ

ΓSM
Zγ

= κ2
Zγ

Γff

ΓSM
ff

= κ2
f .

(9.2)

The κ’s are in a sense pseudo-observables, as they are defined as a rescaling of SM observables
in many cases, or inferred quantities while using the narrowness of the SM gauge bosons to
factorize a scattering amplitude. The assumption of SM like soft radiation effects is present,

87These works themselves were also influenced by Ref. [234, 236–238, 260, 285, 535–537].
88Works based on this understanding include Refs. [313, 313–315, 534, 538–542]. Perhaps the most compre-

hensive discussion of this embedding is given in Refs. [299, 301].
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and no detailed procedure for a correction factor is introduced to remove these corrections.
This pseudo-observable understanding is not developed in great detail in the specific κ pro-
posal, and projecting constraints on these parameters onto the Higgs couplings requires further
information and assumptions.89 It deserves to be emphasized that many of these limitations
and subtleties are well understood and very clearly stated in Ref. [528].

An example of an assumption adopted in a κ fit is the case where the scaling factors for
V H production and H → V V ∗ decay have been defined to be the same. This approximation
holds only for tree level computations90 and under the assumption that deviations in these
observables can be interpreted in terms of an anomalous hZZ coupling only, with corrections
to e.g. Zqq vertices being neglected.91 Within these assumptions, the prescriptions of the κ
formalism are equivalent to the use of the phenomenological ad-hoc Lagrangian

Lκ =−
∑
ψ

κψ

√
2Mψ

v̂
ψ̄ψh+ κZ

M2
Z

v̂
ZµZ

µh+ κW
2M2

W

v̂
W+
µ W

−µh,

+ κg,c
g2

3

16π2v̂
GµνG

µνh+ κγ,c
e2

16π2v̂
FµνF

µνh+ κZγ,c
e2

16π2cθ̂v̂
ZµνF

µνh,

(9.3)

where h denotes the physical Higgs boson and Fµν is the photon field strength. For this reason,
the κ’s are often referred to as “coupling modifiers”. Those in the second line of Eq. 9.3 have
been defined with an additional “c” to underline that they are associated to effective contact
interactions. To match the κ’s definitions above (with in particular κi,c = κi for i = g, γ, Zγ),
the Lagrangian Lκ must be strictly used for tree-level computations only. We stress that
this parameterization of Lagrangian terms should not be interpreted to give a naive physical
meaning to the κi. The distinction between observables and Lagrangian parameters discussed
in Section 7 applies, and formulating the κi in terms of mass eigenstate shifts does not change
this fact.

For processes that are produced at one-loop already in the SM, it is possible to employ the
Lagrangian above at NLO, with the caveat that in this case the parameters κg,c, κγ,c and κZγ,c
appearing in Eq. 9.3 do not coincide with the κ’s defined in Eq. 9.2 and in particular their
SM value is κi,c = 0. Consider the one loop SM process σ(gg → h), the leading contribution
is generated radiatively with a top or bottom quark running in the loop. In this case, the
amplitude can be formally split separating the various contributions as

AggH = κtAtggH + κbAbggH + κg,c, (9.4)

where At(b)ggH represents the contribution from the top (bottom) loop.

89More explicit PO interpretations of these parameters have since been advanced in Refs. [54, 280, 346, 496,
544, 545].

90In this section, any reference to perturbative orders is implicitly referred to the EW sector. Radiative
QCD corrections can be factorized due to the narrow SM widths, with some exception, in the κ’s definitions
(see Eqn 9.2).

91This procedure is beset with inconsistencies that are discussed in Section 5.2.5.
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Although the most general approach is that of retaining κg,c as an independent parameter
that can capture contributions from BSM diagrams, it is possible to consider the approxima-
tion κg,c = 0. This corresponds to the implicit assumption that the ggH vertex does not
receive direct new physics contributions from e.g. a heavy state running in the loop. As a
consequence the factor κg (see Eq. 9.2) can be expressed as a function of κt and κb according
to

κ2
g(κt, κb) =

κ2
t σ

tt
ggH + κ2

b σ
bb
ggH + κtκb σ

tb
ggH

σttggH + σbbggH + σtbggH
. (9.5)

Here σtt(bb)ggH denotes the contribution of the top (bottom) loop to the ggH cross section, while
σtbggH stands for the interference term. Similar considerations hold for the γγ and Zγ decays,
for the tree-level case of vector boson fusion (V BF ) production, where the SM diagrams
are modified with κZ,W , and for the total Γh, whose corresponding modifier κH receives
contributions from κf,W,Z,γ,g in addition to a BSM component that can be denoted κH,BSM.

The experimental collaborations have provided limits on the κ parameters, that are ex-
tracted from a global fit to Higgs production and decay measurements [306, 546–548]. Both
benchmarks described above in the ggH example have been considered: Figure 14 shows the
most recent constraints [306] obtained including κγ,c, κg,c, κH,BSM (the latter is denoted BBSM

in the plot) as free parameters, while Figure 15 shows the results for κγ,c = κg,c = κH,BSM = 0.
In the first case (Figure 14) the system is under-constrained, and therefore one additional con-
dition is required to constrain all the parameters. Two alternative choices were considered:
either imposing |κV | = |κZ |, |κW | ≤ 1 while allowing κH,BSM 6= 0 (left panel), or fixing
κH,BSM = 0 (right panel).

The results generically show that κt is sensitive to which of the two scenarios is assumed,
as expected considering that it gives the dominant contribution to the radiative decay and
production channels. The other parameters do not show a dramatic variation among the
different setups. It also worth noting that, as anticipated in Section 5.3 the current uncertainty
in the determination of the Higgs couplings is 10 – 20% on average.92

Notably, as the experimental accuracy drops below the 10%, EW radiative corrections
become significant. As a consequence, it is not appropriate to use the κ framework to project
directly the signal-strength measurements into constraints on the Higgs couplings except in
some limited applications.

The κ-formalism was constructed as a first probe of the Higgs boson’s properties and
constitutes a reasonable framework for the interpretation of the Higgs dataset collected so far
at the LHC. The key strength of this approach is not that it is an EFT, but that it allows
a series of hypothesis tests addressing the question on the consistency of the properties of
the discovered scalar with the SM Higgs. Perhaps the most elegant of these tests is the two
dimensional test with only a universal (κF , κV ). A comparison of results of this form produced
at the time of discovery in 2012 in Ref. [315] in Fig.16 (left) and the combined ATLAS+CMS

92Note that the degeneracy of the κt sign can be lifted using the method discussed in Refs. [542, 549, 550].
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Figure 14: Fit results from Ref [306] obtained including κg,c, κγ,c as free parameters. In
the left panel the BSM Higgs width κH,BSM = BBSM has also been treated as independent,
while requiring |κV | ≤ 1 for V = Z,W . The right panel assumes instead κH,BSM = 0. The
hatched area for κt has been forbidden in the fit, to break the degeneracy due to the absence
of sensitivity to the sign of this parameter in the data used.
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Ref. [306] obtained imposing κγ,c =
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the absence of BSM contributions to
the hGG and hγγ interactions, as
well as in the Higgs width, beyond
those stemming from modified Higgs
couplings. The hatched area for κt
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results in Fig.16 (right) demonstrates the degree to which the Run I data set increasingly
supported the hypothesis that the discovered scalar is the Higgs boson.

Vκ
0.8 1 1.2 1.4

Fκ
0.4

0.6

0.8

1

1.2

1.4

1.6

ATLAS+CMS

ATLAS

CMS

68% CL 95% CL Best fit SM expected

Run 1 LHC
CMS and ATLAS

Figure 16: Hypothesis test of the discovered scalar as a Higgs-like boson with a universal
rescaling parameter set for the fermions and vector bosons (κF , κV ) (right) Ref. [306] and
using the alternate notation (c, a) (left) around the time of discovery in Ref. [315]. Note the
different scales of the plots.

The κ formalism does not constitute a suitable tool for a consistent analysis of the Higgs
properties going forward, as the experimental data improves. Figure 17 shows the projections
for these measurements at the CMS experiment at 14 TeV and for integrated luminosities
of 300 fb−1 (left panel) and 3000 fb−1 (right panel) [551]. Similar results are expected at
ATLAS [552]. The plot shows that the sensitivity will approximately reach the 5 – 10 % level,
with a significant dependence on the scaling of experimental errors assumed. The green lines
correspond to a quite conservative case (Scenario 1) in which all the systematics are assumed
to be the same as in the 2012 performance. The red lines (Scenario 2), instead, are derived
rescaling the theoretical uncertainties by a factor 1/2 and the other systematics by the square
root of the luminosity. Although the projections are extremely uncertain, and subject to a
number of unverified assumptions it is clear that the properties of the Higgs-like scalar will be
increasingly resolved experimentally in Run II and beyond. The κ formalism is not the right
tool for this era of increasing experimental precision. Some of its main limitations are

• The κ formalism is not an EFT as formulated in Ref. [528]. As the κ formalism can
only be related to EFT constructions with a set of further UV assumptions, it is not
guaranteed that it captures a consistent IR limit of an underlying new physics sector.
If κ fits show deviations from the SM constructing a consistent inverse map to the UV
sector is not guaranteed to be possible as a result.
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Figure 17: Prospects for the measurement of the κ parameters at the CMS detector [551] at√
s = 14 TeV and with an integrated luminosity of 300 fb−1 (left) and 3000 fb−1 (right). The

red and green lines are described in the text.

• The κ formalism is not systematically improvable with perturbative corrections. This is
a fatal flaw that introduces a multitude of difficulties. These difficulties always appear
in any ad-hoc construction. Any replacement formalism must be able to systematically
determine perturbative corrections without assuming the SM to address this central
flaw. The only known way to accomplish this is with a well defined effective field theory
embedding. As the accuracy of the data descends below the ∼ 10% range, higher
order calculations simply become indispensable in important channels sensitive to Higgs
properties.

• The rescalings of parameters that are off-shell vertices, in particular h → V V ? is am-
biguous as the off-shell massive gauge boson is not an external state and has no precise
definition without a field theory embedding.

• The κ formalism cannot be consistently used to interface Higgs data with LEP data, due
to the different scales involved in the measurements. Again this requires a field theory
embedding to relate the Wilson coefficient constraints. Similarly, the κ formalism is not
a useful tool to interface with even lower energy measurements.

• The formulation is intrinsically non-gauge invariant, and at best an example of a non-
linear realization of the gauge symmetry of the SM, i.e. a restricted version of the HEFT.
The couplings of the scalar to fermions and gauge bosons are left arbitrary. It is also the
case that amplitudes computed with the Lagrangian given in Eq. 9.3 generically lead to
non-unitary S-matrix elements. This is not a concern if the κ formalism is embedded in
an EFT extension of the SM, as such a theory need only be unitary to the cut off scale.
As the κ formalism is not so embedded in an EFT without further assumptions, its lack
of unitarity at high energies renders it obviously inconsistent, and unsuitable for studies
of differential distributions at high energies in particular.
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• The construction of the κ formalism is not a truly general set of deviations from the SM,
but a biased construction informed by experimental constraints in a fairly haphazard
fashion. For example, having two independent parameters κZ 6= κW introduces a hard
breaking of the custodial symmetry, but this is avoided in many κ fits due to experimental
constraints (see the discussion in Ref. [541]). On the other hand, these constraints are
not consistently determined in the κ formalism itself, due to its inability to relate LEP
and LHC data which requires a field theory embedding.

• The κ formalism includes only couplings with standard Lorentz structures in a renor-
malizable field theory. As such, it can only capture deviations in total production/decay
rates, and this is another reason it cannot be consistently used for the analysis of kine-
matic distributions.

Despite all of these flaws, and the clear need to go beyond the κ framework, we wish
to emphasize that the κ framework and Run I results reported in it were a profound and
important achievement. The theoretical framework to interface with LHC data in a consistent
EFT extension of the SM was simply not available in Run I. As such, the κ framework, despite
all its flaws, was a sensible and insightful choice to project the raw experimental data into a
useful and informative form. It is clear that the use of the κ framework to hypothesis test
the SM was an informative application. This data reporting formalism should be maintained
into Run II and beyond despite all its limitations for this application. Nevertheless, it is time
to go beyond the κ framework. The HEFT and the SMEFT have now been developed to a
sufficient degree that they can be systematically used for this task going forward.

9.2 Relation of the κ formalism to SMEFT and HEFT

In order to overcome the κ framework limitations listed above, it is necessary to switch from
the κ-parameterization to one given in terms of Wilson coefficients of a non-redundant EFT
basis (see e.g.[256, 479]). Once such a basis has been chosen, it is possible to identify a one
way mapping between the {κi} and {Ci}.93 In general, each κi can be decomposed as

κ2
i = 1 + ∆κi, (9.6)

with ∆κi a linear combination of EFT parameters, whose numerical coefficients are computed
calculating the relevant σi or Γi at a given order in the EFT. We stress that translating the κ
framework into an EFT form does not just represent a bare reparameterization, but actually
improves the theoretical consistency of the description. The EFT embedding makes manifest
the presence of correlations among different observables that are required by gauge invariance
or other imposed symmetries and structures such as the SMEFT reparameterization invari-
ance due to the EOM. The generic result, once again, is a correlated fit space of unphysical
Lagrangian parameters, as in the LEP case represented in Fig. 11.

93 This does not turn the κ’s into a basis, as no gauge invariant field redefinitions result in the mapping.
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To illustrate how the procedure is carried out in the SMEFT, consider for instance the
decay h→ b̄b. A partial NLO calculation of this process in the SMEFT has been presented in
Refs. [553, 554]. For illustrative purposes, here we report only the tree-level result computed
in the Warsaw basis, which gives

κ2
b =
A2(h→ b̄b)SMEFT

A2(h→ b̄b)SM
= 1 + ∆κb ,

∆κb = 2 v̄2
T

(
CH� −

CHD
4
− C(3)

Hl +
C ′ll
2
− CdH

[Yd]33

)
.

(9.7)

The terms CH�, CHD come from normalizing the Higgs’ kinetic term to the canonical form,
while C(3)

Hl , C
′
ll appear due to the shift between the true vev v̄T and the value inferred from

the measurement of GF . Finally, CdH represents the only direct d = 6 contribution, which is
due to the operator QdH , that perturbs the Yukawa coupling. See Appendix A for details on
shift parameters.

Another important example is that of h → γγ. In this case it is necessary to carry out
the computation at one-loop, which gives

κ2
γ =
A2(h→ γγ)SMEFT

A2(h→ γγ)SM
= 1 + ∆κLO

γ + ∆κNLO
γ (9.8)

where ∆κLO
γ and ∆κNLO

γ include the contributions computed respectively at tree-level and at
one-loop in the SMEFT, both normalized to the SM amplitude calculated at a specific order
in perturbation theory. Here we normalize by the one loop SM amplitude. The tree-level term
is easily derived in the Warsaw basis. The SMEFT contributions from CP even operators at
LO reads [234]

∆κLO
γ = −16π2

e2Iγ v
2
T

(
CHWB sθ cθ̂ − CHW s2

θ − CHB c2
θ̂

)
, (9.9)

where Iγ encodes the adimensional SM amplitude, whose expression can be found in Ref. [555].
It is interesting to notice that ∆κLO

γ carries an enhancement of 8π2/e2 compared e.g. to
∆κb. This could give O(1) deviations for Ci ∼ 1 and Λ as low as about 4 TeV (barring
cancellations among the coefficients), which simply reflects the fact that processes that are
radiatively suppressed in the SM are a priori more sensitive to the presence of new physics as
the SMEFT has a multi-pole expansion in general. This was emphasized long ago in Ref. [234].
The one-loop term ∆κNLO

γ has a much more complex structure and is not so easy to derive.
It contains a large number of L6 Wilson coefficients, feeding in relatively suppressed by 16π2

compared to the LO results. Many of these Wilson coefficients do not appear at tree level in
the SMEFT, see the results in Refs. [250, 280, 556]. Note also that an explicit matching of
the κ’s into the Warsaw basis, extended to all the Higgs two-body decay channels, has been
partially given in Ref. [280].

The mapping procedure illustrated above for the SMEFT case can be done with the
HEFT. In this case, the κ’s are mapped to combinations of parameters belonging both to
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the leading and next-to-leading order Lagrangian. Consider the tree-level expression of ∆κb.
Using the basis of Ref. [302] one has

∆κb =
32π2v2

T

Λ2
(rl2 − rl5) +

[Y
(1)
d ]33

[Yd]33
. (9.10)

The coefficients rl2,5 are associated to four-fermion operators that enter through δvT ∼ δGF
(analog to C ′ll in 9.7) and belong to the NLO Lagrangian94 ∆L. In the last term, instead,
Y

(1)
d belongs to L0: it is the Yukawa matrix appearing in the second term of the expansion

of the functional YQ(h), defined in Eq. 5.45. The impact of this term is analogous to that
of the operator QdH in the SMEFT, with the difference that in the HEFT case anomalous
Higgs couplings appear already at LO due to the singlet nature of the h field. This is true
for the interaction terms with d ≤ 4, while it is still necessary to include ∆L terms to match
Hγγ, HGG, HZγ couplings. Namely, κW,Z and κf receive leading contributions respectively
from aC and Y

(1)
f , while κγ , κg, κZγ are mapped to a combination of higher order Wilson

coefficients. For instance,95

∆κLO
γ =

8π2

e2Iγ
(
−4sθ cθ̂ã1 + c2

θ̂
ãB + s2

θ(ãW − 4ã12)
)
, (9.11)

where the shorthand notation ãi = Ciai stands for the product of Ci with the coefficient of
the linear term in the function Fi(h) = 1 + 2aih/v + . . .

Restricted versions of the SMEFT and the HEFT can be used in this manner to develop
one way mappings to the κ’s. This can be done as no defining conditions in the κ approach
are fundamentally gauge dependent. As the assumptions of the κ formalism itself starts to fail
at the experimental precision where this mapping becomes of interest, this task is not a high
priority. Directly developing the corresponding results in the SMEFT and HEFT to interface
with past data and future LHC results at leading, and next to leading order, is ongoing in a
manner that is essentially bypassing the κ formalism.

10 SMEFT developments in the top sector

Being the heaviest known particle, and the one with the largest Yukawa coupling, the top quark
is possibly the SM state that is closest to new physics sectors. In particular, it represents a
sensitive probe of new physics driving the EW symmetry breaking (EWSB): for instance, its
mass plays a fundamental role in determining the RG evolution and stability of the Higgs
potential in the UV. At the same time, the top is typically expected to exhibit the largest

94Compared to Eq. 9.7, here there is no equivalent of the terms CH� and CHD because there is no operator
in the basis of Ref. [302] that modifies the Higgs kinetic term. The operator corresponding to Q(3)

Hl was not
retained either.

95This result can be compared with Eq. 9.9. There is a close correspondence between the coefficients
CHWB → a1, CHB → aB , CHW → aW , while the term a12 in the HEFT comes from the custodial breaking
operator Tr(TWµν)2 that has an equivalent only at d = 8 in the SMEFT.
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mixing with exotic states in scenarios with non-linear EWSB sectors, such as composite Higgs
models or models with warped extra dimensions.

Studying the properties and couplings of the top quark can thus give a unique insight
into new physics, which is complementary to that offered by the Higgs boson. Top physics
also benefits from a significantly larger dataset compared to Higgs physics, as top quarks are
abundantly produced at high energy hadron colliders such as Tevatron and LHC. This has
motivated several analyses of the top sector based on the SMEFT approach.

Early studies explored the possibility of constraining its interactions at e+e− collid-
ers [557–570] (for recent analyses at future lepton colliders see e.g. [571–577]) and in γγ

collisions [564, 570, 578–582], which constitute a particularly suitable environment to probe
CP violating couplings. Here we give an overview of SMEFT studies of the top sector, focusing
on the processes relevant for top physics at the Tevatron and LHC.

In the Warsaw basis there are 28 operators that directly involve the top quark at L(6) in
unitary gauge (see Table 1 for the operators definitions)96:

QuH , QHu, Q(1),(3)
Hq , QHud, QuW , QuB, QuG, QdW ,

Q(1),(3)
qq , Q(1),(3)

lq ,Quu, Q(1),(8)
ud , Qeu, Qlu, Qqe, Q(1),(8)

qu , Q(1),(8)
qd ,

Qledq, Q(1),(8)
quqd , Q(1),(3)

lequ .

(10.1)

In addition to these, other operators can be relevant for a global analysis of the top sector,
either because they enter the top couplings due to input parameter definitions (see Appendix
A) or because they modify other interactions entering top production processes. The first
class includes

QH�, QHD, QHWB, Qll, Q(3)
Hl , (10.2)

while the operators fulfilling the latter condition are

QG, QG̃, QHG, QHG̃. (10.3)

Considering a general flavor scenario and retaining only the index contractions that select
a top quark, the overall number of independent parameters is 1179 (622 absolute values +
557 complex phases). The picture is remarkably simplified in the approximation in which
the quarks of the first two generations respect a U(2)3 symmetry (a U(2) for each field q, u,
d) and, simultaneously, flavor universality is assumed in the lepton sector. In this case, that
represents the customary set of assumptions for global top analyses, the number of independent
parameters is reduced to 85, corresponding to 68 absolute values and 17 phases97.

96Prior to the construction of the Warsaw basis, a systematic parameterization of d = 6 effects in the top
sector was proposed in [583, 584].

97The number of independent parameters is further reduced in the presence of a full U(3)5 flavor symmetry,
that gives 46 independent quantities (38 absolute values + 8 phases). However, this option is rarely considered
in top analyses, as they implicitly assume that new physics effects may impact top physics more significantly
compared to processes involving the first two generations.
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Figure 18: Main diagrams for top pair and single top production in pp collisions in the SM.

This number is still too large for a complete analysis to be performed, but a rich variety
of studies has been carried out in the literature, focusing on specific subsets of the parameter
space. In particular, the operators in Eq. 10.2 are usually neglected in top physics analyses,
under the assumption that they can be constrained in other classes of measurements. An
exception are fits to EWPD, where CWB and CHD are typically retained. These studies allow
to constrain top operators of classes 6 and 7, via loop contributions to the gauge bosons self
energies [585, 586] and four fermion operators arising either at tree level or at 1-loop due
to RG mixing [587]. CP violating contributions are also negligible for a large number of
top measurements at the LHC, because the spin-averaged SM amplitudes for these processes
are dominantly CP-conserving, implying that the interference term ASMA∗d=6 is typically
suppressed. Bounds on the CP-odd parameters are rather inferred from measurements of top
polarizations and t-t̄ spin correlations [588–595] or from lower energy experiments, such as
EDM measurements [596–601] and B meson decays [602–604].

The first global fit to top results from Tevatron and LHC has been presented by the
TopFitter collaboration in [605, 606] (see also [607, 608]), where 12 independent combinations
of 14 Wilson coefficients were constrained using both differential and inclusive measurements.

The relevant processes for top physics measurements at the LHC are the following:

(i) Top pair production pp→ tt̄.

In the SM, this process is dominated by QCD contributions: both qq̄ and gg initiated
diagrams contribute, as shown in Figure 18 (a)-(c). In the SMEFT, diagram (a) is
corrected only by contributions proportional to (CuG)33, modifying the Gtt̄ coupling.
This is the coefficient with the largest impact on top pair production. Diagrams obtained
inserting (CuG)ii with i = {1, 2} in the initial Gqq̄ vertex are negligible because their
interference with the SM amplitude is proportional to mu or md, see Section 7.5. In
addition, qq̄ initiated top pair production receives tree-level SMEFT contributions from
the 6 four-quark operators Q(1)

qq , Q(3)
qq , Quu, Q(8)

ud , Q
(8)
qu , Q(8)

qd [230, 593], whose impact
can be expressed in terms of only four combinations of Wilson coefficients [593]:

C1
u = (C(1)

qq )1331 + (C(3)
qq )1331 + (Cuu)1331, C1

d = 4(C(3)
qq )1133 + (C

(8)
ud )3311,

C2
u = (C(8)

qu )1133 + (C(8)
qu )3311, C2

d = (C(8)
qu )1133 + (C

(8)
qd )3311.

(10.4)
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Diagrams induced by Q(1)
qu , Q(1)

qd , having color-singlet contractions in the fermion cur-
rents, do not interfere with the QCD SM diagrams, but only with the EW production.
Their contributions to the total cross section are roughly an order of magnitude smaller
that those of the six four-quark operators listed above98.

For the gg initiated channel, that dominates at high energy, the SM diagrams in Fig. 18 (b)
and (c) can be dressed with d = 6 contributions from QuG in the Gtt̄ vertices. This
operator contributes, in addition, through a GGtt̄ four-point interaction. QuG is the
operator with the most significant impact on tt̄ production, and it has been extensively
studied in the literature, see e.g. [609–615]. Diagram (b) can also be corrected with an
insertion of QG (or QG̃) in the GGG vertex. Due to the helicity structure of the external
gluons, this term interferes only with the diagram in Figure 18 (c) proportionally to m2

t ,
and thus yields a smaller correction compared to QuG. The operators QHG, QHG̃ can
also contribute inducing a tree gg → h→ tt̄ diagram. However, this term is suppressed
by the Higgs propagator being always largely off-shell.

The main observables in pp → tt̄ is the total cross section, that is currently measured
at the LHC with an uncertainty . 5% [616–621]. Differential cross sections are also
important for constraining the relevant Wilson coefficients. In particular, the analysis
of the mtt̄ spectrum is useful to target and disentangle four-fermion operators [622].

Further, charge asymmetries received much attention in the past, mainly due to a dis-
crepancy with the SM expectation registered by the CDF experiment at Tevatron [623],
in the forward-backward asymmetry

AFB =
N(∆y > 0)−N(∆y < 0)

N(∆y > 0) +N(∆y < 0)
, ∆y = yt − yt̄, (10.5)

where yf is the rapidity of the fermion f in the laboratory frame. The excess was
subsequently reduced in analyses with higher statistics, and the most recent combination
of the Tevatron measurements finds agreement with the SM expectation at NNLO QCD
+ NLO EW within 1.6σ [624]. Besides refined experimental techniques, an important
role in reducing the anomaly has been played by higher order calculations in the SM [625–
632] showing that AFB receives large radiative corrections.
At the LHC, the forward-backward asymmetry is washed out by the huge symmetric
gg → tt̄ contributions and by the fact that the initial pp state is forward-backward
symmetric. A better observable for LHC measurements is the central charge asymmetry

98 Note that the interference of Q(1),(3)
qq and Quu contributions with SM QCD production is non-vanishing,

as particular linear combinations of these operators are equivalent to the color octet contractions (q̄γµT
Aq)2,

(ūγµT
Au)2 via Fierz transformations and the SU(3) completeness relation TABCTADE = 2δBEδDC−2/3δBCδDE .

Among the 3 remaining operators admitting interactions with two top quarks, Q(1)
ud gives contributions that

only interfere with the EW SM diagrams. Q(1),(8)
quqd contain currents with a (L̄R) chiral structure, so they give

only diagrams whose interference with the SM is suppressed by the mass of the initial state quarks.
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AC , which is correlated with AFB and defined as [633]

AC =
N(∆|y| > 0)−N(∆|y| < 0)

N(∆|y| > 0) +N(∆|y| < 0)
. (10.6)

The AC asymmetry has been measured by the ATLAS and CMS collaborations in pp
collisions at 7 and 8 TeV (see [634] and references therein), finding agreement with the
SM expectation. Interestingly, the two asymmetries AFB and AC are different linear
functions of the parameters in Eq. 10.4. Therefore the four combinations of Wilson
coefficients can be constrained combining Tevatron measurements of AFB and LHC
measurements of AC [635].

The first systematic EFT studies of tt̄ production were carried out in Refs. [230, 593, 622],
including a phenomenological analysis considering all the observables mentioned above.
The role of angular observables in the top decay products has been explored, for instance,
in [595, 636].

Higher order results are also available: the SMEFT amplitude has been computed at
NLO QCD including the contribution of a real (CuG)33 [614]; effects induced via RG
mixing were also considered within the class of four-fermion operators [637].

(ii) Single top production pp→ qt (q 6= t), pp→ tW .

Single top production is usually classified into s-channel, t-channel and tW production.

Focusing on the pp→ qt modes, the s-channel is characterized by a b in the final state
(Fig. 18 (d)) while the t-channel has typically a light quark in the final state (Fig. 18
(e)). The SM diagrams receive SMEFT corrections from operators entering the Wtb

vertex [638], namely QuW , Q(3)
Hq and the operators in Eq. 10.2 (all but QH�, that only

corrects the top Yukawa coupling), or modifying the W coupling to a light quark pair.
Among the latter, only Q(3)

Hq and the terms in Eq. 10.2 give relevant contributions, while
the interference terms for QuW , QdW , QHud are always suppressed by the mass of one
of the quarks entering the vertex. Among four-fermion operators, Q(1),(3)

qq have the
largest impact: due to the chiral structure of the SM diagrams, the interference terms
of invariants with at least one right-handed fermion are proportional to the mass of one
of the external quarks [639].

The pp → tW mode is mostly produced from the gb partonic initial state and and
is sensitive to (CuG)33 in addition to the coefficients of the operators affecting pp →
qt [640, 641].

The total cross section for mono-top production is dominated by the t-channel contri-
bution, that has been measured at the LHC with a precision of ∼ 10% [642–647]. The
cross section for the s-channel is ∼ 20 times smaller at the LHC, due to the presence of
an anti-quark in the initial state [648]. ATLAS and CMS have reported evidence for this
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process with LHC-Run I data, although with a quite low significance of 3.2 and 2.5σ

respectively [649, 650] (see [651] for a recent experimental review).

The SM cross section of pp→ tW is also sizable at the LHC (although about 3–4 times
smaller than the t-channel cross section). Evidence for this process at the LHC has been
found already at

√
s = 7 TeV [652, 653]. Recently, the ATLAS and CMS collaborations

reported measurements of the total and differential rates at
√
s = 13 TeV [654–656],

with a maximum precision of ∼ 10% reached by CMS using the full 35.9 fb−1 dataset
collected in 2016. Despite the accessible cross sections, measurements of tW production
are challenging at the LHC, mainly because the process interferes with tt̄ production
beyond LO in QCD. Disentangling the two signals is a quite complex task [657–660].

Measurements of the top polarizations in mono-top processes can play an important role
in this context, helping to constrain anomalous Wtb interactions [661] and four-fermion
operators [662].

Comprehensive EFT analyses of mono-top can be found in [230, 593, 663]. NLO QCD
corrections to the SMEFT amplitude have been computed for all three channels [664]
finding, in particular, that they have a non-trivial impact on differential distributions.

(iii) Top pair production in association with a neutral gauge boson pp→ tt̄V , V = {Z, γ}.
The production of a top in association with a neutral gauge boson Z/γ can be both
qq̄ and gg-initiated: the relevant SM diagrams have the same structure as those in
Figure 18 (a)-(c), with a gauge boson emitted from any of the fermion lines. In addition
to the set of operators that modify tt̄ production, these channels give a unique access
to the Ztt and γtt couplings [572, 665], that are corrected by Q(1),(3)

Hq , QHu, QuW , QuB,
QdW , QdB and the operators in Eq. 10.2 (except QH�). Four-fermion operators also
contribute to the qq̄-initiated channel. The corresponding corrections behave as in the
pp→ tt̄ case.

The total cross section for both tt̄Z, tt̄γ have been measured at the LHC with an accuracy
of ∼ 15 − 20% [666–670]. Their constraining power is quite low at the moment [606],
but shall become significant with higher statistics. It has been pointed out in Ref. [671]
that cross section ratios of tt̄V /tt̄ are also convenient observables, that allow to isolate
and constrain the top dipole moments induced by (CuW )33, (CdW )33, (CuB)33.

The SMEFT contributions from class 6 and 7 operators to the total cross section and
differential distributions of pp→ tt̄Z/γ have been computed at NLO QCD accuracy [572,
665, 672].

(iv) Top pair production in association with a Higgs boson pp→ tt̄h.

In the SM pp→ tt̄h takes place mainly through diagrams analogous to Figs. 18 (a)-(c),
with a Higgs radiated from one of the top propagators. SMEFT corrections to these
diagrams are therefore analogous to those for pp → tt̄, with the addition of possible
insertions of the coefficients CH�, CHD and (CuH)33 in the tth vertex. The operator
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QHG (QHG̃) also contributes, inducing new diagrams in which the Higgs is radiated from
a gluon line rather than from a top, and a gg-initiated diagram containing a GGGh four-
point interaction.

This process represents therefore an interesting bridge between top and Higgs global
analyses, providing information complementary to that extracted from Higgs production
and decay [550, 673, 674]. In particular, the interplay of the tt̄h channel with h, hh
and h + j production at the LHC has been explored with the inclusion of NLO QCD
corrections to contributions from (CuH)33, (CuG)33, CHG [674]. The analysis of angular
observables of the decay products of the tops is also interesting in this context, as it
would allow to probe the imaginary part of (CuH)33, testing the CP nature of the top
Yukawa vertex [675–678].

Due to the low cross section and the presence of large irreducible backgrounds, significant
constraints from pp→ tt̄h are likely to be extracted only at the high luminosity phase of
the LHC. At present, the ATLAS and CMS collaborations have reported the observation
of this process at

√
s = 13 TeV. The uncertainties on the measured cross sections are of

the order of 15–20% [679, 680].

(v) Top decays.

In the SM, top quarks decay nearly 100% of the time to bW . As such, a study of the
properties of the top decay products can probe the Wtb interaction to a good accu-
racy. In the Warsaw basis, this vertex receives tree-level corrections from Q(3)

Hq and the
operators in Eq. 10.2 (except QH�), that preserve the Lorentz structure of the SM in-
teraction99, from QHud that introduces a right-handed coupling, and from (CuW )33 and
(CdW )33, with a dipole contraction. The presence of Q(3)

Hq, Qll, Q
(3)
Hl , QHD or QHWB

therefore determines a rescaling of the total decay rate, while QHud, QuW , QdW im-
pact the kinematic properties of the decay products. The four fermion operators Q(3)

qq ,
Q(3)
lq also contribute to this decay for the hadronic and leptonic final states of the W

respectively [230].

The total width of the top has been measured both at the Tevatron [681, 682] and at
the LHC [683–685] with quite large uncertainties. More precise measurements (with
a 3–4% accuracy) are available for the helicity fractions of the W boson [686, 687],
that are among the most promising observables. They are predicted to the permille
accuracy in the SM [688] and they are modified only by100 (CHud)33, (CuW )33 and
(CdW )33. Measurements of these quantities (possibly in combination with other angular

99The operators in Eq. 10.2 enter the vertex due to the parameter shifts determined with the choice of the
input quantities. In particular, (Cll)1221 and (C

(3)
Hl )11,22 are present due to ĜF being chosen as an input. On

the other hand CHD and CHWB enter when choosing the set {α̂ew, m̂Z , ĜF } as inputs but do not contribute
if α̂ew is replaced with m̂W .

100There are in principle corrections proportional to (CHud,uW,dW )ii, i = 1, 2 and (CeW )jj that enter the W
decay vertex. These, however, interfere with the SM amplitude proportionally to the mass of one of the W
decay products, which is always negligible.
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observables) allow therefore to derive significant constraints on these coefficients, see
e.g. [591, 689–694].

The decay t → Wb in the presence of anomalous couplings has been computed analyt-
ically up to NLO QCD [695, 696]. In particular, Ref. [696] also explored the impact of
four-fermion operators.

Finally, upper limits on the observation of exotic top decays through FCNC can be used
to set bounds on the flavor off-diagonal entries of some Wilson coefficients. Relevant pro-
cesses in this sense include t→ uiX, with ui = {u, c} and X = {Z, γ, g, h} [697–701]. A
full list of the operators contributing (up to NLO QCD accuracy) can be found in [696].
Contributions from class 6 and 7 operators to t→ ui Z/γ have been computed to NLO
QCD [702–704]. More recently, the calculation has been extended to the t→ ui h chan-
nel [262, 696] and with the inclusion of parton shower effects [705]. Ref. [706] included
these observables in a global analysis of flavor-changing top couplings. Operators giv-
ing flavor-changing charged currents and flavor-changing four-fermion interactions were
considered in Ref. [707], that also performed a global analysis including constraints from
single top production and B and Z decays (see also [230]).

In a complementary approach, Ref. [708], considered lepton flavor violating top decays
t→ q`+`′−, ` 6= `′ induced by four-fermion interactions, showing that their measurement
at the LHC can give bounds comparable to those obtained from flavor physics at HERA.

(vi) Other processes.

Other processes can be relevant for constraining the couplings of the top at the LHC.

For instance, pp→ tt̄tt̄ and pp→ tt̄bb̄ would give access to the (3333) flavor contraction
of the operators with four quarks, that do not affect significantly any other process
above [622, 709, 710].

Single top production in association with a neutral gauge boson pp → t Z/γ is also of
interest, as it can give relevant constraints on FCNC top interactions, complementary
to those from decays [706, 711–716].

Single top production in association with a Higgs boson pp → th can instead help
setting constraints on (CuH)33, as this process is sensitive to the sign (an therefore the
complex phase) of the top Yukawa coupling [542, 549, 717–720], and on (CuH)3i, as to
the presence of flavor-changing twh couplings [701, 721, 722].

11 Progress and challenges for LHC pseudo-observables, HEFT and SMEFT

The key problem of the κ formalism is that it is not a systematically improvable framework.
It does not have well defined perturbative corrections, and its results cannot be combined
in a predictive fashion with different data sets. In short, the κ framework is not an EFT.
To go beyond the κ framework there are currently two main approaches being developed for
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LHC applications, the pseudo-observables (PO) approach, and the systematic development
of EFT extensions to the SM. Both of these approaches face significant challenges and are
underdeveloped. In the previous sections we have reviewed the extensive development of EFT
extensions to the SM studying LEPI, LEPII and top physics. In this section we summarize
the overall state of affairs partway through LHC Run II.

11.1 Challenges for pseudo-observables

Recently the paradigm of pseudo-observables (PO) has been reinvigorated at the LHC. Initial
work in this direction was reported in Ref. [467], and further precursor studies [342, 343] have
been developed into a theoretical paradigm in Refs. [346, 496, 544, 545]. These developments
are a welcome advance over the κ formalism. They are theoretically grounded in formal
expansions [467] around the poles of the narrow SM states, factorizing observables into gauge
invariant sub-blocks (see Section 7.4). This transitions a κ approach to a firmer theoretical
footing. The evolution of the κ approach to the results of Ref. [544] for inclusive Higgs
decays is rather direct. A key strength of the PO approach is that it is defined as a gauge
invariant decomposition around the physical poles in the process that is disconnected from
an underlying assumed Lagrangian. This approach directly exploits the narrowness of the
unstable massive states known to exist, and can be mapped to both the HEFT and the SMEFT
in principle as the underlying Lagrangian field theory is not fixed. This approach is also based
on the correct understanding of the distinction between observable S matrix elements and
unphysical Lagrangian parameters (see Section 7). For this reason, a PO decomposition, at
least in inclusive Higgs decays, can form a sensible bridge (at tree level) to the underlying
EFTs in data reporting. PO decompositions also have some predictive power. By exploiting
crossing symmetry, relations between different classes of observables can be determined in
the PO approach, such as h → V F and F → hV [342, 343] or between h → f1 f2 f3 f4 and
f1 f2 → h f3 f4 [545].

The challenges to the successful development of a model independent PO program at LHC
are also clear. Decomposing all observable amplitudes into a PO set is challenging at the LHC
compared to LEP for a simple reason, the LEP initial state was well defined, while the LHC
initial state is an overlap of various partonic processes convoluted with parton distribution
functions. This challenge can be avoided if a narrow width expansion is employed to factorize
up an observable, and this issue is not present for characterizing inclusive Higgs decays, where
PO approaches have been well developed [544] and are clearly applicable.

A further important issue is related to the core model independent strength of the pseudo-
observable approach, namely the lack of a fixed embedding in an explicit EFT Lagrangian that
extends the SM. As a direct result, some of the limitations of the κ approach remain. Without
mapping to a particular field theory, relations between observables (unrelated by crossing sym-
metry) are absent, and radiative emission is ill-defined in general. The idea to accommodate
soft radiation has been to use universal radiator functions, mimicking the approach at LEP,
to dress amplitudes. However, unlike at LEP there is currently no feasible proposal to check
the SM-like radiator functions assumption in the LHC environment. Explicit assumptions of
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no effects of physics beyond the SM in radiative emissions dressing the PO have been invoked,
but these are UV assumptions, not IR assumptions, and they have no known interpretation as
a precise condition on UV dynamics. It is possible these challenges can be overcome to enable
a precision pseudo-observable program at LHC that extends beyond characterizing inclusive
Higgs decays. Assuming away these pressing issues with UV assumptions reduces the model
independence of the PO approach, and should be avoided if at all possible.

11.2 Challenges for SMEFT/HEFT

Any formalism that seeks to improve upon the κ framework must address its core defects
comprehensively, consistently and without invoking UV assumptions if it seeks to maintain
model independence. The new framework must be able to capture the IR limit of physics
beyond the SM, without assuming that the physics beyond the SM is already known, and
allow an inverse map to the underlying theory if deviations are discovered at LHC, or in
future facilities where LHC data is also used as legacy information. It is fortunate that EFT
is constructed and defined to exactly meet these demands, that have essentially resulted from
the LHC data set not indicating non-SM resonances around the EW scale. The powerful
constraints of

• Lorentz invariance and the global symmetry constraints due to the Higgsing of SUL(2)×
UY(1)→ Uem(1) in the case of the SMEFT,

• local analytic operators extending the SM due to the assumption of a degree of decou-
pling v̄T � Λ, (see Section 4),

leads to a predictive and well defined extension of the SM, that can be systematically con-
strained experimentally. The EFT approach allows a well defined characterization of higher
order perturbative and non-perturbative neglected effects defining the approximate theoretical
precision in an analysis, as is a fundamental part of the EFT description. Such an approxi-
mate precision can be characterized as a theoretical error in global data analysis that is varied
to represent various cases of the size of the neglected higher order terms. This error can be
continually and appropriately reduced with further development of this theoretical paradigm.
This approach stops one from overinterpreting the data set and being too aggressive on the
constraints found in the EFT framework, considering the limited theoretical precision of the
EFT description. The HEFT has less constraints due to the presence of a singlet scalar in the
spectrum, but still carries powerful constraints due to a local analytic operator expansion and
can accommodate assumed global symmetries as IR assumptions reducing its complexity.

A core challenge to SMEFT/HEFT is – which EFT should be used? The existence
of two self-consistent constructions must be seriously considered. It is not appropriate to
casually dismiss the HEFT construction just because the Higgs-like scalar has converged on
the properties of the SM Higgs to date. The key distinction between the HEFT and the
SMEFT is an IR assumption about the states in the spectrum in the presence of SUL(2) ×
UY(1) → Uem(1). Considering the viewpoint laid out in Section 3, on the Higgs potential

– 113 –



being an effective parameterization of the true dynamical mechanism underlying SUL(2) ×
UY(1)→ Uem(1), this EFT choice essentially corresponds to the assumption of one low energy
parameterization of such physics being preferred over the other. SUL(2) × UY(1) → Uem(1)

can occur due to weakly coupled or strongly coupled dynamics in the UV sector. The core
problem with making this choice outright is that no good understanding of the low energy
limit of all possible strongly interacting sectors exists, due to the difficulties in calculating non-
perturbative physics. On the other hand, the fact that the HEFT and the SMEFT seem to be
functionally indistinguishable on SM pole processes requiring studies of tails of distributions
to seek out differences (see Section 5.4.4) indicates that a dedicated pole constraint program
formulated in one of these theories can be mapped to the alternate EFT construction directly.

The efficient way to develop the constraint picture for each EFT is fairly clear and is
undergoing a rapid development in the community. First, a consolidation/data mining phase
that distills past LEPI/LEPII/Tevatron/LHC Run I and lower energy results into constraints
on the Wilson coefficients is developed. The first priority for this effort is to map the con-
straints on pole processes (scattering events where p2 ∼ m2 for a SM intermediate state) to
the SMEFT. This restriction to single pole resonantly enhanced processes allows the narrow
width factorization of the dependence on Wilson coefficients in L6 into those that are reso-
nantly enhanced, and those suppressed by an additional factor of Γ/m. As the data set of
such pole processes is limited, it is appropriate to invoke flavour symmetries when pursuing
such bounds, at least initially.

This initial analysis phase is extended with data from the tails of distributions and low
energy observables. The much larger data sets present in these cases allow the flavour sym-
metries to be relaxed. Tails of distributions are an important source of information on Wilson
coefficients, but it cannot be avoided that when the EFT expansion is breaking down, pre-
dictivity is lost. This can be the case in the tails of distributions. It is also clear that when
examining tails of distributions the choice between the HEFT and the SMEFT as a field the-
ory approach is more pressing. Furthermore, in either EFT, the number of parameters grows
dramatically as the IR effect of class 8 ψ4 operators being further suppressed is absent. These
challenges can all be overcome without invoking UV assumptions so long as an appropriate
theoretical error is assigned to EFT studies in such tails of distributions.

A related question is how PDF uncertainties impact the extraction of constraints from
LHC measurements of high-energy tails. PDF uncertainties in the large-x region strongly
depend on the partons considered, being largest for gluons and antiquarks. At the LHC with√
s = 13 TeV, for a partonic c.o.m. energy of

√
ŝ ∼ 2−3 TeV, they are typically in the ranges

(-30%,+10%) and (-15%, +10%) for gg and qq̄-initiated processes respectively, but they can
grow up to 100% at

√
ŝ ∼ 5 TeV.101 Precision measurements for this class of observables are

then particularly challenging and generally possible only for E . 2 TeV. Very different is the
situation for dominantly qq or qg-initiated processes, that typically carry PDF uncertainties

101Additionally, the gg, qg and qq̄ PDF luminosities are sensitive to some flavor assumptions and parameter-
ization choices that lead to energy-dependent discrepancies of up to 20–40% between predictions of different
groups. See Ref. [723] for a recent detailed discussion.
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of the order 10-20% or smaller on the entire spectrum [723]. Around
√
ŝ ∼ 3 TeV, EFT

effects can exceed the PDF uncertainty band for Λ . 10 TeV, thus allowing the extraction of
constraints within the region of validity of the EFT expansion.

A more accurate comparison of PDF uncertainties with possible BSM signals can be done
only on a case by case basis, as both quantities are strongly process-dependent. The reduction
of PDF uncertainties at large-x, that is crucial for EFT analysis, will be possible in the near
future, thanks to the inclusion of high-energy LHC data in PDF global fits (see e.g. [724] for
the impact of top quark pair production measurements).

To combine data sets measured at disparate energies, it is required to develop the SMEFT
and HEFT to the order of one loop calculations for the most precise observables. It is also
clear that the challenge of statistical estimates of constraints in multi-dimensional Wilson
coefficient spaces are underdeveloped. One loop results are not available in almost every
process of phenomenological interest, although it has been shown they can have a remarkable
impact on standard interpretations of precise measurements such as the LEP EWPD PO
[188, 280, 725]. It is unclear if a systematic one loop SMEFT and HEFT paradigm can be
developed in time to have maximum impact on LHC studies.

A non-physics challenge to the HEFT and the SMEFT is the literature is manifestly con-
flicted. There is little agreement on EFT conventions, basis choice (the definition of a basis),
the meaning of power counting, the degree of constraint on Wilson coefficients, the possibil-
ity of doing model independent EFT studies or not, and other issues. The great interest in
developing EFT extensions of the SM, in response to the discovery of a Higgs-like scalar and
no other resonances in the LHC data set, has resulted in a significant disarray in the rapidly
advancing literature. This makes this fascinating and important area of research incompre-
hensible when comparing various parts of the literature, and effectively unapproachable for the
next generation of students. We hope this review will have a positive and clarifying impact by
removing some of these barriers and resolving some of these issues. We hope it will encourage
students to work in this area.102 There is an enormous amount of important work to do to
develop and use the SMEFT and the HEFT to gain the most out of the unprecedented LHC
data set, that is soon to arrive.
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A Cross sections/decay widths of selected processes in the SMEFT

In this Appendix we report the analytic expression of the cross sections for selected EW pro-
cesses in the SMEFT including leading order shifts due to L6. All the observables are com-
puted at tree-level in the Warsaw basis with the operators defined as in Ref. [222]. We choose
the set α̂ew, m̂Z , ĜF , m̂h} as input parameters103 and adopt the notation and assumptions of
Ref. [429]. Many of these results were already reported in the literature in various bases. A
unified presentation with common notational conventions is lacking, so we have included this
summary of known results here, and simultaneously extended the known literature.

We adopt the IR assumption that light quark masses are neglected both in the SM pre-
dictions and in the SMEFT corrections. Unless otherwise specified, the SMEFT Lagrangian
is assumed to respect an approximate U(3)5 flavour symmetry as a further IR assumption,
which is only violated through insertions of the Yukawa couplings. In this scenario, the Wil-
son coefficients of operators containing chirality-flipping fermion currents have the104 flavour
structure

CfH
rs
, CfW

rs
, CfB

rs
, CfG

rs
∝
[
Y †f

]
rs
,

CHud
rs
∝
[
Yu Y

†
d

]
rs
, Cledq
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[
Y †e Yd

]
rs
, C

(1),(8)
quqd
rs

∝
[
Y †uY

†
d

]
rs
, C

(1),(3)
lequ
rs

∝
[
Y †e Y

†
u

]
rs
.

(A.1)
The terms that give very suppressed contributions to interactions involving light fermions
proportional to the light quark masses are neglected here. Furthermore, the Wilson coefficients
have been redefined so as to absorb the factor Λ−2: we use the dimensionful parameters
C ′i = Ci/Λ

2 with the prime implicitly dropped. We use the indices p, r, s . . . for the flavour
space and I, J, K . . . for SUL(2) consistent with the notational conventions in Section 5.1.

A.1 Core shifts in the {α̂, ĜF , m̂Z} input scheme

The SM Lagrangian is written in terms of several internal parameters whose values can be
determined via the measurement of a few input quantities. For the EW sector it is customary
to adopt the inputs set {α̂, ĜF , m̂Z , m̂h, · · · }, where α̂ is the electromagnetic structure constant
extracted from Thomson scattering, ĜF is the Fermi constant extracted from muon decay, and

103The subscript in α̂ew will be dropped in the following.
104At lowest order in the linear MFV expansion [726–731].

– 116 –



m̂Z , m̂h are respectively the measured masses of the Z and Higgs bosons.105 The numerical
values of some of the inputs are reported in Table 4. The other relevant Lagrangian parameters
are fixed by the following definitions:

s2
θ̂

=
1

2

[
1−

√
1− 4πα̂√

2ĜF m̂2
Z

]
, ê =

√
4πα̂,

ĝ1 =
ê

cθ̂
, ĝ2 =

ê

sθ̂
,

v̂T =
1

21/4
√
ĜF

, m̂2
W = m̂2

Zc
2
θ̂
.

(A.2)

When applied in the SMEFT, this procedure introduces a mismatch between the quanti-
ties determined from the input measurements and the parameters defined in the canonically
normalized Lagrangian consistent with an on-shell EFT construction. Denoting the former
quantities with a hat and the latter with a bar, a generic parameter κ receives a shift from its
SM value given by

δκ = κ̄− κ̂ . (A.3)

In the SM limit (Ci → 0) hatted and bar quantities coincide. It is convenient to define the
quantities

δGF =
1√

2 ĜF

(√
2C

(3)
Hl −

C ′ll√
2

)
, (A.4)

δm2
Z =

1

2
√

2

m̂2
Z

ĜF
CHD +

21/4
√
πα̂ m̂Z

Ĝ
3/2
F

CHWB, (A.5)

δm2
h =

m̂2
h√

2ĜF

(
−3CH

2λ
+ 2CH� −

CHD
2

)
, (A.6)

δm2
W = m̂2

W

(√
2δGF + 2

δg2

ĝ2

)
, (A.7)

= −s2θ̂v̄
2
T

4c2θ̂

(
cθ̂
sθ̂
CHD +

sθ̂
cθ̂

(4C
(3)
Hl − 2C ′ll) + 4CHWB

)
, (A.8)

105Arguably a transition to the {m̂W , ĜF , m̂Z , m̂h, · · · } scheme is favoured for several reasons as discussed
in Ref. [431]. We do not fight the tide of historical convention here but note that an m̂W input scheme is
available to be used in the SMEFTsim package [484].
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Using this notation, related results are106

δv2
T = v̄2

T − v̂2
T =

δGF

ĜF
(A.9)
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, (A.10)
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(A.11)

δs2
θ = s2

θ̄ − s2
θ̂

= 2c2
θ̂
s2
θ̂

(
δg1

ĝ1
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ĝ2

)
+ v̄2

T

s2θ̂c2θ̂

2
CHWB

=
s2θ̂

8c2θ̂

√
2ĜF
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]
(A.12)

Couplings of the gauge bosons to fermions

The photon couplings do not receive corrections in this input parameter set, due to the fact
that α is an input and, at the same time, the Uem(1) gauge symmetry is preserved in the SM.
The relevant Lagrangian term is

LA,eff = −2
√
πα̂Qψ J

ψ,em
µ Aµ , (A.13)

where Jψ,emν is the electromagnetic current with the fermion ψ = {`, u, d}. On the other hand,
the Z and W couplings to fermions are modified. Using the notation of Refs [429, 430], the
former can be parameterized as

LZ,eff = ĝZ

(
JZ`µ Zµ + JZνµ Zµ + JZuµ Zµ + JZdµ Zµ

)
, (A.14)

where ĝZ = −ĝ2/cθ̂ = − 2 21/4
√
ĜF m̂Z , (JZψµ )pr = ψ̄p γµ

[
(ḡψV )pr − (ḡψA)pr γ5

]
ψr for ψ =

{u, d, `, ν}. The couplings’ normalization is such that

gψ,SMV = T3/2−Qψs2
θ̂
, gψ,SMA = T3/2

with T3 = ±1/2 and Qψ = {−1, 2/3,−1/3} for ψ = {`, u, d}. The couplings deviate from the
SM expressions as

δ(gψV,A)pr = (ḡψV,A)pr − (gψ,SMV,A )pr, (A.15)

106To define the SMEFT in Rξ gauge the approach used here to define the diagonalization of the mass
eigenstate fields is advantageous, see Refs. [556, 733].
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with F [C1, C2, C3 + · · · ]pr = (C 1
pr

+ C 2
pr

+ C 3
pr

+ · · · )/(4
√

2ĜF )
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(3)
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(3)
H` ]pr, (A.17)
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(3)
H` ]pr, (A.18)
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3
δs2
θ̂
δpr, (A.19)

δ(guA)pr = δḡZ (gu,SMA )pr − F [C
(1)
Hq,−C

(3)
Hq,−CHu]pr, (A.20)

δ(gdV )pr = δḡZ (gd,SMV )pr − F [C
(1)
Hq, C

(3)
Hq, CHd]pr +

1

3
δs2
θ̂
δpr, (A.21)

δ(gdA)pr = δḡZ (gd,SMA )pr + F [−C(1)
Hq,−C

(3)
Hq, CHd]pr, (A.22)

and

δḡZ = −δGF√
2
− δm2

Z

2m̂2
Z

+
sθ̂ cθ̂√
2ĜF

CHWB. (A.23)

For the charged currents

LW,eff = −
√

2π α̂

sθ̂

[
(JW±,`µ )prW

µ
± + (JW±,qµ )prW

µ
±
]
, (A.24)

with

(JW+,`
µ )pr = ν̄p γ

µ
(
ḡ
W+,`
V − ḡW+,`

A γ5

)
`r, (A.25)

(JW−,`µ )pr = ¯̀
p γ

µ
(
ḡ
W−,`
V − ḡW−,`A γ5

)
νr, (A.26)

and analogously for quarks. In the SM

(ḡ
W±,`
V )SMpr = (ḡ

W±,`
A )SMpr =

(U †PMNS)pr
2

, (ḡ
W±,q
V )SMpr = (ḡ

W±,q
A )SMpr =

Vpr
2
, (A.27)

where V is the CKM matrix. In the SMEFT ḡ
W±,ψ
V/A = (ḡ

W±,ψ
V/A )SM + δḡ

W±,ψ
V/A where, for the

flavour diagonal component:

δ(g
W±,`
V )rr = δ(g

W±,`
A )rr =

1

2
√

2ĜF

(
C

(3)
H`
rr

+
1

2

cθ̂
sθ̂
CHWB

)
− 1

4

δs2
θ

s2
θ̂

, (A.28)

δ(g
W±,q
V )rr = δ(g

W±,q
A )rr =

1

2
√

2ĜF

(
C

(3)
Hq
rr

+
1

2

cθ̂
sθ̂
CHWB

)
− 1

4

δs2
θ

s2
θ̂

. (A.29)

the off diagonal components are the obvious generalization of this result.

– 119 –



Triple Gauge Couplings

Going from the SM to the SMEFT, the TGC couplings get redefined by a subset of L6

operators, so that ḡV1 = gV1 + δgV1 , κ̄V = κV + δκV , λ̄V = λV + δλV with

δgA1 = 0, δgZ1 =
1

2
√

2ĜF

(
sθ̂
cθ̂

+
cθ̂
sθ̂

)
CHWB −

1

2
δs2
θ

(
1

s2
θ̂

+
1

c2
θ̂

)
, (A.30)

δκA =
1√

2ĜF

cθ̂
sθ̂
CHWB, δκZ =

1

2
√

2ĜF

(
−sθ̂
cθ̂

+
cθ̂
sθ̂

)
CHWB −

1

2
δs2
θ

(
1

s2
θ̂

+
1

c2
θ̂

)
, (A.31)

δλA = 6sθ̂
m̂2
W

gAWW
CW , δλZ = 6cθ̂

m̂2
W

gZWW
CW . (A.32)

Notice that three relations between parameters in this input scheme (at the level of L6 [231])
hold in the SMEFT: δκZ = δgZ1 − t2θ̂δκA, δλA = δλZ and δgA1 = 0.

Fermion masses and Yukawa couplings

If the assumption of massless fermions is relaxed, the measured masses of quarks and leptons
can be incorporated in the set of input parameters and they allow to determine the Yukawa
couplings through the definition

Ŷf = 23/4m̂f

√
ĜF . (A.33)

In the SM the coupling of the Higgs boson to fermions is then gSM
hf̄f

= Ŷf/
√

2. In the SMEFT
it is shifted as ḡhf̄f = gSM

hf̄f
+ δghf̄f where [204]

δghf̄f =
Ŷf√

2

[
v̄2
T

(
CH� −

CHD
4

)
− δGF√

2

]
− v̄2

T√
2
C∗fH . (A.34)

A.2 Generic 2→ 2 scattering processes via gauge boson exchange

Scattering `+`− → f̄f , f = {`′ 6= `, u, c, b, d, s}

The general s channel differential cross section dσ(`+`− → f f̄)/dcθ, valid on and off reso-
nance scattering, has been computed in the SMEFT in Ref. [429]. The result includes the
contributions from Z and γ exchange, the effect of ψ4 operators and the interference of all of
these terms, up to leading order in the interference of the ψ4 operators with the SM amplitude.
Initial and final state radiation (including possible αs corrections to final state fermions) have
been neglected, together with fermion masses. Consistently with the other results reported
here, a U(3)5 flavour symmetry is assumed, which allows to neglect interference effects with
operators of the form LRRL,LRLR, that are proportional to SM Yukawas. Finally, the initial
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e+, e− are taken to be unpolarized. The final expression, in Feynman gauge, reads 107

1

Nc

dσ

dcθ
=
Ĝ2
F m̂

4
Z

π
χ̄(s)

[(
|ḡ`V |2 + |ḡ`A|2

) (
|ḡfV |2 + |ḡfA|2

) (
1 + c2

θ

)
− 8 Re

[
ḡ`Aḡ

`,?
V

]
Re
[
ḡfAḡ

f,?
V

]
cθ

]
,

+
|α̂|2 |Q`|2 |Qf |2 π

2 s

(
1 + c2

θ

)
+
ĜF m̂

2
ZQ`Qf√

2

[
α?
ḡ`V ḡ

f
V

(
1 + c2

θ

)
+ 2 cθ ḡ

`
A ḡ

f
A

s− m̄2
Z + i w̄(s)

+ h.c.

]
,

+
Q`Qf

32

[
α?C`,fLL,RR (1 + cθ)

2 + h.c.
]

+
Q`Qf

32

[
α?C`,fLR (1− cθ)2 + h.c.

]
,

+

(
ĜF m̂

2
Z

16
√

2π

)[(
s

s− m̄2
Z + i w̄(s)

)
C`,f,?LL,RR,LR(ḡ`V ± ḡ`A)(ḡfV ± ḡ

f
A)
(
1 + c2

θ

)
+ h.c.

]
,

+

(
ĜF m̂

2
Z

16
√

2π

)[(
s

s− m̄2
Z + i w̄(s)

)
C`,f,?LL,RR,LR (ḡ`A ± ḡ`V )(ḡfA ± ḡ

f
V ) 2 cθ + h.c.

]
. (A.35)

where in the last two lines the couplings combinations with signs (++, −−, +−) are associated
to the LL, RR and LR operators respectively. We have also defined

χ̄(s) =
s

(s− m̄2
Z)2 + |w̄(s)|2 , (A.36)

where w̄(s) represents the Breit-Wigner distribution [734], that can be either expressed as an
s dependent width (w̄(s) = s Γ̄Z/m̄Z , which is the approach used at LEP) or alternatively
using directly the real part of the complex pole w̄(s) = Γ̄Z m̄Z . The parameter cθ is the cosine
of the angle between the incoming `− and the outgoing f̄ , and s = (p`+ + p`−)2. NC is the
dimension of the SU(3) group of the produced fermion f .

Flavour indices on the ψ4 operator Wilson coefficients and the effective gauge couplings
have been suppressed. Reintroducing them, one has C? → C?` ` f f , C

?
` f f `, C

?
f ` ` f for C?LL,RR.

For the LR operators C? → C?` ` f f is as in the previous chirality cases, while the cases
C?` f f `, C

?
f ` ` f vanish.

Expanding linearly in the Wilson coefficient, the differential cross section is shifted com-
107Here we correct a factor of 1/π in the first line compared to Ref. [429], which has a typo.
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pared to the SM prediction by108

1

Nc
δ

(
dσ

dcθ

)
=

Ĝ2
F m̂

4
Z

π
χ(s)

[
2Re

[
(g`,SMV )∗δg`V + (g`,SMA )∗δg`A

] (
|gf,SMV |2 + |gf,SMA |2

) (
1 + c2

θ

)
+ (`↔ f)

]
,

− 8Ĝ2
F m̂

4
Z

π
χ(s)

[
Re
[
δg`A(g`,SMV )∗ + (g`,SMA )∗δg`,?V

]
Re
[
gf,SMA (gf,SMV )∗

]
cθ + (`↔ f)

]
,

+
Ĝ2
F m̂

4
Z

π
δχ(s)

[(
|g`,SMV |2 + |g`,SMA |2

)(
|gf,SMV |2 + |gf,SMA |2

) (
1 + c2

θ

)
− 8Re

[
g`,SMA (g`,SMV )∗

]
Re
[
gf,SMA (gf,SMV )∗

]
cθ

]
,

+
ĜF m̂

2
ZQ`Qf√
2

α?χ2(s)
(δg`V g

f,SM
V + g`,SMV δgfV )

(
1 + c2

θ

)
+ 2cθ

(
δg`Ag

f,SM
A + g`,SMA δgfA

)
s

+ h.c.

 ,
+
ĜF m̂

2
ZQ`Qf√
2

[
α?δχ2(s)

g`,SMV gf,SMV

(
1 + c2

θ

)
+ 2cθg

`,SM
A gf,SMA

s
+ h.c.

]
,

+
Q`Qf

32

[
α?C`,fLL,RR(1 + cθ)

2 + h.c.
]

+
Q`Qf

32

[
α?C`,fLR(1− cθ)2 + h.c.

]
,

+

(
ĜF m̂

2
Z

16
√

2π

)[
χ2(s)C`,f,?LL,RR,LR(g`,SMV ± g`,SMA )(gf,SMV ± gf,SMA )

(
1 + c2

θ

)
+ h.c.

]
,

+

(
ĜF m̂

2
Z

16
√

2π

)[
χ2(s)C`,f,?LL,RR,LR(g`,SMA ± g`,SMV )(gf,SMA ± gf,SMV )2cθ + h.c.

]
.

Here

χ(s) = |Ξ(s)|2/s, δχ(s) =
1

s
[Ξ(s) δΞ?(s) + δΞ(s) Ξ?(s)] , (A.37)

χ2(s) = Ξ(s), δχ2(s) = δ Ξ(s), (A.38)

with

Ξ(s) =
s

s− m̂2
Z + i(w(s))SM

, (A.39)

δΞ(s) =
s

[s− m̂2
Z + i(w(s))SM ]2

[−iδw(s)] . (A.40)

The shift in the Breit-Wigner distribution depends on the specific form assumed for w(s):

w̄(s) = s
Γ̄Z
m̄Z

→ δw(s) = s
δΓZ
m̂Z

, (A.41)

w̄(s) = Γ̄Zm̄Z → δw(s) = m̂Z δΓZ . (A.42)

The expression for the Z width correction δΓZ is given in Eq. A.54.
108 Here we correct a 1/π compared to the result in the first three lines that is derived from Ref. [429].
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Scattering f̄ f → f̄ f

Here we consider the particular case where the initial and final states fermion f are identical.
Two kinematic channels, s and t, are present in this process. Adopting the same set of
approximations and assumptions as above, the differential cross section for Bhabha scattering
(e+ e− → e+ e−) in the SMEFT is given by [429]

dσ

dcθ
=

2 Ĝ2
F m̂

4
Z

πs

[
(|ḡ`V |2 + |ḡ`A|2)2

(
u2 + s2

(t− m̄2
Z)2

+
χ̄(s)

s

(
u2 + t2

)
+ 2 χ̄(s)

u2(1− m̄2
Z/s)

t− m̄2
Z

)
,

−4 Re
[
ḡ`∗V ḡ

`
A

]2
(

s2 − u2

(t− m̄2
Z)2

+
χ̄(s)

s

(
u2 − t2

)
− 2 χ̄(s)

u2(1− m̄2
Z/s)

t− m̄2
Z

)]
,

+

√
2 ĜF m̂

2
Z

s

[
α̂∗

(ḡ`V )2(u2 + t2) + (ḡ`A)2(u2 − t2)

s
(
s− m̄2

Z + iw̄(s)
) + α̂∗

(ḡ`V )2(u2 + s2) + (ḡ`A)2(u2 − s2)

t
(
t− m̄2

Z

) + h.c.

]
,

+

√
2 ĜF m̂

2
Z u

2

s

[
α̂∗

t

(ḡ`V )2 + (ḡ`A)2(
s− m̄2

Z + iw̄(s)
) +

α̂

s

(ḡ`,?V )2 + (ḡ`,?A )2(
t− m̄2

Z

) ]
,

+
2π α̂2

s

[
u2 + s2

t2
+
u2 + t2

s2
+

2u2

ts

]
+
α̂

4s

[
2

(
u2

s
+
u2

t

)
C?LL,RR +

(
t2

s
+
s2

t

)
C?LR + h.c

]
,

+
ĜF m̂

2
Z

4
√

2πs

[
4u2

(
ḡ`A ± ḡ`V

)2
C?LL,RR + 2t2

(
(ḡ`V )2 − (ḡ`A)2

)
C?LR

s− m̄2
Z + iw(s)

+ h.c

]
,

+
ĜF m̂

2
Z

4
√

2πs

[
4u2

(
ḡ`A ± ḡ`V

)2
C?LL,RR + 2s2

(
(ḡ`V )2 − (ḡ`A)2

)
C?LR

t− m̄2
Z

+ h.c

]
.

The shift from the SM result is [430]

δ

(
dσe+e−→e+e−
d cos(θ)

)
=

2 Ĝ2
F

πs

[
u2 F+

3 + s2 F−3
P (t)2

+
u2 F−3 + t2 F+

3

P (s)2
+

2u2 F+
3

P (s)P (t)

]
,

+
2
√

2ĜF α̂

s

[
u2F+

7 + t2F−7
sP (s)

+
u2F+

7 + s2F−7
tP (t)

+
u2F+

7

tP (s)
+
u2F+

7

sP (t)

]
,

+
2ĜF
πs

[
F4u

2

(
1

P (s)
+

1

P (t)

)
+ F5

(
t2

P (s)
+

s2

P (t)

)]
,

+
α̂

2s

[
2

(
u2

s
+
u2

t

)
CLL/RR +

(
t2

s
+
s2

t

)
CLR

]
.

(A.43)
where P (x) = x/m̂2

Z − 1. The factors Fi are defined as follows109:

F±3 = 4(N `
V A)3G`V AδG

`
V AAV ± 8(N `

V A)2δG`V V AA, F4 =
(g`,SMV ± g`,SMA )2

√
2

CLL/RR,

F5 =
(g`,SMV )2 − (g`,SMA )2

2
√

2
CLR, F±7 = 2g`,SMV δg`V ± 2g`,SMA δg`A,

(A.44)

109Note that in the U(3)5 limit and for F = `, the operator Qll admits two independent flavor contractions
and both contribute to CLL, so that CLL = (Cll + C′ll). This also applies to Q(1)

qq , Q(3)
qq , contributing to CLL

for F = q.
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where

N `
V A = g`,SMV g`,SMA , G`V A =

(g`,SMV )2 + (g`,SMA )2

(g`,SMV g`,SMA )2
, δG`ijkl =

δg`i

g`,SMj

+
δg`k

g`,SMl

. (A.45)

A.3 Electroweak observables near the Z pole

Analytic expressions for the electroweak precision observables in the SMEFT can be extracted
from the general parameterization of 2 → 2 scattering given in the previous section. This
section summarizes the results, using the notation of Ref [429].

Partial and total Z widths

In the SMEFT, at tree level, one has

Γ̄
(
Z → ff̄

)
=

√
2 ĜF m̂

3
Z Nc

3π

(
|ḡfV |2 + |ḡfA|2

)
, (A.46)

Γ̄ (Z → Had) = 2 Γ̄ (Z → uū) + 3 Γ̄
(
Z → dd̄

)
. (A.47)

These expressions can be written down separating the SM contribution from the SMEFT
correction:

Γ̄
(
Z → ff̄

)
= ΓSMZ→ff̄ + δΓZ→ff̄ (A.48)

for each fermion f . The same kind of relation holds for the total width Γ̄Z . Specifically, the
shifts in each channel read:

δΓZ→`¯̀ =

√
2ĜF m̂

3
Z

6π

[
−δg`A +

(
−1 + 4s2

θ̂

)
δg`V

]
+ δΓZ→ ¯̀̀ ,ψ4 , (A.49)

δΓZ→νν̄ =

√
2ĜF m̂

3
Z

6π
[δgνA + δgνV ] + δΓZ→νν̄,ψ4 , (A.50)

δΓZ→Had =2δΓZūu + 3δΓZd̄d, (A.51)

=

√
2ĜF m̂

3
Z

π

[
δguA −

1

3

(
−3 + 8s2

θ̂

)
δguV −

3

2
δgdA +

1

2

(
−3 + 4s2

θ̂

)
δgdV

]
+ δΓZ→Had,ψ4 ,

(A.52)

δΓZ =3δΓZ→`¯̀ + 3δΓZ→νν̄ + δΓZ→Had, (A.53)

=

√
2ĜF m̂

3
Z

2π

[
δgνA + δgνV − δg`A +

(
−1 + 4s2

θ̂

)
δg`V

+2δguA −
2

3

(
−3 + 8s2

θ̂

)
δguV − 3δgdA +

(
−3 + 4s2

θ̂

)
δgdV

]
+ δΓZ→Had,ψ4 + 3δΓZ→`¯̀,ψ4 + 3δΓZ→νν̄,ψ4 . (A.54)

The corrections due to four-fermion operators have been generically denoted by δΓZ→ff̄ ,ψ4

and can be derived directly from Eq. A.35. Their expressions are not given here as they are
suppressed by v̄T ΓZ/m

2
Z beyond the power counting suppression, see Ref [429] for details.
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The ratios of decay rates are defined in the SM as R0
f = ΓZ→Had/ΓZ→f̄f where f can be

a charged lepton ` or a neutrino. These are shifted by R̄0
f = R0

f + δR0
f with

δR0
f =

1

(ΓSM
Z→ff̄ )2

[
δΓZ→HadΓSMZ→ff̄ − δΓZ→ff̄ΓSMZ→Had

]
. (A.55)

When f is an identified quark, the ratio R0
q is defined as the inverse of the lepton case.

Forward-backward asymmetries

The forward backward asymmetry for the scattering `+`− → ff̄ is defined as

AFB =
σF − σB
σF + σB

, (A.56)

where σF is defined by θ ∈ [0, π/2] and σB by θ ∈ [π/2, π] with θ the angle between the
incoming `− and the outgoing f̄ . In the SM:

A0,f
FB =

3

4
A`Af , with A` = 2

g`V g
`
A

(g`V )2 + (g`A)2
, Af = 2

gfV g
f
A

(gfV )2 + (gfA)2
. (A.57)

In the SMEFT Āf can be written as

Āf =
2r̄f

1 + r̄2
f

, r̄f =
ḡfV

ḡfA
(A.58)

and it is shifted due to modifications of the Z couplings as Āf = (Af )SM + δAf with

δAf = (Af )SM

(
1−

2(r2
f )SM

1 + (r2
f )SM

)
δrf (A.59)

and

rf = (rf )SM (1 + δrf ) , δrf =
δgfV

gf,SMV

− δgfA

gf,SMA

. (A.60)

The corresponding correction to A0,f
FB is

δA0,f
FB =

3

4

[
δA` (Af )SM + (A`)

SM δAf
]
. (A.61)

Corrections due to four-fermion operators are negligible, as the forward backward asymmetry
measurements are direct cross section measurements extracted near the Z pole.
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A.4 Properties of the W± boson

W width

The partial W± widths in the SMEFT read [251]

Γ̄W→f̄pfr =ΓSMW→f̄pfr + δΓW→f̄pfr , (A.62)

ΓSMW→f̄pfr =
NC |V f

pr|2
√

2ĜF m̂
3
W

12π
, (A.63)

δΓW→f̄pfr =
NC |V f

pr|2
√

2ĜF m̂
3
W

12π

(
4δgW,fV/A +

1

2

δm2
W

m̂2
W

)
. (A.64)

As above, NC depends on the color representation of final state fermions and V f corresponds
to the CKM (f = q) or PMNS (f = `) matrix. In the lepton case, as the neutrino flavour of the
decay of a W± boson is not identified, the sum over the neutrino species gives

∑
r |V `

pr|2 = 1.
As a result, the total width is Γ̄W = ΓSMW + δΓW with

ΓSMW =
3
√

2ĜF m̂
3
W

4π
, δΓW = ΓSMW

(
4

3
δg`W +

8

3
δgqW +

δm2
W

2m̂2
W

)
. (A.65)

Here m̂W is the standard model value of the W -mass at tree level in terms of the input
parameters, m̂W = cθ̂ m̂Z .

A.5 Scattering `+`− → 4f through W± currents

The doubly resonant contribution to the `+`− → f1f̄2f3f̄4 scattering via W± currents was
computed in the SMEFT in Ref. [251]. There are two relevant diagrams contributing for
each fixed final state, as illustrated in Figure 12. The total amplitude can be written as
A = AV +Aν with

AV = Aλ12λ23λ+λ−
``→WW,V DW (s12)DW (s23)Aλ12

W+→f1f̄2
Aλ34

W−→f3f̄4
, (A.66)

Aν = Aλ12λ23λ+λ−
``→WW,ν DW (s12)DW (s23)Aλ12

W+→f1f̄2
Aλ34

W−→f3f̄4
. (A.67)

Here λ± is the helicity of the initial `± and λ12, λ34 = {0,+,−, L} are the helicities of the
W+ and W− boson respectively (see Refs [251, 517, 735] for further details on this spinor
helicity formalism). The contribution of the longitudinal helicity (L) vanishes in the limit of
massless fermions and therefore it can be neglected. Each amplitude has been decomposed as
the product of three helicity-dependent sub-amplitudes (for WW production via V = {Z, γ}
or ν exchange and for the decay of each W ) and of the W± propagators, parameterized as:

DW (sij) =
1

sij − m̄2
W + iΓ̄W m̄W + iε

, (A.68)

with sij = s12 for theW+ and sij = s34 for theW−. In the SMEFT and with the {α̂, ĜF , m̂Z}
input scheme both the W pole mass and width are shifted compared to the SM prediction.
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The propagators the need to be expanded up to linear order in the Wilson coefficients as [251]

DW (sij) =
1

sij − m̂2
W + iΓ̂W m̂W + iε

[
1 + δDW (sij)

]
, (A.69)

δDW (sij) =
1

sij − m̂2
W + iΓ̂W m̂W

[(
1− iΓ̂W

2m̂W

)
δm2

W − im̂W δΓW

]
. (A.70)

The expressions of Aλ12λ23λ+λ−
``→WW,V , Aλ12λ23λ+λ−

``→WW,ν in the SMEFT for each λij assignment are
listed in Tables 5, 6 and 7. Those for Aλ12

W+→f1f̄2
, Aλ34

W−→f3f̄4
are instead in Table 8. The

tables use the notation

DV (s) =
1

s− m̂2
V + iΓ̂V m̂V + iε

,

FZ1 = −ĝZ,eff gZWW ḡeL, FZ2 = −ĝZ gZWW ḡeR, F γ1 = F̄ γ2 =
√

4πα̂ gAWW ,

(A.71)
for the V couplings and propagators, and λ1/2(x, y, z) is the square root of the Källén function

λ(x, y, z) =
[
x2 + y2 + z2 − 2xy − 2xz − 2yz

]
. (A.72)

The quantities ḡV1 , κ̄V , λ̄V are the triple gauge couplings in the parameterization of Eq. 8.18.
The phase space is parameterized as follows: θ is the angle between the momenta of the
incoming e− and the outgoing W+ in the center-of-mass frame; φ̃12(34) and θ̃12(34) are the
azimuthal and polar angle of the momentum of the final state fermion f1(3) in the rest frame
of the W+(−) boson.

The total spin averaged cross section is

σ̄(s) =

∫ ∑ |A|2
8s

ds12ds34

(2π)2

[
β̄12

8π

d cos θ̃12

2

dφ̃12

2π

][
β̄34

8π

d cos θ̃34

2

dφ̃34

2π

][
β̄

8π

d cos θ

2

dφ

2π

]
, (A.73)

where, for ` = e∑
|A|2 = |DW (s12)DW (s34)|2

∑
λ12,λ′12

∑
λ34,λ′34

(
Aλ12

W+→f1f̄2

)(
Aλ
′
12

W+→f1f̄2

)∗ (
Aλ34

W−→f3f̄4

)(
Aλ
′
34

W−→f3f̄4

)∗
×
∑
λ+

∑
λ−

(
Aλ12λ34,λ+,λ−
ee→WW

)(
Aλ
′
12λ
′
34,λ+,λ−

ee→WW

)∗
, (A.74)

and the WW production amplitudes contain both the V and ν exchange contributions.
The β-factors are

β̄ =

√
1− 2(s12 + s34)

s
+

(s12 − s34)2

s2
, β̄ij = 1 (A.75)

and the integration over the parameters can be performed numerically in the regions

φ̃ij ∈ [0, 2π], s34 ∈ [0, (
√
s−√s12)2],

cos θ, cos θ̃ij ∈ [−1, 1], s12 ∈ [0, s].
(A.76)
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Universality in β decays

It is possible to place bounds on combinations of four fermion operators and W± vertex
corrections by comparing the extraction of GF from µ− → e− + ν̄e + νµ decays to the value
determined in semileptonic β decays [437]. Assuming U(3)5 universality in the SMEFT, this
represents a constraint on the unitarity of the CKM matrix and it translates into a bound on
the following combination of operators

δ|VCKM |2 =

√
2

ĜF

(
−C(3)

lq + C ′ll + C
(3)
Hq − C

(3)
Hl

)
. (A.77)

A.6 Higgs production and decay

In the following we list the expressions of the partonic cross sections for the main Higgs
production processes and the partial width for the relevant Higgs decay channels, computed
at tree level in the SMEFT.

gg → h and h → gg

The dominant Higgs production mechanism at the LHC is via gluon fusion. In the SM this
process is generated at one loop, as the SM is renormalizable. The leading contribution
comes from a top quark loop and it can be computed in the mt → ∞ approximation110,
where the contact interaction hGAµνGAµν is present. In the SMEFT, this coupling receives a
contribution from the operator QG. In addition, the operator QG̃ introduces a CP violating
Lorentz structure that does not interfere with the SM amplitude.

The leading SM contribution (at tree-level in the EFT obtained integrating out the top
quark) gives the partonic cross section [737–739]

σSM (gg → h) =
GFα

2
s

32
√

2π
|Ig|2 (A.78)

where Ig is a Feynman integral that accounts for the top-quark loop contribution and the
result is understood in a distribution sense multiplying a suppressed delta function. Including
QCD corrections up to NLO111 [234, 555, 738, 739]:

Ig =

(
1 +

11

4

αs
π

)∫ 1

0
dx

∫ 1−x

0
dy

1− 4xy

1− (m2
h/m

2
t )xy

' 0.375. (A.79)

Compared to the SM, the total cross section in the SMEFT is rescaled by [204, 234]

σ(gg → h)

σSM (gg → h)
'
∣∣∣∣1 +

16π2v̄2
T

ḡ2
3I
g
CHG

∣∣∣∣2 +

∣∣∣∣16π2v̄2
T

ḡ2
3I
g
CH̃G

∣∣∣∣2 . (A.80)

The decay h→ gg (which is not observable at the LHC) proceeds through the same diagrams
if initial and final state gluon emission is neglected and therefore (for this limited case) it is
modified by the same relative correction:

Γ(h→ gg)

ΓSM (h→ gg)
' σ(gg → h)

σSM (gg → h)
. (A.81)

110In this approximation, the gluon-fusion cross section is now known at N3LO in QCD corrections [736].
111The normalization is such that Ig = 1/3 if QCD corrections are omitted and in the limit mh/mt → 0.

– 128 –



hV associated production

The amplitude for V h associated production can be decomposed as [293, 342]112

AhV =
iNV g

2
V m̂V

q2 − m̂2
V + iΓ̂V m̂V

JV,ψν ε∗µ T
µν
V (A.82)

where gV = {ḡ2, ḡ2/cθ̂} and NV = {1/
√

2, 1} for V = {W,Z} respectively and ε∗µ denotes the
polarization vector of the V boson.113 The fermionic currents are defined as in Eqs. A.14, A.24.
The tensor TµνV can be decomposed in the sum of four independent Lorentz structures and
form factors [342]

TµνV = fV1 (q2)gµν + fV2 (q2)qµqν + fV3 (q2)(p · q gµν − qµpν) + fV4 (q2)εµνρσpρqσ , (A.83)

where q denotes the four-momentum of the fermion pair (q2 = s) and p is the four-momentum
of the outgoing V boson. In the SM, at tree level and in unitary gauge: fV,SM1 (q2) =

−m2
V f

V,SM
2 (q2) ≡ 1, fV,SM3,4 (q2) ≡ 0.

In the SMEFT, the amplitude receives corrections that can be decomposed as follows

δAhV =
iNV g

2
V m̂V

q2 − m̂2
V + iΓ̂V m̂V

ε∗µ
[
δJV,ψν (TµνV )SM + (JV,ψν )SMδTµνV

]
+ δAhV , (A.84)

where the first term contains corrections to the SM diagram, while δAhV stands for the
corrections from extra diagrams that are present only in the SMEFT case. In particular δJV,ψν

contains the shift in the fermion couplings to the V boson that can be inferred from the results
in Section A.1 and

δTµνV = δfV1 (q2)gµν + δfV2 (q2)qµqν + δfV3 (q2)(p · q gµν − qµpν) + δfV4 (q2)εµνρσpρqσ

accounts for modifications to the V V h interaction and the V propagator (in the W case). For
hW production, δAhW corresponds to a contribution from the 4-point interaction udhW , while
for hZ production δAhZ contains both the contribution from the 4-point interaction ψ̄ψhZ

and that stemming from the diagram with photon exchange in the s-channel (see Figure 19).
In the SMEFT the corrections δfVi (q2) and the amplitude shifts δAhV can be expressed

as linear functions in the Wilson coefficients. For the case V = Z, with the Warsaw basis and
112See also Ref. [740].
113The massive vector boson is not an external state and does not appear in the Hilbert space of the SMEFT.

Here we are considering the approximate experimental reconstruction of the massive vector boson V with
kinematics being dominated by the approximate on-shell region of phase space.
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h

Zµ

JZψν TµνZ =
Z

ψ̄

ψ

h

Z

+
γ

ψ̄

ψ

h

Z
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ψ̄

ψ

h

Z

+ . . .

Figure 19: Diagrams for hZ associated production in the SMEFT. The dots stand for di-
agrams in which the Higgs is coupled to the fermion current, that are suppressed by small
Yukawa couplings in the U(3)5 flavour symmetric limit and can be neglected. In the case of hW
production there are only two diagrams: with a W in s-channel and the 4-point interaction.

in the U(3)5 limit [293]114

δfZ1 (q2) =δDZ(q2) + v̄2
T

(
CH� +

CHD
4
− C(3)

Hl +
C ′ll
2

)
, (A.85)

δfZ2 (q2) =− 1

m̂2
Z

δfZ1 (q2) , (A.86)

δfZ3 (q2) =
2v̄2
T

m̂2
Z

[
c2
θ̂
CHW + s2

θ̂
CHB + sθ̂cθ̂CHWB

]
, (A.87)

δfZ4 (q2) =− 2v̄2
T

m̂2
Z

(
c2
θ̂
CHW̃ + s2

θ̂
CHB̃ + sθ̂cθ̂CHW̃B

)
, (A.88)

δAhZ =
2iēv̄T
q2

Qψ J
ψ,em
ν ε∗µ

[ (
s2θ̂(CHW − CHB)− c2θ̂CHWB

)
(p · q gµν − qµpν)+

+
(
s2θ̂(CHB̃ − CHW̃ ) + c2θ̂CHW̃B

)
εµνρσpρqσ

]
+

+ 2im̂Z ε
∗
µ ψ̄sγ

µ

(
CHψ
sr
PR + (C

(1)
Hq ± C

(3)
Hq)srPL

)
ψr. (A.89)

In A.85, δDZ(q2) denotes the correction due to the modified Z-width in the propagator:
choosing the Breit-Wigner distribution to be Γ̄Zm̄Z , it is given by

δDZ(q2) =
−im̂ZδΓZ

q2 − m̂2
Z + iΓ̂Zm̂Z

. (A.90)

The first two lines of A.89 contain the contribution from the s-channel photon exchange
and Jem,ψν = ψ̄γνψ is the electromagnetic current. The last line accounts for the 4-point
interaction ψ̄ψhZ with ψ a quark (the expression for a lepton current is analogous). Here
PL,R = (1∓ γ5)/2 are the left and right chirality projectors and s, r are flavour indices. The
left-handed couplings is ∼ (C

(1)
Hq − C

(3)
Hq) for ψ = u and (C

(1)
Hq + C

(3)
Hq) for ψ = d.

114Here we correct factors of 2 compared to results quoted in Ref. [342] for only a subset of SMEFT operators.

– 130 –



For the charged current case V = W+:

δfW1 (q2) = δDW (q2) + v̄2
T

(
CH� −

(
2 +

1

c2θ̂

)
CHD

4
+
C ′ll − 2C

(3)
Hl

2c2θ̂

− s2θ̂

c2θ̂

CHWB

)
, (A.91)

δfW2 (q2) =− 1

m̂2
Z

δfW1 (q2) , (A.92)

δfW3 (q2) =
2v̄2
T

m̂2
W

CHW , (A.93)

δfW4 (q2) =− 2v̄2
T

m̂2
W

CHW̃ , (A.94)

δAhW = − 2
√

2i m̂W ε∗µ ūL,aγ
µ(C

(3)
Hq VCKM )sr dL,r. (A.95)

Here δDW (s) is the correction to the W propagator due to the shift in the W pole mass and
width defined in A.70.

The partonic cross sections are completely determined by the amplitude structure given
above. Their analytic expressions are simple in the case in which only the V = {W,Z}
mediated diagrams are retained. This approximation is justified as these diagrams are as-
sumed to largely dominate the process in the kinematic region selected for the experimental
measurement. With this simplification, the SM partonic cross sections at fixed q2 are [741]

σ(ψ̄ψ → Zh)SM =
2πα2[(gψ,SMV )2 + (gψ,SMA )2]

3Ncs4
θ̂
c4
θ̂

|~ph|√
q2

|~ph|2 + 3m̂2
Z

(q2 − m̂2
Z + iΓ̂Zm̂Z)2

, (A.96)

σ(ψ̄sψr →Wh)SM =
πα2|Vrs|2

18s4
θ̂

|~ph|√
q2

|~ph|2 + 3m̂2
W

(q2 − m̂2
W + iΓ̂W m̂W )2

, (A.97)

where |~ph| = [λ(m2
h,m

2
V , q

2)/(4q2)]1/2 is the center of mass momentum of the Higgs-like boson
and Vrs denotes CKM matrix elements. The function λ(x, y, z) was defined in A.72. In the
SMEFT these expressions are modified according to115

σBSM(ψ ψ̄ → V h)

σSM(ψ ψ̄ → V h)
=
∣∣fV1 (q2)

∣∣2 + 3 Re
[
fV1 (q2)fV ∗3 (q2)

] m̂2
V (q2 + m̂2

V − m̂2
h)

|~ph|2 + 3m̂2
V

+
m̂2
V q

2

|~ph|2 + 3m̂2
V

[∣∣fV3 (q2)
∣∣2 (3m̂2

V + 2|~ph|2) + 2|~ph|2
∣∣fV4 (q2)

∣∣2]
+

2

(gV,ψV,SM )2 + (gV,ψA,SM )2

[
gV,ψV,SM δgV,ψV + gV,ψA,SM δgV,ψA

]
,

(A.98)

where fVi (q2) = fV,SMi (q2) + δfVi (q2) and the notation gV,ψχ,SM denotes the SM coupling of the
fermion ψ with chiral structure χ = {V,A} to the V boson.
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Figure 20: Diagrams contributing to VBF Higgs production in the SMEFT.

VBF production

Adopting a formalism similar to that employed for V h associated production, the generic
amplitude for Higgs production via V V = {ZZ,W+W−} fusion can be written as

AV BF,V V =
iN2

V g
3
V m̂V

(q2
1 − m̂2

V + iΓ̂V m̂V )(q2
2 − m̂2

V + iΓ̂V m̂V )
JV,ψ1
µ JV,ψ2

ν TµνV , (A.99)

where the currents and momenta are labeled as in Figure 20 and, in the limit of massless
fermions, the tensor TµνV can be decomposed into three Lorentz structures116:

TµνV = fV1 (q2
1, q

2
2)gµν + fV3 (q2

1, q
2
2)(q1 · q2 g

µν − qν1qµ2 ) + fV4 (q2
1, q

2
2)εµνρσq1ρq2σ . (A.100)

For the ZZ fusion case fZ,SM1 (q2
1, q

2
2) ≡ 1, fZ,SM3,4 (q2

1, q
2
2) ≡ 0, while in the SMEFT

fZ1 (q2
1, q

2
2) =1 + δDZ(q2

1) + δDZ(q2
2) + v̄2

T

(
CH� +

CHD
4
− C(3)

Hl +
C ′ll
2

)
, (A.101)

fZ3 (q2
1, q

2
2) =− 2v̄2

T

m̂2
Z

[
c2
θ̂
CHW + s2

θ̂
CHB + sθ̂cθ̂CHWB

]
, (A.102)

fZ4 (q2
1, q

2
2) =

2v̄2
T

m̂2
Z

(
c2
θ̂
CHW̃ + s2

θ̂
CHB̃ + sθ̂cθ̂CHW̃B

)
. (A.103)

In the SMEFT the neutral current process receives additional contributions from diagrams
with Zγ and γγ fusion, whose amplitudes are

AV BF,Zγ = 2iēgZ v̄T

(
Qψ2J

Z,ψ1
µ Jψ2,em

ν

(q2
1 − m̂2

Z + iΓ̂Zm̂Z)q2
2

+
Qψ1J

ψ1,em
µ JV,ψ2,

ν

(q2
2 − m̂2

Z + iΓ̂Zm̂Z)q2
1

)
×[ (

s2θ̂(CHB − CHW ) + c2θ̂CHWB

)
(q1 · q2 g

µν − qµ2 qν1 )+

+
(
s2θ̂(CHW̃ − CHB̃)− c2θ̂CHW̃B

)
εµνρσq1ρq2σ

]
, (A.104)

AV BF,γγ =
4iē2v̄T
q2

1q
2
2

Qψ1Qψ2 J
ψ1,em
µ Jψ2,em

ν

[(
s2
θ̂
CHW + c2

θ̂
CHB − cθ̂sθ̂CHWB

)
(q1 · q2 g

µν − qµ2 qν1 )+

+
(
s2
θ̂
CHW̃ + c2

θ̂
CHB̃ − cθ̂sθ̂CHW̃B

)
εµνρσq1ρq2σ

]
. (A.105)

115Partial results for this expression were reported in Ref. [342].
116An alternative, equivalent decomposition was used in [545].
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The total shift in the neutral-current VBF production can then be written as

δAV BF,n.c. =
iḡ3

2m̂Z

c3
θ̂
(q2

1 − m̂2
Z + iΓ̂Zm̂Z)(q2

2 − m̂2
Z + iΓ̂Zm̂Z)

·[
δJZ,ψ1

µ (JZ,ψ2
ν TµνZ )SM + δJZ,ψ2

ν (JZ,ψ1
µ TµνZ )SM + (JZ,ψ1

µ JZ,ψ2
ν )SMδTµνZ

]
+

+AV BF,Zγ +AV BF,γγ .
(A.106)

For the charged current case fW,SM1 (q2
1, q

2
2) ≡ 1, fW,SM3,4 (q2

1, q
2
2) ≡ 0 and in the SMEFT

fW1 (q2
1, q

2
2) = 1 + δDW (q2

1) + δDW (q2
2)+

+ v̄2
T

(
CH� −

(
2 +

1

c2θ̂

)
CHD

4
+
C ′ll − 2C

(3)
Hl

2c2θ̂

− s2θ̂

c2θ̂

CHWB

)
, (A.107)

fW3 (q2
1, q

2
2) =− 2v̄2

T

m̂2
W

CHW , (A.108)

fW4 (q2
1, q

2
2) =

2v̄2
T

m̂2
W

CHW̃ . (A.109)

with δDW (s) defined in Eq. A.70. Since there are no additional contributions from different
diagrams, in this case the overall shift in the amplitude, compared to the SM is

δAV BF,c.c. =
iḡ3

2mW

2(q2
1 −m2

W )(q2
2 −m2

W )

[
δJW+,q

µ (JW−,qν TµνW )SM + δJW−,qν (JW+,q
µ TµνW )SM+

+ (JW+,q
µ JW−,qν )SMδTµνW

]
,

(A.110)
where the expression has been specialized to the quark current case.

h → f̄f

The decay width of the Higgs boson into a fermion pair is given by

Γ(h→ f̄ f) =
(ḡhff̄ )2 m̂hNc

8π

(
1− 4

m2
f

m̂2
h

)3/2

, (A.111)

where Nc is the number of colors of the final state fermion f . The generic coupling is [204]

[
ḡhff̄

]
rs

=
1√
2

[
Ŷf

]
rs

[
1 + v̄2

T

(
CH� −

CHD
4

)
− δGF√

2

]
− v̄2

T√
2
C∗fH
rs
, f = u, d, e (A.112)

with [Ŷf ]rs = 23/4
√
ĜF [mf ]rr δrs as defined in Eq. A.33.
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h → V f̄f ′

The decay of the Higgs into an experimentally reconstructed nearly on-shell vector boson
V = {W±, Z} and a fermion pair f̄f ′ proceeds through the same diagrams that give V h
associated production. The amplitude of this process can then be decomposed in the same
way [343] exploiting the narrow width of the intermediate vector boson.

Ah→V ψ̄ψ′ =
iNV g

2
VmV

q2 −m2
V

JV,ψν ε∗µ T
µν
V (A.113)

where q is the four-momentum of the fermion pair in the final state and the momentum p

appearing in the decomposition of TµνV (Eq. A.83) is again that of the outgoing V boson.
Because the two processes have the same diagram forms, the relative correction to the

partial width is also analogous to that of A.98. The contributions from the 4-point contact
interactions and from a γ-mediated diagram in Zff̄ production:

dΓ(h→ V ψψ̄)/dq2

dΓ(h→ V ψψ̄)SM/dq2
=
∣∣fV1 (q2)

∣∣2 − 3 Re
[
fV1 (q2)fV ∗3 (q2)

] m2
V (q2 +m2

V −m2
h)

|~p|2 + 3m2
V

+
m2
V q

2

|~p|2 + 3m2
V

[∣∣fV3 (q2)
∣∣2 (3m2

V + 2|~p|2) + 2|~p|2
∣∣fV4 (q2)

∣∣2]
+

2

(gV,ψV,SM )2 + (gV,ψA,SM )2

[
gV,ψV,SM δgV,ψV + gV,ψA,SM δgV,ψA

]
,

(A.114)

where |~p| = [λ(m2
h,m

2
V , q

2)/(4q2)]1/2 is the momentum of the V boson in the final state and
the differential SM width is [293]117

dΓ(h→ V ψψ̄)SM

dq2
=
N2
V g

4
V [(gV,ψV,SM )2 + gV,ψA,SM )2]

96π3m3
h

3m2
V + |~p|2

(q2 −m2
V )2

(q2)3/2 |~p|

=
N2
V g

4
V [(gV,ψV,SM )2 + gV,ψA,SM )2]

768π3m3
h

12q2m2
V + λ(m2

h,m
2
V , q

2)

(q2 −m2
V )2

λ1/2(m2
h,m

2
V , q

2).

(A.115)
The form factors read118

fZ1 (q2) = 1 + δDZ(q2) + v̄2
T

(
CH� +

CHD
4
− C(3)

Hl +
C ′ll
2

)
, (A.116)

fZ2 (q2) =− 1

m̂2
Z

δfZ1 (q2) , (A.117)

fZ3 (q2) =− 2v̄2
T

m̂2
Z

[
c2
θ̂
CHW + s2

θ̂
CHB + sθ̂cθ̂CHWB

]
, (A.118)

fZ4 (q2) =
2v̄2
T

m̂2
Z

(
c2
θ̂
CHW̃ + s2

θ̂
CHB̃ + sθ̂cθ̂CHW̃B

)
, (A.119)

117 Ref. [293] corrects an overall factor of 1/2 compared to the result in Ref. [343].
118Note the difference in sign in f3(q2) and f4(q2) w.r.t. the V h production case, which is due to the fact

that here p and q are both outgoing momenta, while in the production q is incoming and p is outgoing. The
form factors for h→ V ff̄ decay coincide with those for VBF production in the limit of massless fermions.
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fW1 (q2) = 1 + δDW (q2) + v̄2
T

(
CH� −

(
2 +

1

c2θ̂

)
CHD

4
+
C ′ll − 2C

(3)
Hl

2c2θ̂

− s2θ̂

c2θ̂

CHWB

)
,

(A.120)

fW2 (q2) =− 1

m̂2
Z

δfW1 (q2) , (A.121)

fW3 (q2) =− 2v̄2
T

m̂2
W

CHW , (A.122)

fW4 (q2) =
2v̄2
T

m̂2
W

CHW̃ . (A.123)

The contributions from the diagram h → Zγ∗ → Zff̄ and from the 4-point contact inter-
actions ψ̄ψhZ, ψ̄ψhW have the same form, with an opposite sign, as those given for hV
associated production in Eqs. A.89, A.95.

h → γγ

At one loop in the SM, the partial width of the Higgs decay into photons is [234, 555]

ΓSM (h→ γγ) =

√
2ĜF α̂

2m̂3
h

16π3
|Iγ |2 (A.124)

where Iγ is a Feynman parameter integral including both contributions from the top quark
(with leading QCD corrections) and W -boson loops. Its analytic expression is given in
Ref [234] and numerically it is Iγ ≈ −1.65 [234]. At tree level in the SMEFT, the decay
rate is modified as [204, 234]

Γ(h→ γγ)

ΓSM (h→ γγ)
'
∣∣∣∣1 +

8π2v̄2
T

Iγ
Cγγ

∣∣∣∣2 +

∣∣∣∣8π2v̄2
T

Iγ
C̃γγ

∣∣∣∣2 (A.125)

where

Cγγ =
1

ḡ2
2

CHW +
1

ḡ2
1

CHB −
1

ḡ1ḡ2
CHWB (A.126)

C̃γγ =
1

ḡ2
2

CHW̃ +
1

ḡ2
1

CHB̃ −
1

ḡ1ḡ2
CHW̃B. (A.127)

h → Zγ

The one-loop rate for the Higgs decay into Zγ in the SM reads [555]

ΓSM (h→ Zγ) =

√
2GF α̂

2m̂3
h

8π3

(
1− m̂2

Z

m̂2
h

)3 ∣∣IZγ∣∣2 , (A.128)

where, including both top andW loop contributions, IZγ ≈ −2.87 [234, 555]. The modification
of the decay rate in the SMEFT has the form [204, 234]

Γ(h→ γZ)

ΓSM (h→ γZ)
'
∣∣∣∣1 +

8π2v̄2
T

IZγ
CγZ

∣∣∣∣2 +

∣∣∣∣8π2v̄2
T

IZγ
C̃γZ

∣∣∣∣2 (A.129)
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with

CγZ =
1

ḡ1ḡ2
CHW −

1

ḡ1ḡ2
CHB −

(
1

2ḡ2
1

− 1

2ḡ2
2

)
CHWB (A.130)

C̃γZ =
1

ḡ1ḡ2
CHW̃ −

1

ḡ1ḡ2
CHB̃ −

(
1

2ḡ2
1

− 1

2ḡ2
2

)
CHW̃B. (A.131)

Note the inverse gauge coupling dependence that follows from the choice to not scale the
Wilson coefficients by a gauge coupling.

A.7 Top quark properties

Top width

The width of the top quark can be computed at tree-level in the SMEFT using the narrow
width approximation for the W boson:

Γ̄(t→ bf̄pfr) = Γ̄(t→ bW+)Br(W+ → f̄pfr) . (A.132)

The narrow width approximation and the SMEFT approximation do not commute. We per-
form first the narrow width approximation and then the SMEFT expansion, finding, in the
notation of Sec. A.4

Γ̄(t→ bf̄pfr) = Γ(t→ bW+)SM
ΓSM
W→f̄pfr
ΓSMW

+ δΓ(t→ bW+)
ΓSM
W→f̄pfr
ΓSMW

+ Γ(t→ bW+)SM
δΓW→f̄pfr

ΓSMW
− Γ(t→ bW+)SM

ΓSM
W→f̄pfr
ΓSMW

δΓW

ΓSMW
.

(A.133)

Summing over the polarizations of the W boson one has

Γ(t→ bW+)SM =
ḡ2

2

64π

m̂t

m̂2
W

λ1/2(m̂2
t , m̂

2
b , m̂

2
W )|Vtb|2

(
1 + x2

W − 2x2
b − 2x4

W + x2
Wx

2
b + x4

b

)
,

(A.134)

δΓ(t→ bW+) =
ḡ2

2

64π

m̂t

m̂2
W

λ1/2(m̂2
t , m̂

2
b , m̂

2
W )

[
2Re

[
V ∗tb
(
δ(gW,qV )33 + δ(gW,qA )33

)] (
1 + x2

W − 2x2
b − 2x4

W + x2
Wx

2
b + x4

b

)
− 12x2

Wxb Re
[
V ∗tb
(
δ(gW,qV )33 − δ(gW,qA )33

)]
(A.135)

+
6

ĜF
xW (1− x2

W − x2
b)

(
Re

(
VtbCuW

33
∗

)
− Re

(
VtbCdW

33

)
xb

)]
,

where xi = m̂i/m̂t, λ(x, y, z) is defined in Eq. A.72 and δgW,qV,A are the shifts for theW couplings
to quarks defined in Eq. A.29. These results are in agreement with previous calculations, see
e.g. [591, 593]. Note that if QHud is included, it also contributes to the latter as

δ(gW,qV )rr = − v̄
2
T

4
C∗Hud

rr
+ . . . , δ(gW,qA )rr =

v̄2
T

4
CHud

rr
+ . . . , (A.136)

making these quantities complex.
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B Low energy precision measurements in LEFT

ν–lepton scattering

The scattering process ν e± → ν e± can be described by the following Effective Lagrangian [430]

Lνe = −ĜF√
2

[
ēγµ

(
(ḡνeV )− (ḡνeA )γ5

)
e
] [
ν̄γµ

(
1− γ5

)
ν
]
. (B.1)

the shifts are then ḡνeV = gνeV + δgνeV , ḡνeA = gνeA + δgνeA where

δ(gνeV ) = 2
(
δg`V + 2δg

`,W±
V

)
+ 4δgνV

(
−1

2
+ 2s2

θ̂

)
− 1

2
√

2ĜF

(
2Cll + 2C ′ll + Cle

)
− δm2

W

m2
W

,

(B.2)

δ(gνeA ) = 2
(
δg`A + 2δg

`,W±
A

)
− 2δgνV −

1

2
√

2ĜF

(
2Cll + 2C ′ll − Cle

)
− δm2

W

m2
W

. (B.3)

these shifts add the contributions of W and Z exchange. Depending on the neutrino flavour
some terms are absent. The shift that is relevant for gνµeA,V does not have a δM2

W or δg`,W±V,A

contribution, whereas a shift for gνµµA,V has both contributions.

ν–Nucleon scattering

The scattering process ν N → ν X via Z exchange can be described by the following Effective
Lagrangian [430]

LNCν q = −ĜF√
2

[
ν̄γµ

(
1− γ5

)
ν
] [
ε̄qLq̄γµ

(
1− γ5

)
q + ε̄qRq̄γµ

(
1 + γ5

)
q
]
. (B.4)

where q = {u, d}. At tree level in the SM: (εqL)SM = gq,SMV + gq,SMA and (εqR)SM = gq,SMV −
gq,SMA . The redefinition of the Z couplings and the corrections due to ψ4 operators lead to a
shift in εqL and εqR of the form ε̄qL/R = εqL/R + δεqL/R with

δεuL = − 1

2
√

2ĜF

(
C

(1)
lq + C

(3)
lq

)
+ δguV + δguA + 4δgνV (εuL)SM , (B.5)

δεdL = − 1

2
√

2ĜF

(
C

(1)
lq − C

(3)
lq

)
+ δgdV + δgdA + 4δgνV (εdL)SM , (B.6)

δεuR = − 1

2
√

2ĜF
Clu + δguV − δguA + 4δgνV (εuR)SM , (B.7)

δεdR = − 1

2
√

2ĜF
Clu + δguV − δguA + 4δgνV (εuR)SM . (B.8)

The scattering ν N → `X and the inverse process take place through W exchange and can
be described by

L = −ĜF√
2

[
¯̀γµ

(
1− γ5

)
ν
] [

Σ̄ij
L ūiγµ

(
1− γ5

)
dj

]
+ h.c., (B.9)
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where at tree level in the SM (Σij
L )SM = V ij

CKM . This coupling receives corrections from
redefinitions of the W mass and couplings, so that Σ̄ij

L = (Σij
L )SM + δΣij

L with

δΣij
L =

[
−δm

2
W

m̂2
W

+ 2 δgq,WV + 2 δg`,WV − 1√
2ĜF

C
(3)
lq

]
V ij
CKM . (B.10)

The inclusion of a right-handed coupling Σ̄ij
R is not forbidden in principle in the SMEFT, it

can be generated by the operator Q`edq. This contribution has been neglected here because
such a correction is proportional to the Yukawa matrices in the U(3)5 limit assumed, and
therefore vanishes in the limit of massless fermions.

Charged and neutral current process are related by [742]

d2 σ(νN → νX)

d x d y
= g2

L,eff

d2 σ(νN → µ−X)

d x d y
+ g2

R,eff

d2 σ(ν̄N → µ+X)

d x d y
. (B.11)

for the scattering variables x = −q2/(2pN · q), y = (pN · q)/(pN · pν), where q2 is the momen-
tum transfer and pN , pν are respectively the nucleon and neutrino momenta. The effective
couplings gL/R,eff receive corrections in the SMEFT so that ḡ2

L/R,eff = g2
L/R,eff + δg2

L/R,eff

and they can be expressed in terms of the εqL/R parameters as

ḡ2
L/R,eff =

∑
i,j

[∣∣∣ε̄uiL/R∣∣∣2 +
∣∣∣ε̄djL/R∣∣∣2] ∣∣∣(Σ̄ij

L )
∣∣∣−2

. (B.12)

Relevant quantities for these processes are the ratios of cross sections

Rν =
σ (νN → νX)

σ (νN → `−X)
= g2

L,eff + r g2
R,eff , Rν̄ =

σ (ν̄N → ν̄X)

σ (ν̄N → `+X)
= g2

L,eff +
g2
R,eff

r
, (B.13)

where the factor r in an ideal experiment with full acceptance (in the absence of sea quarks)
is given by r = 1/3. SMEFT contributions to the r parameter can be neglected as long as
dimension-6 operators have a negligible impact on the parton distributions of nucleons. This
condition is plausibly verified, as such corrections are expected to scale as Λ2

QCD/Λ
2.

Finally, the parameter κ defined by

κ = 1.7897 g2
L,eff + 1.1479g2

R,eff − 0.0916h2
L,eff − 0.0782h2

R,eff (B.14)

has been used to report data, e.g. by the CCFR collaboration [743]. Here gL/R,eff are the
couplings introduced in Eq. B.12 and

h̄2
L/R,eff =

∑
i,j

[∣∣∣ε̄uiL/R∣∣∣2 − ∣∣∣ε̄djL/R∣∣∣2] ∣∣∣(Σ̄ij
L )
∣∣∣−2

. (B.15)

Neutrino Trident Production

Neutrino trident production is the pair production of leptons from the scattering of a neutrino
off the Coulomb field of a nucleus, ν N → ν N `+ `−. The SM calculation of this process is
well known, see Refs.[744–746]. Using the notation of the effective Lagrangian in Eq.B.1, the
constraint on the SMEFT is through the ratio of the partonic cross sections

σ̄SMEFT

σSM
=

(ḡνeeV )2 + (ḡνeeA )2

(gνee,SMV )2 + (gνee,SMA )2
. (B.16)
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Atomic Parity Violation

For Atomic Parity Violation (APV) the standard Effective Lagrangian is given by [430]

Leq =
ĜF√

2

[∑
q

ḡeqAV
(
ēγµγ

5e
)

(q̄γµq) + ḡeqV A (ēγµe)
(
q̄γµγ5q

)]
. (B.17)

In the SM: geq,SMAV = 8 gq,SMV g`,SMA and geq,SMV A = 8 gq,SMA g`,SMV and the relevant couplings are
for q = u, d. The effective shifts are

δgeuAV =
1

2
√

2ĜF

(
−C(1)

lq + C
(3)
lq − Clu + Ceu + Cqe

)
+ 2

(
1− 8

3
s2
θ̂

)
δg`A − 2δguV , (B.18)

δgeuV A =
1

2
√

2ĜF

(
−C(1)

lq + C
(3)
lq + Clu + Ceu − Cqe

)
+ 2δguA

(
−1 + 4s2

θ̂

)
+ 2δg`V , (B.19)

δgedAV =
1

2
√

2ĜF

(
−C(1)

lq − C
(3)
lq − Cld + Ced + Cqe

)
+ 2

(
−1 +

4

3
s2
θ̂

)
δg`A − 2δgdV , (B.20)

δgedV A =
1

2
√

2ĜF

(
−C(1)

lq − C
(3)
lq + Cld + Ced − Cqe

)
+ 2δgdA

(
−1 + 4s2

θ̂

)
− 2δg`V . (B.21)

It is convenient to define the four combinations

ḡepAV/V A = 2ḡeuAV/V A + ḡedAV/V A, ḡenAV = ḡeuAV/V A + 2ḡedAV/V A,

that are shifted from their SM values by

δgepAV/V A = 2δgeuAV/V A + δgedAV/V A, (B.22)

δgenAV/V A = δgeuAV/V A + 2δgedAV/V A. (B.23)

The weak charge QZ,NW of an element XA
Z defined by [747–749]

QZ,NW = −2
[
Z
(
gepAV + 0.00005

)
+N (genAV + 0.00006)

] (
1− ᾱ

2π

)
, (B.24)

is measured very precisely for thallium [750] and cesium [751] and in the SMEFT it is shifted
by

δQZ,NW = −2
[
ZδgepAV +NδgenAV

](
1− α̂

2π

)
(B.25)

compared to the SM value.

Parity Violating Asymmetry in eDIS

For inelastic polarized electron scattering eL,RN → eX the right-left asymmetry A is defined
as [747]:

A =
σR − σL
σR + σL

, (B.26)
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where

A

Q2
= a1 + a2

1− (1− y)2

1 + (1− y)2
(B.27)

a1 =
3ĜF

5
√

2πα̂

(
geuAV −

1

2
gedAV

)
, (B.28)

a2 =
3ĜF

5
√

2πα̂

(
geuV A −

1

2
gedV A

)
. (B.29)

Here Q2 ≥ 0 is the momentum transfer and y is the fractional energy transfer in the scattering
y ' Q2/s. In the SMEFT ḡeqAV/V A = geqAV/V A + δgeqAV/V A so that a1 and a2 receive the
corrections [430]

δa1 =
3ĜF

5
√

2πα̂

(
δgeuAV −

1

2
δgedAV

)
, (B.30)

δa2 =
3ĜF

5
√

2πα̂

(
δgeuV A −

1

2
δgedV A

)
. (B.31)

Møller scattering

Parity Violation Asymmetry (APV ) in Møller scattering can be parameterized with the stan-
dard Effective Lagrangian

Lee =
ĜF√

2
geeAV

(
ēγµγ5e

)
(ēγµe) . (B.32)

In the SM geeAV = 8g`,SMV g`,SMA = 1
2

(
1− 4s2

θ̂

)
. In the SMEFT we have the correction [430]

δgeeAV =
1√

2ĜF

(
−Cll − C ′ll + Cee

)
− 2δg`V − 2

(
1− 4s2

θ̂

)
δg`A, (B.33)

so that the parity violating asymmetry APV is expressed as

APV
Q2

= −2geeAV
ĜF√
2πα̂

1− y
1 + y4 + (1− y)4

. (B.34)

Q2 and y are defined as above.
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µur)

QHd (H†i
←→
D µH)(d̄pγ

µdr)

QHud + h.c. i(H̃†DµH)(ūpγ
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µet)
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Table 1: L6 of Refs. [222] as given in Ref. [204]. The flavour labels p, r, s, t on the Q operators
are suppressed on the left hand side of the tables.
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Observable Experimental Value Ref. SM Theoretical Value Ref.
m̂Z [GeV] 91.1875± 0.0021 [488] - -
MW [GeV] 80.385± 0.015 [489] 80.365± 0.004 [490]
σ0
h [nb] 41.540± 0.037 [488] 41.488± 0.006 [418]

ΓZ [GeV] 2.4952± 0.0023 [488] 2.4943± 0.0005 [418]
R0
` 20.767± 0.025 [488] 20.752± 0.005 [418]

R0
b 0.21629± 0.00066 [488] 0.21580± 0.00015 [418]

R0
c 0.1721± 0.0030 [488] 0.17223± 0.00005 [418]

A`FB 0.0171± 0.0010 [488] 0.01626± 0.00008 [491]
AcFB 0.0707± 0.0035 [488] 0.0738± 0.0002 [491]
AbFB 0.0992± 0.0016 [488] 0.1033± 0.0003 [491]

Table 2: Experimental and theoretical values of the LEPI pseudo-observables. The results
are grouped in terms of the precision of the measurements made. The entries above the
double line are measured to better than percent accuracy, the entries below the double line
are measured to an accuracy of a few percent. Taken from Ref. [430].

Parameter Cons. Ref. Cons. Ref. Cons. Ref
gZ1 0.984+0.018

−0.020 [495] 0.975+0.033
−0.030 [521] 0.95+0.05

−0.07 [428]
κγ 0.982± 0.042 [495] 1.024+0.077

−0.081 [521] 1.05+0.04
−0.04 [428]

λγ −0.022± 0.019 [495] 0.002± 0.035 [521] 0.00± 0.07 [428]

Table 3: Results for the LEPII pseudo-nonobservables produced while varying the TGC La-
grangian parameters one at a time under the simultaneous assumption of a “SM-like” coupling
of the massive gauge bosons to fermions.

Parameter Input Value Ref.
α̂ 1/137.035999139(31) [391, 732]
ĜF 1.1663787(6)× 10−5 GeV−2 [391, 732]
m̂Z 91.1876± 0.0021 GeV [391, 488, 732]
m̂h 125.09± 0.22 GeV [391]

Table 4: Current best fit values of the core input parameters.
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ḡV1 m̄

2
W + κ̄V m̄

2
W + λ̄V s34

)
DV (s) / (2

√
2
√
s34m̄

2
W )

− 0 −√sλ1/2
(
F V1 cos θ + F V1

) (
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Table 5: The W-production matrix elements Aλ12λ34+−
e+e−→W+W−,V for λ12, λ34 = {0,+,−}, V =

{Z, γ} and λ1/2 = λ1/2 (s, s12, s34).

λ12 λ34 Aλ12λ34−+
e+e−→W+W−,V

0 0 −F V2
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Table 6: The W-production matrix elements Aλ12λ34−+
e+e−→W+W−,V for λ12, λ34 = {0,+,−}, V =

{Z, γ} and λ1/2 = λ1/2 (s, s12, s34).
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λ12 λ34
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Table 7: The W± pair production matrix elements Aλ12λ34+−
e+e−→W+W−,ν for helicities λ12, λ34 =

{0,+,−} and we have used the notation λ1/2 = λ1/2 (s, s12, s34).
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Table 8: Decay amplitudes Aλij
W±→fif̄j . C,C

′ = {1,
√

3} for final state leptons and quarks
respectively.
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