
https://orcid.org/0000-0002-5038-3914
https://orcid.org/0000-0002-5038-3914
https://orcid.org/0000-0002-5038-3914
https://orcid.org/0000-0002-2165-8528
https://orcid.org/0000-0002-2165-8528
https://orcid.org/0000-0002-2165-8528
https://orcid.org/0000-0003-4237-4601
https://orcid.org/0000-0003-4237-4601
https://orcid.org/0000-0003-4237-4601
https://orcid.org/0000-0001-5613-4938
https://orcid.org/0000-0001-5613-4938
https://orcid.org/0000-0001-5613-4938
https://orcid.org/0000-0002-7104-2107
https://orcid.org/0000-0002-7104-2107
https://orcid.org/0000-0002-7104-2107
https://orcid.org/0000-0003-4746-6003
https://orcid.org/0000-0003-4746-6003
https://orcid.org/0000-0003-4746-6003
mailto:mario.cadelano@unibo.it
http://astrothesaurus.org/uat/656
http://astrothesaurus.org/uat/1567
http://astrothesaurus.org/uat/168
http://astrothesaurus.org/uat/168
http://astrothesaurus.org/uat/1622


post-core-collapse(PCC) clusters.4 This feature was� rst
discovered in the GC M30(Ferraro et al.2009), and it has
since then been identi� ed in a few additional systems: NGC
362 (Dalessandro et al.2013), NGC 1261(Simunovic et al.
2014; but see Raso et al.2020), and M15(Beccari et al.2019).5

A detection of a double BSS sequence in the Large Magellanic
Cloud GC NGC 2173 has been claimed by Li et al.2018, but
this is most likely an artifact of� eld contamination
(Dalessandro et al.2019a, 2019b). All these clusters show in
the CMD a narrow sequence of blue BSSs, separated through a
clear-cut gap from a more scattered red BSS population. The
red sparse sequence is not reproducible with collisional
isochrones(Sills et al.2009) of any age, while it is in good
agreement with the CMD location of MT-BSS models(Xin
et al.2015), thus suggesting that it is likely populated by BSSs
formed through the MT channel. On the other hand, the blue
sequence is inconsistent with the MT-BSS models of Xin et al.
(2015) and is well reproduced by collisional isochrones, thus
suggesting that it is likely populated by COL-BSSs. Interest-
ingly, Monte Carlo simulations by Jiang et al.(2017) show that
the blue sequence could be also contaminated by MT-BSSs.
However, its narrowness and the clear-cut separation from the
red sequence appear to be inconsistent with a formation from
MT activity in binary systems, which extends over long
timescales. On the other hand, the results obtained by Jiang
et al.(2017) could explain the presence of the few W-Uma stars
(contact binaries) detected along the blue sequences of M30
and NGC 362(Ferraro et al.2009; Dalessandro et al.2013).
The narrowness of the blue sequence suggests that it is more
likely composed of a population of coeval BSSs with different
masses, all formed over a relatively short period of time. Based
on this evidence, Ferraro et al.(2009) suggested that the origin
of the observed blue sequence is related to the core-collapse
(CC) event which enhanced the cluster collision rate in inner
regions over a short timescale. This working hypothesis was
later con� rmed by numerical simulations speci� cally per-
formed to reproduce the bimodal BSS distribution of M30(see
Portegies Zwart2019). In addition, as a matter of fact, the three
clusters where a double BSS sequence has been� rmly
identi� ed so far (i.e., M30, NGC 362, and M15) already
experienced the CC phase(see Harris1996, 2010 edition). In
light of all this, Ferraro et al.(2009) suggested that the
properties of the blue narrow sequence could be also used to
date back the CC epoch: as the MS-TO luminosity is a proxy of
the cluster age, so the luminosity of the blue BSS sequence(or
its extension in luminosity) can provide an estimate of the
epoch when the system experienced a signi� cant enhancement
of its collision rate, which triggered the formation of COL-
BSSs that we now observe aligned in the CMD.

In this paper we present the discovery of a double sequence
of BSSs in the GC NGC 6256. This is a dense cluster
(log 5.90�S �x in units ofMe pc� 3; Baumgardt & Hilker2018)
located in the Galactic bulge, at a distance of 6.8 kpc from the
Sun(Cadelano et al.2020b) and characterized by a relatively

low metal content compared to typical bulge GCs([Fe/ H] =
� 1.6; Vasquez et al.2018). In Cadelano et al.(2020b), we
applied a well-tested procedure(see Pallanca et al.2019, 2021)
to quantify the differential reddening affecting the cluster, and
we derived a high-resolution exctiction map(see Figure 3 in
Cadelano et al.2020b): color excess variations as large as
� E(B � V) � 0.51 mag were measured in the relatively small
160� × 160� � eld of view(FOV) sampled by the adopted data
set. The differential reddening-corrected CMD allowed the
authors to derive an age of 13± 0.5 Gyr. The analysis of the
CMD also revealed a severe contamination by� eld interlopers
along the cluster’s main evolutionary sequences.

In the comprehensive analysis of GC surface brightness
pro� les by Trager et al.(1993, 1995), NGC 6256 is classi� ed
as a PCC cluster, due to the presence of a central surface
brightness cusp. However, cluster structural properties based
on surface brightness pro� les suffer from so-called“shot-noise
bias”, due to the stochastic and sparse presence of luminous
stars, which can signi� cantly displace the surface brightness
peak from the true location of the cluster gravitational center
and alter the shape of the surface brightness pro� le with respect
to the true density distribution(see, e.g., Noyola &
Gebhardt2006; Cadelano et al.2017; Lanzoni et al.2019).

Recently, Cohen et al.(2021) determined the cluster’s
structural parameters from the star count density pro� le. They
derived a cluster gravitational center by� tting ellipses to the
isodensity contours, and found a value in agreement, within
uncertanties, with the one quoted in Cadelano et al.(2020b),
which was calculated through iterative recentering of the stellar
average coordinates. They also determined the cluster’s
structural parameters through King(1966) model � tting of
the density pro� les obtained by combining the same high-
resolution observations used throughout this work(see
Section 2) to sample the central regions, with Gaia Data
Release 2 photometry(Gaia Collaboration et al.2018) to
sample the cluster’s outskirts. The authors discuss that the best-
� t model is unable to properly reproduce the observed stellar
density in the cluster’s innermost regions, which is expected in
the case of a very dynamically evolved and core-collapsed
cluster.

This paper is structured as follows: in Section2 we introduce
the adopted data set and the data-reduction procedures; in
Section3 we determine the cluster’s stellar density pro� le and
investigate its dynamical status; in Section4 we discuss the
proper motion(PM) analysis and present the discovery of a
double sequence of BSSs;� nally, we summarize the results and
draw our conclusions in Section5.

2. Observations and Data Analysis

High-resolution data set.This work is mainly based on two
data sets of optical images obtained with the Hubble Space
Telescope(HST). The � rst data set was obtained using the
UVIS channel of the Wide Field Camera 3(WFC3) under GO
11628(PI: Noyola). It consists of three images acquired with
the F555W� lter and an exposure time of 360 s, and three
images in the F814W� lter with an exposure time of 100 s. The
adopted procedures of data reduction, astrometry, and calibra-
tion are described in detail in Cadelano et al.(2020b), where
the determination of a high-resolution differential reddening
map in the direction of the system is also discussed. The second
data set was obtained under GO 15065(PI: Cohen) using the
Wide Field Camera(WFC) of the Advanced Camera for

4 Core-collapse is a characteristic phase of the internal dynamical evolution of
collisional stellar systems. It is the result of the continuous kinetic energy
transfer from the inner regions to the outskirts that leads to a runaway
contraction of the core, with a substantial increase of its density. PCC clusters
are commonly recognized from the presence of steep power-law cups in the
innermost portion of the density pro� le (Meylan & Heggie1997).
5 A detection of a double BSS sequence in the Large Magellanic Cloud GC
NGC 2173 has been claimed by Li et al.(2018), but this is most likely an
artifact of� eld star contamination(Dalessandro et al.2019a, 2019b).
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Surveys(ACS). It consists of four images acquired with the
F606W� lter with an exposure time of 498 s and four images
acquired with the F814W� lter with an exposure time of
509 s. The data reduction was performed using a standard
approach with the DAOPHOT and ALLFRAME packages
(Stetson1987, 1994), in a similar way as described in Cadelano
et al. (2020b) in the case of the WFC3 data set. The FOVs of
the two HST data sets overlap and are separated by a temporal
baseline of 3605 days(� 10 yr), thus allowing the measure of
stellar PMs(see Section4.1). All the HST magnitudes used
hereafter throughout this work are corrected for the effects of
differential reddening.

Wide-� eld data set.To dermine the stellar density pro� le
along the entire radial extension of the cluster, we comple-
mented the high-resolution HST data with a set of wide-� eld
near-IR images obtained as a part of the VVVX survey
(Minniti 2016). This data set was acquired with the VISTA
InfraRed CAMera(VIRCAM) mounted on the VISTA-ESO
telescope. It is composed of two images obtained with theJ
� lter and an exposure time of 120 s, one image with theH � lter
and an exposure time of 48 s and,� nally, one image with the
Ks � lter and an exposure time of 16 s. Also in this case, the
data reduction was performed using a standard approach
suitable for ground-based observations with the DAOPHOT
and ALLFRAME packages(see, e.g., Cadelano et al.2020a).
The resulting catalog was astrometrized using the stars in
common with the Gaia Data Release 3(DR3) catalog(Gaia
Collaboration 2022, in preparation) and the instrumental
magnitudes were calibrated using the stars in common with
the catalog by Valenti et al.(2007), obtained with the same
� lters and in an overlapping region of the sky.

A map of the FOVs covered by all the data sets used in this
work is reported in Figure1, while the corresponding CMDs
are shown in Figure2.

3. Stellar Density Pro� le and Structural Parameters

PCC clusters are typically characterized by the presence of a
central density cusp usually shaped like a power law, rather
than the� at density core behavior predicted by King(1966)
models and typically observed in less dynamically evolved
GCs(e.g., Ferraro et al.2003a; Lanzoni et al.2007; Vesperini
& Trenti 2010; Dalessandro et al.2013; Miocchi et al.2013;
Zocchi et al.2016). Based on the shape of its surface density
distribution, NGC 6256 has been classi� ed as a PCC system
(Trager et al.1993, 1995). In this section, we determine the
cluster’s density pro� le from star counts to accurately estimate
its structural properties and reliably con� rm its core-collapsed
nature.

We adopted the gravitational center derived in Cadelano
et al. (2020b): � = 16h59m32 668 and 37 07 15. 139�E� � � � � n � a � ´,
with an uncertainty of� 0.4� . As discussed in many previous
papers(see Ferraro et al.1999, 2003a; Ibata et al.2009;
Lanzoni et al.2007) the accurate determination of the center of
gravity is crucial in order to properly characterize the star
density pro� le, especially in high-density clusters. The
projected stellar density pro� le has been determined following
the procedure fully described in Miocchi et al(2013; see also,
e.g., Cadelano et al.2017; Lanzoni et al.2019; Raso et al.
2020). To sample the inner� 100� , we used the WFC3 data set.
For the cluster’s outer regions, we used the wide-� eld
VIRCAM data set. The choice of using a near-IR data set,
instead of the publicly available Gaia DR3 catalog, is

motivated by the fact that NGC 6256 is located in a region
of the sky severely affected by differential reddening(see
Cadelano et al.2020b). Hence, the adoption of a catalog of
stars based on optical photometry, such as the Gaia one, could
introduce signi� cant alterations of the density pro� le with
respect to its true shape, and thus lead to a wrong determination
of the cluster structural parameters(see the case of M71
discussed in Cadelano et al.2017).

In the case of the region sampled by the HST data set, we
divided the FOV into 12 concentric annuli out to 120� from
the cluster’s center, each one divided into four subsectors. For
each subsector, we then counted the number of stars with a
magnitude 15.5< mF814W< 19.8(to avoid possible biases due
to saturation and incompleteness of the brightest and faintest
stars, respectively) and divided it by the sampled area. The
resulting density in each annulus is the mean of the values
measured in each subsector and the uncertainty is the standard
deviation. We repeated the same procedure for the VIRCAM
wide-� eld data set, dividing the FOV into eight concentric
annuli from 38� out to 450� from the cluster’s center, and
considering only stars with a magnitude 11.5< K < 16.5. The
three innermost radial bins(38� < r < 120� ) are also sampled
with the HST catalog, and thus they have been used to
vertically rescale the external(VIRCAM) pro� le to match the
inner (HST) one. The resulting density pro� le is shown in
Figure3 (empty circles). The apparent external� attening is due
to the Galactic� eld contribution, which is negligible with
respect to the cluster density in the inner regions, but becomes
dominant at large distances from the center. The average of the
three most external points in linear(instead of logarithmic)
units has been adopted as Galactic� eld density, and then
subtracted from the observed distribution to obtain the
background-decontaminated density pro� le of NGC 6256
(� lled circles in Figure3). The density pro� le clearly shows
a progressive increase, instead of a� at behavior, toward the
cluster center, which is the typical feature expected for a core-
collapsed GC.

The density pro� le has been obtained using only TO,
subgiant, and red giant stars which approximately have the
same mass. Therefore, the cluster’s structural parameters have
been derived by� tting the observed pro� le with a single-mass
King (1966) model, assuming spherical symmetry and orbital
isotropy. Following Raso et al.(2020), we performed the� t
using a Markov Chain Monte Carlo approach by means of the
emcee package(Foreman-Mackey et al.2013, 2019). We
assumed uniform priors on the parameters of the� t (i.e.,
the King concentration parameterc, the core radiusrc, and
the value of the central density). Therefore, the posterior
probability distribution functions are proportional to the
likelihood ( )exp 22�D� � � �L , where the � 2 statistic is
calculated between the measured density values and those
predicted by the whole family of adopted models. As typically
found for core-collapsed GCs(e.g., Ferraro et al.2003a; Zocchi
et al. 2016), the resulting best-� t model (red dashed curve in
the left-hand panel of Figure3) clearly fails in properly
reproducing the observations, and it is characterized by a value
of the concentration parameterc larger than 2. Instead, a very
good King model� tting is obtained if the three innermost
points (r < 5� ) are excluded from the analysis(red dashed
curve in the right-hand panel of Figure3). In turn, the evident
central density cusp is well reproduced by a straight line, with a
steep slope� CUSP= � 0.89(red solid line in the� gure). This is
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indeed the typical behavior of a PCC cluster(e.g., Vesperini &
Trenti2010). The main structural parameters obtained from the
best-� t King model are also labeled in the� gures, whereW0 is
the model dimensionless potential,rhm is the three-dimensional
half-mass–radius, andrt is the truncation or tidal radius.
Figure 4 compares the density pro� le obtained in this work
(black circles) with that determined through a very similar
procedure by Cohen et al.(2021, gray circles), vertically
rescaled to match our data using an average density difference
value. The two pro� les are overall in good agreement, the main
difference being that we sample a larger radial extension, both
toward the center and in the periphery, with the density that
keeps increasing in the innermost bin, as expected in the
presence of a power-law cusp. This difference is likely due to
different adoptions of the magnitude selection and slightly
different coordinates of the cluster center. Nevertheless, the
structural parameters derived here and in Cohen et al.(2021)
are in agreement within� 1� 2� errors.

4. The Blue Straggler Star Population and theA+

Parameter

The shape of the density pro� le clearly indicates that NGC
6256 is in a very advanced stage of its dynamical evolution,
having already experienced the CC phase. To independently
and more quantitatively investigate the dynamical status of this
system, we analyzed the properties of the BSS population,
which are known to act as a“dynamical clock” (Ferraro et al.

2012, 2018, 2019; Lanzoni et al.2016; Ferraro et al.2020).
However, NGC 6256 suffers from severe contamination from
Galactic interlopers(Cadelano et al.2020b), and a solid
characterization of the BSS population� rst requires a proper
distinction between the cluster’s members and� eld objects.
Unfortunately, due to crowding, large extinction, and distance,
the kinematic information provided by the Gaia DR3 can be
used only for the brightest portion of the red giant branch.
Therefore, we took advantage of the large temporal baseline
between the two HST data sets to perform PM analysis of
the stars in common between the two epochs. A similar,
independent analysis was also performed by Cohen et al.
(2021).

4.1. Proper Motion Selection

We adopted the approach described in Dalessandro et al.
(2013; see also Bellini et al.2014; Cadelano et al.2017;
Dalessandro et al.2018; Raso et al.2020). The procedure
consists of measuring the instrumental position displacements
of the stars detected in both epochs, once a common distortion-
free reference frame is de� ned. For each data set, we derived
the mean instrumental positions(x,y) as the� -clipped mean of
the positions of stars detected in at least half the total number of
images. In the WFC3 case, the resulting(x,y) positions have
been corrected for geometric distortions by applying the
equations published in Bellini et al.(2011). For the ACS
catalog, we adopted the ACS/ WFC Distortion Correction

Figure 1. FOVs covered by the data sets used in this work, plotted with respect to the cluster’s center(black cross) quoted in Cadelano et al.(2020b). The gray dots
are the observed stars. The violet and cyan thick lines mark the FOVs of the WFC3 and ACS data sets, respectively. The black solid line marks the edge of a portion of
the wide-� eld VIRCAM data set. The inner and outer dashed circles are the cluster’s half-mass and tidal radii, respectively, as determined in Section3.
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Figure 2. Left panel:(mF555W, mF555W� mF814W) CMD of NGC 6256 as obtained from the� rst epoch, WFC3 observations(from Cadelano et al.2020b). Middle
panel:(mF606W, mF606W� mF814W) CMD obtained from the second epoch, ACS observations. Both� rst- and second-epoch magnitudes are corrected for differential
reddening. Right panel:(J, J � Ks) CMD of the cluster obtained from the VIRCAM observations.

Figure 3.Left: observed(empty circles) and background-subtracted(� lled circles) density pro� le of NGC 6256. The dashed red curve is the best-� t King model to the
cluster density pro� le, and the red stripe marks the envelope of the± 1� solutions. The dashed and dotted–dashed vertical lines mark the best-� t cluster’s core and
half-mass radii, respectively, and their corresponding 1� uncertainties are represented with the gray stripes. The best-� t values of some structural parameters(see text)
are also labeled. The bottom panel shows the residuals between the best-� t King model and the cluster density pro� le. Right: same as in the left panel, but with the
three innermost points colored in red to highlight the presence of a stellar density cusp. These points have been� tted with a power-law function, shown as a red solid
line, having a slope� CUSPlabeled in the� gure legend. The best-� t King model to the pro� le obtained by excluding the three inner points(black solid circles) is shown
with the red dashed curve and red stripe, and its corresponding parameters are labeled in the legend.
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Tables(IDCTAB) provided in the dedicated page of the Space
Telescope Science Institute. The latter catalog was adopted as a
distortion-free reference frame, due to its slightly larger FOV.
Then, we determined accurate transformations between the
� rst-epoch WFC3 catalog and the reference frame. To this aim,
we selected in both the catalogs a sample of stars that can be
considered as likely cluster members on the basis of their CMD
positions. We then applied a six-parameter linear transforma-
tion6 to transform the positions of stars in the WFC3 frame to
the reference frame, treating each chip independently in order
to maximize the accuracy. The derived transformations have
then been applied to all the stars in common between the two
catalogs. The relative PMs are� nally determined by measuring
the difference of the mean(x,y) positions of each star in the two
epochs, divided by their temporal baseline and multiplied by
the pixel scale of the reference frame(50 mas pixel� 1). In such
a way, the PMs along both the R.A.( cos�N �E�B ) and the decl.(� � )
are expressed in units of mas yr� 1.

The resulting vector point diagram is shown in the left panel
of Figure 5. To maximize the ef� ciency in removing� eld
interlopers in the BSS region, we selected a sample of stars

with 19.0< mF555W< 22.5 and evaluated their PM distribu-
tions along both the directions(see histograms in Figure5).
These distributions have been� tted with Gaussian functions
centered on 0 and with standard deviation� � 0.21 mas yr� 1.
We selected as bona-� de cluster members those stars having a
total PM smaller than the combined 2� dispersion(i.e., 0.6 mas
yr� 1). The resulting CMDs, showing separately clusters and
� eld members after the PM selection, are shown in the two
rightmost panels of Figure5.

The decontamination of the CMD through PM selection
successfully disentangles the cluster’s population from the� eld
one, thus opening the possibility to study in detail the
properties of the BSSs population in the cluster’s regions
covered by the HST observations. To this purpose, we used the
ACS photometry that provides the deepest and largest number
of exposures, thus granting a signi� cantly larger signal-to-noise
ratio in the CMD region occupied by BSSs, with respect to
what is achievable with the WFC3 data. The samples of 37
BSSs and 1585 reference stars used in the following analysis
have been selected from the PM-cleaned CMD, as shown in
Figure 6. To draw the BSS selection box, special care was
devoted to separate this population from MS-TO and
subgiant branch stars(SBG) and to avoid the inclusion of
MS-TO star blends. To this end, we built the color
histograms of the measured stars in different bins of
magnitudes� 0.2 wide, and we set the lower boundary of

Figure 4. Comparison between the background-subtracted density pro� le of NGC 6256 determined in this work(black circles), and that obtained by Cohen et al.
(2021), vertically rescaled to match the former(gray circles). The solid and dashed lines are, respectively, the best-� t King models determined here and in Cohen
et al. (2021).

6 To do this, we used CataXcorr, a code developed by P. Montegriffo at the
INAF Osservatorio di Astro� sica e Scienze dello Spazio di Bologna. This
package is available athttp:// davide2.bo.astro. it/ ?paolo/ Main/ CataPack.
html, and has been successfully used in a large number of papers by our group
in past years.
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the BSS box at more than 4� from the SBG distribution. The
resulting box is similar to, but not coincident with, that of
Leigh et al.(2011). Indeed, we adopted more conservative

limits to avoid the inclusion of spurious objects, like(very
bright) evolved BSSs and, especially, photometric blends of
MS-TO stars. The reference population is composed of

Figure 5. Left panel: vector point diagram of the stars in common between the two HST epochs, with the black dots being the subsample of stars with magnitude
19.0< mF555W< 22.5, and the gray dots corresponding to all the remaining stars. The upper and side plots show histograms of the PM distribution of the selected
subsample along the R.A. and decl. directions, with superimposed the best-� t Gaussian function. The red circle in the main panel is centered on the mean values of the
best-� t Gaussian functions(i.e., 0 mas yr� 1) and has a radius of 0.6 mas yr� 1, equal to the combined 2� PM dispersion of the subsample(see text). This circle encloses
all the stars that have been selected as bona-� de cluster members. Right panels: CMDs of the� rst-epoch data set for all the stars selected as cluster members(left) and
for the stars selected as� eld interlopes(right).

Figure 6. Left panel: PM-cleaned CMD of NGC 6256(gray dots) with the selected populations of 37 BSSs and 1585 reference stars highlighted in black. The solid
lines draw the adopted selection boxes. The dashed line marks the threshold used to select the bright BSS sample(empty circles) for the computation ofA+ . Right
panel: cumulative radial distributions of the 20 bright BSSs(upper line) and the 1368 reference stars(lower line) included withrhm, used to determine theA+

parameter. The area of the region shaded in gray between the two cumulative radial distributions is the value ofArh
�� , which is also labeled in the panel.
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