
Received 21 December 2022, accepted 11 January 2023, date of publication 30 January 2023, date of current version 6 February 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3240089

Is Your Model Sensitive? SPEDAC: A New
Resource for the Automatic Classification
of Sensitive Personal Data
GAIA GAMBARELLI 1,2, ALDO GANGEMI 1,3, AND ROCCO TRIPODI 4
1FICLIT, University of Bologna, 40125 Bologna, Italy
2Ellysse srl., 42124 Reggio Emilia, Italy
3ISTC-CNR, 00185 Rome, Italy
4LILEC, University of Bologna, 40125 Bologna, Italy

Corresponding author: Gaia Gambarelli (gaia.gambarelli2@unibo.it)

This work was supported in part by University of Bologna, in part by Ellysse srl., and in part by TAILOR Project (Foundations of
Trustworthy AI—Integrating Reasoning, Learning and Optimization), H2020-ICT-2019-3, EC GA952215.

ABSTRACT In recent years, there has been an exponential growth of applications, including dialogue
systems, that handle sensitive personal information. This has brought to light the extremely important issue
of personal data protection in virtual environments. Sensitive information detection (SID) covers different
domains and languages in literature. However, if we refer to the personal data domain, the absence of a
shared standard benchmark makes comparison with the state-of-the-art difficult for this task. To fill this
gap, we introduce and release SPEDAC, a new annotated resource for the identification of sensitive personal
data categories in the English language. SPEDAC enables the evaluation of computational models for three
different SID subtasks with increasing levels of complexity. SPEDAC 1 regards binary classification, a model
has to detect if a sentence contains sensitive information or not; in SPEDAC 2 we collected labeled sentences
using 5 categories that relate to macro-domains of personal information; in SPEDAC 3, the labeling is fine-
grained and includes 61 personal data categories. We conduct an extensive evaluation of the resource using
different state-of-the-art-classifiers. The results show that SPEDAC is challenging, particularly with regard
to fine-grained classification. Classifiers based on the transformer architectures achieve good results on
SPEDAC 1 and 2 but have difficulties to discern among fine-grained classes in SPEDAC 3.

INDEX TERMS Personal data classification, privacy protection, sensitive data corpus, sensitive information
detection, sensitive personal data, transformer models.

I. INTRODUCTION
In recent years, there has been an exponential growth of
applications, including dialogue systems that handle sensitive
personal information [1], [2], [3]. Identifiable individuals can
explicitly or implicitly reveal inferable personal information
from the texts they write and from the information they
share daily online (in blogs, public pages, social media, etc.).
The context in which personal information can be expressed
concerns not only public online environments but also private
interactions, in which, sometimes, the sharing of such infor-
mation is deemed necessary. Exchanges of emails in company
structures, virtual interactions between users and operators
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of customer service, or even the use of applications based on
human-robot (H-R) interactions are all scenarios in which the
management of personal information is important. In online
conversations and unstructured text, for example, the loss
of privacy can be very high and the average cost of data
breaches has increased over the years [4]. The loss of personal
information to 3rd parties can have both legal and economic
repercussions on the users and managers of the service, and,
in social terms, on the individuals directly involved. Finally,
it is estimated that 80% of the data currently disseminated on
the Internet is of an unstructured type [5] i.e., data not present
in a relational database, which can be presented in an irregular
and contextual form.

According to General Data Protection Regulation (GDPR,
2018) [6], the right to privacy regarding sensitive personal
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data is claimed; managing privacy and understanding the
processing of personal data has become a fundamental right,
especially within the European Union (GDPR, Recital 6) [7].
Following the regulatory definition, ‘personal data’ means
‘any information relating to an identified or identifiable nat-
ural person (data subject); an identifiable natural person is
one who can be identified, directly or indirectly, in particular
by reference to an identifier such as a name, an identifica-
tion number, location data, an online identifier or to one or
more factors specific to the physical, physiological, genetic,
mental, economic, cultural or social identity of that natural
person’ (GDPR, 4.1) [8].

Consequently, many studies have focused on protecting
privacy in virtual spaces from several points of view e.g., data
sanitization and anonymization methods. Models of data san-
itization by using deletion operations on transactions are one
of the most common approaches in privacy preserving data
mining (PPDM) [9]. PPDM techniques ‘allow the extraction
of information from data sets while preventing the disclosure
of data subjects’ identities or sensitive information’ [10].
Data sanitization generally aims to hide sensitive informa-
tion applying minimal side effects and keeping the original
database as authentic as possible [11]. Several methods are
applied to input data e.g., data perturbation [12], [13], cryp-
tography [14], [15], and anonymity with different techniques
methods [16], [17], [18], [19]. A recent PPDM study [20]
introduces PACO2DT, an ACO-based multiobjective model
which uses transaction deletion to hide sensitive and confi-
dential information. The information to hide is defined by an
expert in the industry in form of an input-sensitive itemset,
deleted and distributed to the IoT devices for configuration.
In a previous study [21], where the hiding-missing-artificial
utility (HMAU) algorithm is introduced to address the PPDM
problem, the authors propose in future work to extend the
sensitive itemsets to be hidden to the sensitive association
rules and to decrease the confidence of these rules. A type of
extension is proposed introducing high-utility itemset mining
(HUIM), a model which discovers itemsets reporting a high
profit in transaction databases [22]. The authors introduce,
as an extension of PPDM, the preserving utility mining
(PPUM) that hides sensitive high-utility itemsets (SHUIs)
considering their profit. PPDM and PPUM algorithms are
included in the proposed interface privacy-preserving and
security mining framework (PPSF) [23]. One of the greatest
risks of failure of these models is the loss of information.
Even before the failure of the anonymization algorithm, there
may be a missing identification of sensitive information.

Sensitive information detection (SID) is a subpart of data
leak detection (DLD) that deals with the automatic identifi-
cation of sensitive information. The work also contributes to
improving data loss prevention (DLP) systems and industrial
problems designed to help businesses to avoid data breaches,
presenting a way to train, classify and perform the classifica-
tion of sensitive text [24]. Most of the current tools offer DLP
services for the automatic identification of personally identi-
fiable information (PII) [25], [26], [27]. This paper addresses

the challenge of identifying complex personal information
in unstructured text. Words are sensitive or not sensitive
depending on their context. Using different expressions in
natural language, the same keyword can acquire a sensitive
or non-sensitive character.

Related work in SID is often conducted in different
domains or languages; however, frequently, there is no com-
mon benchmark or available labeled resources to compare the
results with the state-of-the-art methods. We have attempted
to fill this gap by introducing and evaluating a new sensitive
resource. The datasets are freely available and can be reused
for training new models or as a benchmark to compare the
results to state-of-the-art models.

At the same time, evaluating the resource, we have a neural
networks method based on the transformer architecture [28],
which has recently been used in SID tasks and has achieved
astonishing performances on standard natural language pro-
cessing (NLP) tasks. The contributions of this study are as
follows:

1) we present SPEDAC (Sensitive Personal Data Categories
corpus): a benchmark built and manually labeled
for personal data categories (PDCs). The dataset
contributes to the detection of sensitive sentences
and their classification as PDCs. We implicitly con-
tribute to the evaluation gap [29] and the absence
of an available labeled resource concerning personal
information;

2) we report the results of several experiments conducted
using different state-of-the-art models, including a
classifier based on the transformer architectures [30].
We aim to evaluate the SPEDAC dataset, propose a
benchmark and analyze the validity of modern neural
network approaches to the task of automatic identifica-
tion of sensitive content.

The article consists of the following sections: Section II
is devoted to related work in the automatic identification of
sensitive content and the use of transformer neural networks
in text classification. In Section III we describe the materials
andmodels involved: in Section III-Awe introduce the taxon-
omy used to define the PDCs; in Section III-B SPEDAC, the
constructed and labeled sensitive data corpus, is presented.
The resource is evaluated in Section III-C, where we further
explore the machine learning models as well as the trans-
former networks, both used to conduct comparative experi-
ments and validate the efficiency of the latter. In Section IV,
we describe the experimental process which includes the
feature extraction and the models setup, while in Section V
we report the results. Finally, Section VI presents conclusions
and future directions of work, and in Section VII you can
find an ethical disclosure that concerns the protection from
improper use of the resources presented.

II. RELATED WORK
The domain of our study concerns personal data categories.
In literature, not somanyworks focus on this specific domain,
considering e.g., basic personal information [31], [32],
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personal health information (PHI) [33], ethnic origin, and
political opinion information [34].

However, regardless of the type of information considered
in the literature, sensitive data can be identified in a rigid
and context-less manner or can be disambiguated or inferred
from the context. We divided the studies into two macro
approaches:

1) non-context-aware approach, where sensitive infor-
mation does not depend on the context in which
it appears; for example, a word can be identified
as sensitive regardless of the sentence in which it
is used;

2) context-aware approach, where the sensitivity of the
data varies according to the context. Only given the
sentence, we can infer the sensitivity of a given word.
Assuming the textual unit in which a word appears
as context [35], we consider the context of a word
to be the sentence in which it appears. Nevertheless,
this sensitive context can be extended to paragraphs or
documents.

The first non-context-aware approach includes works
based on the identification of fixed context with n-gram
techniques [24], [36] or rule-based inferences to identify
contextless words with sensitivity scores, [37], [38]. The con-
textualized approach appears in literature with an embedding
technique for the recognition of a fixed context [39].

Among the most recent works, we see the use of neural
networks; for example, recursive neural networks for auto-
matic paraphrasing applied to the identification of sensitive
data [29]. Convolutional neural networks (CNNs) [40] have
also been used for the sensitive detection ofmilitary and polit-
ical documents in the Chinese language [41]. Bidirectional
Long-Short Term Memory (Bi-LSTM) neural networks [42]
have been used in a study conducted in the Chinese language
on the unstructured text [43] and for the identification of
personal data in an Amharic text [34].

Finally, the field of identification of sensitive data began to
take advantage of the transformer architecture [28]. A study
conducted in the Spanish language [33] used a BERT-based
sequence labeling model to detect and anonymize sensi-
tive data in the clinical domain. Specifically, they used two
datasets of medical reports and ran comparison experiments
using conditional random field (CRF) and BERT. In the first
dataset, the pre-trained BERT model outperformed the other
systems, whereas, in the second, it fell at 0.3 F1-score points
behind the shared task-winning system, but the authors did
not try more sophisticated fine-tuning strategies. A recent
study on the English language [32] proposed ExSense,
a model named BERT-BiLSTM-attention for extracting sen-
sitive information from unstructured text. The experimental
process was conducted on the Pastebin dataset [44], manu-
ally labeled with personal information. Personal information
refers to identifiable persons, such as name, address, date of
birth, social security numbers (SSN), and telephone numbers.
This model had an F1 score of 99.15%. As the authors stated,
ExSense can identify limited types of sensitive information.

The identified categories are, therefore, attributable to very
specific entities, often presenting a fixed structure.

A novel framework, Just Fine-tune Twice (JFT), recently
proposed [45], aims first to redact in-domain data of the
sensitive task and fine-tune the model; second, to privately
fine-tune the model on the original sensitive data. The first
step allows the model to directly learn information from the
in-domain data and to work with a limited amount of data.
The goal of the paper is to show the potential outcomes of
JFT, and basic sensitive information is treated.

Recent literature on this task highlights the great potential
of transformer-based models. However, the type of personal
data investigated is often not very challenging. Transformer-
based models have never been tested in the English language
on such a broad domain of PDCs, as the one presented in this
work. Considering the definition of ‘personal data’ given by
the GDPR (Section I), many types of data can be identified
textually. Categories such as names, addresses, and telephone
numbers can be identified directly, through entities, while
there are personal categories, such as health status, prefer-
ences, and social status, that can be more complex to identify
or infer. Their common feature is that they can be directly
or indirectly related to an identifiable person. In addition to
investigating the accuracy of PDCs identification, we mea-
sured the accuracy that a transformer network can achieve in
discriminating between sentences with and without sensitive
content, based on the same potentially sensitive linguistic pat-
terns occurring in different sentences that confer sensitivity or
not.

Nevertheless, how can we identify the types of sensitive
data categories to consider? The World Wide Web Consor-
tium (W3C) [46] created the Data Privacy Vocabulary (DPV)
in 2019 [47], a resource aimed at ensuring the interoperability
of data privacy, which therefore represents a highly valid ref-
erence taxonomy [48]. We have used this as an authoritative
reference to identify the categories of personal data (PDCs)
to be analyzed. An extension of DPV regarding extended per-
sonal data concepts was recently released [49]. The resource
will be discussed in more detail in Section III-A. Regarding
the second problem, our approach aims to be context-aware;
the analysis is therefore a level-sentence, as we will describe
in Section III-B.
As mentioned above, one of the major obstacles is the

corpora and resources currently available to form and com-
pare sensitive detection models [29]. Some public corpora,
that contain sensitive data and which have been used in the
sensitive detection literature, are as follows:

1) the Enron email dataset [50], which collects more
than 600,000 e-mails from the American Enron Cor-
poration, with approximately 2,720 documents man-
ually labeled by human annotators, lawyers, and
professionals in 2010. However, annotations only
cover specific topics, such as business transactions,
forecasts and projects, actions, and intentions. This
dataset was used as an evaluation dataset in related
studies [24], [29], [37].
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2) The Monsanto dataset [51], published in 2017, consists
of secret legal acts. This resource was similarly used for
evaluation [29].

3) PII dataset from Pastebin [32]. The authors col-
lected documents from Pastebin, obtaining 144,967
text sequences as training data and identifying 4 types
of PII information in text using regular expressions
for content-based sensitive information and a BERT-
BiLSTM attention model to automatically extract
context-based sensitive information from the prepro-
cessed text.

4) Wikipedia dataset. Wikipedia articles or pages are very
easy to acquire and contain different types of sen-
sitive information. In a privacy-ensuring study [24]
the authors have created a Wikipedia test corpus, ran-
domly sampling 10K Wikipedia articles. In another
related work [52] the aim was to establish a framework
for measuring the disclosure risk caused by semanti-
cally related terms; the authors used Wikipedia pages
of individuals e.g., movie stars. They used a manual
annotation for sentences on Wikipedia pages relating
to PII typically defined by keywords e.g., HIV (state
of health), Catholicism (religion), and Homosexuality
(sexual orientation).

The Enron corpus could be representative of organizational
email conversations, including informal emails between col-
leagues. However, since it dates back to 2002, it cannot
be considered very representative of today’s communica-
tion style. Although more recent, the Monsanto dataset is a
domain-specific corpus that would barely cover many PDCs,
other than those closely related to the legal domain. For these
reasons, they could not represent a point of reference for
the specific identification of personal data. The dataset from
Pastebin is not currently available; furthermore, the inves-
tigated categories refer to PII, frequently detected through
regular expressions or very narrow linguistic patterns. Even
the Wikipedia dataset is not publicly available and, in any
case, complex sensitive categories are not considered.

This brief survey highlights the clear lack of an available
released labeled resource for the task of automatic identifica-
tion of sensitive personal data. For this reason, this study aims
to offer an evaluation and reusable resource as a contribution.

III. MATERIALS AND MODELS
In this section, we deepen the taxonomy used as a
reference for the identification of the PDCs analyzed
(Section III-A), describe SPEDAC, the corpus built and evalu-
ated (Section III-B), and introduce the machine learning and
transformer network models used to conduct the classifica-
tion experiments (Section III-C).

A. DATA PRIVACY VOCABULARY (DPV)
As introduced in Section II, we decided to pay attention to
an authoritative resource, the so-called DPV. This resource
enables the expression of machine-readable metadata regard-
ing the use and processing of personal data. It provides terms

and definitions according to the GDPR and it is divided into
classes and properties. The basic ontology describes the first-
level classes that define a legal policy for the processing of
personal data (see Fig.1).

Following the descriptions given in the latest published
version of the resource, we are particularly interested in Per-
sonal Data, for example, data directly or indirectly associated
with or related to an individual. DPV provides the concept
of Personal Data, and the relation has Personal Data to
indicate what categories or instances of personal data are
being processed. In particular, Sensitive Personal Data is
a class for indicating personal data that is considered sen-
sitive in terms of privacy and/or impact, and therefore
requires additional considerations and/or protection. The
Data Privacy Vocabulary-Personal Data (DPV-PD) extension
provides an extended DPV personal data taxonomy, where
concepts are structured in a top-down schema based on an
opinionated structure contributed by R. Jason Cronk from
EnterPrivacy [49].

The DPV-PD presents 206 Personal Data Categories
(PDCs), according to its most recent release (December
05, 2022). Each category is described by a definition
and additional information, such as an IRI (Internation-
alized Resource Identifier), a source, and its hierarchical
relations.

However, not all categories of the DPV can be explored
in the same way. A detailed analysis of the resources led us
to identify a narrower set of PDCs to be explored through
textual analysis. We divided these categories into 5 different
types based on their nature and characteristics that can affect
their automatic identification. The subdivision is summarized
in Table 1.
Macro-categories: The subdivision is based on the onto-

logical organization provided by the DPV [49]. The macro-
categories correspond to the high-level categories to which
all the more specific PDCs belong. Therefore, their identifi-
cation was implicit in the identification of nested categories.
There are six relevant macro-categories:

1) Historical: information about historical data related to
or relevant to history or past events e.g., Life History.

2) Financial: information about finance including mon-
etary characteristics and transactions e.g., Transac-
tional, Ownership, Financial Account.

3) Tracking: information used to track an individual or
group e.g. location or email e.g., Location, Device
Based, Contact.

4) Social: information about social aspects such as fam-
ily, public life, or professional networks e.g., Family,
Friends, Public Life.

5) External (visible to others): information about external
characteristics that can be observed e.g., Behavioral,
Physical Trait, Physical Characteristic.

6) Internal (within the person): information about internal
characteristics that cannot be seen or observed e.g.,
Preference and Knowledge Beliefs.
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FIGURE 1. Base Vocabulary DPV. The figure can be found in the DPV documentation [49] Copyright 
 2022 the
Contributors to the Data Privacy Vocabulary (DPV) Specification, published by the Data Privacy Vocabularies and Controls
Community Group under the W3C Community Contributor License Agreement (CLA).

Special Category Personal Data, cited as a subtype of Sensi-
tive Personal Data, is added. The macro-category is based
on GDPR Article 9, even if it considers all sensitive spe-
cial categories whose use is prohibited or regulated with an
additional legal basis for justification. Some PDCs include
Health, Mental Health, and Disability.
Recently, Household and Profile have also been identified

as macro-categories but do not present nested categories.
Categories identifiable through textual analysis: These

are categories that can be frequently expressed through text
and whose expressions can be syntactically complex. They
are not alphanumeric sequences or codes that are easily iden-
tifiable through regular expressions but can be expressed in
natural language depending strongly on the combination of
words. Let’s take, for example, the Age category, whose def-
inition is: ‘information about an individual’s age’. Informa-
tion about an individual’s age can be expressed in n different
ways, such as: ‘I’m 17 years old’ or ‘I was born in 2005’ or ‘In
2010 I was only 5 five years old’: textual elements are crucial
for its identification. We first investigated these categories.

Broad-boundary categories: These categories can
be defined as characterized by (i) a high degree of
vagueness, (ii) a high degree of extension and applica-
bility, and (iii) whose sensitivity classification is char-
acterized by a high degree of ambiguity. For example,
Intention is a sub-category of :Preference:Internal and refers
to information about an individual’s intentions. These cate-
gories, owing to their conceptual complexity, have not been

treated as priorities. However, reflections on the future devel-
opments of the work are reserved for them.

Uniquely identifiable categories: These are categories
easily identifiable through regular expressions and fixed
sequences, e.g., Credit Card Number, Tax Code. This type of
category (PII) has been heavily extensively in the literature.
Tool markets offered by large companies, e.g., Microsoft [53]
can already be found. It seemed appropriate to focus our
analysis on the most challenging and least explored cate-
gories, which could at the same time give us the possibility
of analyzing more complex and context-aware identification
techniques.

Categories identifiable mainly through non-textual
elements: These depend completely or largely on non-textual
elements and it is therefore difficult, if not impossible,
to identify them in this sense. An example may concern the
Fingerprint category: ‘information related to an individual’s
fingerprint used for biometric purposes’.

Considering the categories identifiable through textual ele-
ments, most of the PDCs belong to Special Data, Social
and External macro-categories. In general, the ontological
structure arrives at four levels of hierarchy. Some categories,
in the analysis and consequent construction of the corpus,
were merged by similarity, e.g., Physical Characteristic and
Physical Trait, or because they are not strictly necessary
specifications of a more generic category, e.g., Family and
Family Structure. A list of identified PDCs labels is provided
in Table 5.
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TABLE 1. Analysis of the 206 PDCs of the DPV.

B. SPEDAC: A SENSITIVE DATA CORPUS
Given the lack of publicly available datasets for sensitive data
identification, the first aim of our study is to fill this gap and
develop a labeled resource for the task.

Personal data in informal online conversations are the
domain context of interest. The TenTen corpus family is a
large resource, composed of texts collected from the World
Wide Web [54]. TenTen corpora are available in more than
40 languages. The most recent version of the English Ten-
Ten corpus (enTenTen2020) consists of 36 billion words.
The texts were downloaded from 2019 to 2021. The sample
texts were manually checked and content with poor-quality
text and spam was removed. These come from different
web domains (the UK domain .uk, Australian domain .au,
Canadian domain .ca, US domain .us, New Zealand domain
.nz, and the EU domain .eu) and different textual genres
(news, discussion, blog, legal) and topics (reference, soci-
ety, arts, technology, business, sports, science, health, home,
recreation, games); 6.8% of the corpus comes from English
Wikipedia pages.

For our experiments, we created two different corpora, that
were manually labeled by the authors. Both corpora present
a sentence-level annotation using INCEpTION as an anno-
tation platform [55] and the WebAnno TSV v3.3 annotation
format. The datasets are available on a GitHub repository and
are shared subject to a declaration of the purposes of use (see
Section VII): https://github.com/Gaia-G/SPeDaC-corpora.

1) SPEDAC 1
Identification and discrimination of sensitive sentences from
non-sensitive sentences. The dataset counts 10,675 sentences
and has two target labels:

1) 0 (NON-SENSITIVE) to indicate sentences without
sensitive content.

2) 1 (SENSITIVE) to indicate sentences with sensitive
content.

For each fine-grained category (see Table 5), we collected
sensitive and non-sensitive examples in a balanced manner
i.e., considering approximately the same number of examples
for each of the two classes. Non-sensitive examples corre-
spond to sentences that contain the same linguistic patterns
found in sensitive sentences but in a context that does not
confer sensitivity. We can distinguish between two types of
linguistic constraints chosen as selection criteria: (i) gen-
eral constraints and (ii) specific constraints for every PDC.
General constraints take into account the importance of the

relationship between a PDC and the subject to which it refers.
We assume that the identifiable subject (e.g., account, the
device used) often corresponds to the person who writes
(‘I’). The specific linguistic constraints concern multi-word
expressions that could better represent every PDC, e.g., the
construction ‘[have] . . . years old’ which recurs to represent
the AGE category. As shown in the examples in Table 2, spe-
cific constraints are present in sensitive and non-sensitive sen-
tences, whereas the cited general constraint which refers to
a first-person subject characterizes only sensitive sentences.
Thus, adversarial sentences can better represent ambiguous
cases, in which PDCs are present in a non-sensitive con-
text. The adversarial constraints representing the aforemen-
tioned cases can consist of citation expressions, e.g., ‘[he]
[say]’, ‘[article][say]’, ‘[he][state]’ etc., or expressions
concerning the dimension of unreality or supposition, e.g.,
verbs as ‘suppose’, ‘imagine’, ‘guess’, ‘hope’, or adverbs
as ‘maybe’, or related to the joke e.g., ‘just kidding’,
‘I [be] joking’.

2) SPEDAC 2
Identification of the PDC macro-categories within sensitive
sentences. The 5,133 sentences in the dataset represent the
fine-grained PDCs considered in a balanced manner i.e.,
approximately the same number of examples for each fine-
grained category has been taken into account. Specifically,
the aim was to collect 100 sentences from each fine-grained
PDC. For some PDCs the retrieval of 100 sensitive sen-
tences was difficult and they are therefore less represented
in the corpus, e.g., Criminal, Criminal Conviction, Crimi-
nal Charge, Disciplinary Action, Income Bracket, Privacy
Preference, Professional Evaluation, Professional Interview,
Salary, Skin Tone. For every sentence its macro-category has
been retrieved, presenting total 5 different labels, which are
the following:

1) Special Category Data
2) Financial and Tracking
3) Social
4) Internal
5) External
The category Historical has been excluded because of its

inconsistency (it is a superclass only of Life History PDC,
which is a broad-boundary category).

The percentage of representation of the macro categories
in the corpus, which depends on the number of specific
categories included, is presented in Table 5.
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TABLE 2. Examples from SPEDAC 1.

TABLE 3. Size of the dataset used for experiments.

TABLE 4. Krippendorff’s (α) between gold and single annotation.

3) SPEDAC 3
Identification of fine-grained PDC within sensitive sen-
tences. As we just said, SPEDAC 2 represents the specific
PDCs considered in a balanced way. These sentences, along
with other examples, are also labeled as specific categories
(5,562 in total) and constitute the fine-grained SPEDAC
dataset. The specific density of each fine-grained sensitive
category is presented in Table 5.

4) INTER-ANNOTATOR AGREEMENT
Tomeasure the goodness of our annotations, we asked a group
of linguists to annotate a sample from each corpus. The basis
given to them for annotation was the taxonomy of DPV-PD.

1) SPEDAC 1: we asked four annotators to binary classify
100 sentences as sensitive or non-sensitive. Giving the
taxonomy as a reference, it was specified not to mark as
sensitive only the sentences containing PII but to follow
a more extensive definition of personal information
that takes into consideration all the PDCs listed in the
provided taxonomy;

2) SPEDAC 2: we asked three annotators to classify
150 sentences over the 5macro-categories of the PDCs.
In addition to the taxonomy, a detailed definition of
the 5 macro-categories was provided, with examples of
PDCs included in each group;

3) SPEDAC 3: because the specific PDCs are numerous,
we have limited the task to the validation of our first
labeling on 50 sentences. We received a contribution
from four annotators. They were asked to compare the
specific PDCs with which they found the sentences
labeled with the definition given in the DPV-PD.

Sentences were randomly selected, balancing the number
of different labels on SPEDAC 1 and SPEDAC 2. We mea-
sured the score agreement by aggregating the original
annotation with the others using Krippendorff’s alpha (α)
coefficient [56]. Krippendorff’s α expresses the score in

terms of disagreement and is recommended if there are three
or more annotators, attenuating the statistical effects of sam-
ple low-size datasets and ignoring missing data that may
be present in collaborative work. Values range from 0 to 1,
where 0 indicates perfect disagreement and 1 indicates per-
fect agreement. (α) ≥ .800 is usually considered a high
agreement, while an acceptable agreement is considered in
Krippendorff [57] as .667 ≥ (α) ≥ .800, even if the various
proposals of the scholars highlight the arbitrary character of
the reference thresholds [58].

The Krippendorff’s (α) is 0.73 for SPEDAC 1, 0.82 for
SPEDAC 2, and 0.87 for SPEDAC 3 respectively. The score
obtained by comparing the gold annotation with the anno-
tation or validation of each annotator was also measured.
The results are summarized in Table 4. It might be unusual
to see a higher percentage of agreement in the second task,
where there are more labels. In SPEDAC 1 the sentences that
reported a high rate of disagreement are mostly (i) ambigu-
ous sentences, in which potentially sensitive personal data
is expressed, as well as the relationship with a subject, but
appear within a non-sensitive context (e.g., a fictitious exam-
ple to explain a concept); (ii) sentences in which poten-
tially sensitive personal data appears but the subject is not
uniquely identifiable (often an unspecified group of people);
(iii) sensitive sentences presenting specific personal data not
identified by annotators, e.g., House Owned. On the other
hand, despite obtaining an 1almost perfect’ agreement score,
SPEDAC 2 and SPEDAC 3 can sometimes present sentences
that are potentially multi-labeled.

5) DATASET SPLIT
Each dataset was randomly divided into three parts for the
experimental process: 70% training set, 10% development
set, and 20% test set (see Table 3).

The distribution of labels in the training, validation and test
sets of SPEDAC 1 and SPEDAC 2 can be observed in Table 6
and Table 7.

C. MODELS
We dedicate this paragraph to the description of the computa-
tional models used to conduct classification experiments on
the different tasks offered by SPEDAC.

1) BASELINE
The baseline was calculated using the zero rate (ZeroR)
classifier. This method draws the most-frequent baseline by
roughly classifying all instances as corresponding to the most
frequent class. It was included as a pure indicator of minimal
rough classification results.
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TABLE 5. Listed labels in SPEDAC 3 and PDCs included.
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TABLE 6. Label distribution in SPEDAC 1.

TABLE 7. Label distribution in SPEDAC 2.

2) k-NEAREST NEIGHBORS (k-NN)
k-NN is an algorithm used both for classification and regres-
sion, which is based on the similar characteristics of neigh-
boring features [59]. The k-NN classifier uses instance-based
learning, it does not build a general internal model, but
stores instances of the training data. An instance is classified
based on the plurality vote of its closest neighbors. The data
class that has the greatest number of representatives within
the closest neighbors to the instance is the predicted class.
The number of neighbors to be considered is a parameter
of the model to be established (k). In particular, for binary
and multiclass classification, the number of neighbors should
be odd. We trained the model implemented in sklearn [60]:
KNeighborsClassifier,1 where the optimal choice of the value
k is highly data-dependent (generally, a larger k can reduce
the noise, but makes the classification boundaries less dis-
tinct). The time complexity of the model is defined - follow-
ing the Big O notation [61] - by the product of k=number of
neighbors; d=number of data points; and n=number of neu-
rons/data dimensionality. The time complexity of the models
used is summarized in Table 8.

3) SUPPORT VECTOR MACHINES
Support vector machines (SVMs) are another classic algo-
rithm [62] capable of building both binary and multiclass
classifiers. SVMs use tagged data to define a hyperplane in
which they map training examples, in an attempt to maximize
the gap between categories. New examples are classified
based on where they are mapped. For multiclass classifi-
cation, the same principle is used after breaking down the
classification problem into smaller subproblems, all of which
are binary classification problems. A LIBSVM linear model
was used from sklearn [60] for our experiments.2 The model
is recommended for sets that are not too wide: the fit time
scales at least quadratically with the number of samples and
therefore excludes its use on large datasets. The time com-
plexity of SVMs is calculated with an exponent of 3 [63].

1The model implemented can be found here: https://scikit-learn.org/
stable/modules/generated/sklearn.neighbors.KNeighborsClassifier.html
(last access December 05, 2022)

2The model implemented can be found here: https://scikit-learn.org/
stable/modules/generated/sklearn.svm.SVC.html (last access December 05,
2022)

4) LOGISTIC REGRESSION
Logistic regression (LR) is a regression model implemented
for binary and multiclass classification problems [64]. The
model establishes the probability of identifying the value
of the dependent variable by analyzing the attributes of the
input and processing a weight distribution. The probability of
belonging to a sample was calculated for each class. We used
the LR model implemented in sklearn [60] for the exper-
iments.3 This implementation can fit the binary, One-vs-
Rest, or multinomial logistic regression with optional penalty
terms (l1,l2), or Elastic-Net regularization (by default). The
time complexity is a product of data dimensionality and the
number of data inputs.

5) TRANSFORMER-BASED LANGUAGE MODELS:
RoBERTa AND DeBERTa
We adopted the RoBERTa (Robustly Optimized BERT
Pre-training Approach) and DeBERTa (Decoding-enhanced
BERT with disentangled attention) transformer architec-
ture [30], [65]. RoBERTa has been proven to perform well in
different NLP tasks, including classification [66], [67], [68].
DeBERTa models seem to perform consistently better on a
wide range of NLP tasks even if trained on half of the training
data [65]. RoBERTa and DeBERTa are both an extension
of the Bidirectional Encoder Representations from Trans-
formers (BERT) [69]. BERT uses two bidirectional training
strategies: the masked language model (MLM), which deals
with the relationship between words, and the next predictive
sentence (NPS) to predict the relationship between sentences.
BERT’s architecture is composed of a tokenizer (WordPiece)
and a large stack of transformers, which is provided with
the input for training. The BERT-Base model consists of a
12-layer transformer, whereas the BERT-Large of a 24-layer.
RoBERTa has almost the same architecture as BERT model,
but uses a byte version of byte-pair encoding (BPE) as a
tokenizer and is pretrained with the MLM task (without the
NPS task). It optimizes some hyperparameters for BERT,
e.g., longer training time, larger training data, larger batch
size, larger vocabulary size, and dynamic masking. DeBERTa
improves the BERT and RoBERTa models by adding two
novel techniques. First, a disentangled attention mechanism
uses two vectors to encode and separate the content and
position of a word. Second, an enhanced mask decoder can
predict both the relative and absolute position of words, while
the previous models took into account only one of them.

We used the RoBERTa-base and DeBERTa-base mod-
els with pre-trained weights [70], [71], and 768 hidden
dimensions. Time complexity is a product between n with an
exponent of 2 and d considered per layer [28]. The additional
computational complexity of DeBERTa is O(k ∗ n ∗ d) due
to the calculation of the additional position-to-content and

3The model implemented can be found here: https://scikit-learn.org/
stable/modules/generated/sklearn.linear_model.LogisticRegression.html
(last access December 05, 2022)
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TABLE 8. Time complexity of the models following Big O notation [61].

content-to-position attention scores. This increases the com-
putational cost of RoBERTa by 30% [65].

6) SENTENCE-TRANSFORMERS LANGUAGE MODElS: LaBSE
The architecture of a sentence-transformer model is made of
two main layers. The first layer is a transformer model with
a fixed length of 768 dimensions that outputs contextualized
word embeddings for all input tokens. The second layer is a
pooling layer that averages the embeddings generated by the
model giving a fixed length vector [72]. LaBSE (Language-
agnostic BERT Sentence Embedding) [73] is a multilingual
sentence embedding model for more than 109 languages,
originally trained and optimized to produce similar repre-
sentations exclusively for bilingual sentence pairs that are
translations of each other. Thanks to its specific training,
the model achieves state-of-the-art performance on bilin-
gual retrieval/mining tasks. Multilingual sentence embed-
ding models produce representations that are suitable to be
compared with simple cosine similarity also on the same
language [73], [74]. The study aims to investigate the use of
a LaBSE model on the classification task.

The used encoder architecture follows the BERT-Base
model, with 12 hidden layers and 768 per-position hidden
units. Sentence embeddings are extracted from the last trans-
former block [75].

IV. EXPERIMENTAL SETUP
The datasets created and described in Section III-B were
used first for the experiments conducted with the transformer
models and then, for comparative purposes, with the other
models.

A. EXPERIMENT 1
Dataset. Identification of sensitive sentences and exclusion
of non-sensitive sentences. In particular, as described above,
we built an adversarial dataset of sentences with non-sensitive
content that is particularly competitive with the sensitive con-
tent dataset. The sentences in both datasets contain the same
linguistic patterns; what differentiates a sensitive sentence
from a non-sensitive one is the context in which it occurs. The
same datasets were used to perform all the experiments. The
subdivision, as described in Tables 3, 6, occurred randomly
only once and the derived datasets were used to train and test
all the models.

Preprocessing, features and parameters. First, the data
were preprocessed and cleaned. The preprocessing pro-
cess includes the tokenization of sentences, lemmatization,

conversion of each token into a lowercase, removal of
spaces, stop words, and punctuation. Feature extraction on
the training set was performed using the scikit learn fea-
ture extraction from the text modules. The features are not
domain-dependent but English language-dependent, and are
the following:

• whether a token starts and ends a sentence;
• the length of the sentences in tokens;
• bag-of-words (BOW) vectors (ngram range=1,1) using
the SPaCy CountVectorizer function [60].

Preprocessing and feature extraction using SpaCY are
common for all three classic machine learning models imple-
mented (kNN, SVM, and LR).

The model parameters were set up and tuned on the
SPEDAC validation set as follows:

• for the k-NN model, we considered the 3 closest neigh-
bors (k=3);

• for the SVM model, we used default parameters to set
up a linear kernel;

• for the LR model, default parameters have been used;
• for the transformer models, we set a stack with a
dropout level of 0.3, and a randomly initialized linear
transformation level above the model. The maximum
sequence length was set to 256, and the training lot size
was set to 8. For the model optimization, we used the
AdamW optimizer [76] with a learning rate of 1e-5.
The performance was evaluated based on the loss of the
binary cross-entropy. After 3 epochs, the model reports
a training accuracy epoch beyond 0.90 on the validation
set.

B. EXPERIMENT 2
Dataset. Identification of which type of sensitive data the
sentence presents, related to its macro-category. Once the
sensitive sentences have been identified (layer 1, Fig. 2),
they are analyzed by the multiclass model, which labels them
according to the 5 macro-categories on which they are trained
(layer 2, Fig. 2).

Even in this case, the same datasets were used to run
all the experiments and their subdivisions are described in
Tables 3, 7.

Preprocessing, features and parameters. The preprocess-
ing process and feature extraction are the same as in the first
experiment.

The parameters of the models, set up and tuned on the
SPEDAC validation set, are as follows:

• for the k-NN model, we considered the 3 closest neigh-
bors (k=3);

• for the SVM model, the multiclass classification strat-
egy used follows the One-vs-One (OvO) scheme, which
involves breaking down the multiclass classification into
a binary classification problem for each pair of classes;

• for the LR model, this case, for the multiclass classifi-
cation we used the One-vs-Rest (OvR) scheme, which

VOLUME 11, 2023 10873



G. Gambarelli et al.: Is Your Model Sensitive? SPEDAC: A New Resource for the Automatic Classification

FIGURE 2. Flow of sensitive detection model.

divides multiclass classification into a binary classifica-
tion problem by class;

• for the transformer models, the setting is the same as for
SPEDAC1 and likewise reports a training accuracy epoch
beyond 0.90 on the validation set.

C. EXPERIMENT 3
Dataset. Identification of the type of fine-grained PDC in
a sentence. This involves a multiclass classification task
with 61 labels and a small amount of training data for each
PDCs.

Preprocessing, features and parameters. The models used
were the same as those in the second experiment with the
following differences:

• for the baseline of SPEDAC3, the 61 labels were traced to
the macro-category and the most-frequent baseline was
calculated by tracing all the test sentences to the most
frequent macro-category;

• for the k-NN model, 5 closest neighbors have been used
(k=5);

• to improve the LR results, a liblinear solver with penalty
l1 was applied;

• to improve the results of the transformer models, a cat-
egory regularization with a label smoothing technique
was introduced [77] and the number of epochs in training
was increased to 15.

V. RESULTS
The model predictions were evaluated in terms of accuracy.

EXPERIMENT 1
The results of the first and second experiments on SPEDAC
1 are listed in Table 9. As can be seen, RoBERTa reports

TABLE 9. Accuracy results on SPEDAC 1 and SPEDAC 2.

the best results compared with the other models for the
binary classification task for sensitive and non-sensitive
sentence identification even if DeBERTa and LaBSE both
report very high results as well. SPEDAC 1, as described in
Section III-B, is composed of sensitive and non-sensitive sen-
tences that have the same linguistic patterns, which acquire
sensitivity or not depending on the context. If the discrimi-
nant of sensitive and non-sensitive sentences in the dataset
often consists of contextual elements, given the occurrence
of the same linguistic patterns, the transformer context-aware
models turn out to be the most suitable for the task.

EXPERIMENT 2
The results of the first and second experiments on SPEDAC
2 are listed in Table 9. In the multi-class classification of
SPEDAC 2, where the problem of ambiguity is less evident,
the results obtained with the other models are more promis-
ing. The DeBERTa model outperforms the other models in
all cases, and the RoBERTa model surpasses the LR perfor-
mance by 2.44%. It is interesting to observe how LaBSE,
a very promising model for multilingual sentence similarity,
does not achieve the best results for the classification task
when compared to the other transformer models. Probably
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FIGURE 3. RoBERTa embeddings t-SNE visualization during 2-class fine-tuning (perplexity=30).

TABLE 10. Accuracy results on SPEDAC 3: a new benchmark.

because it was trained to detect similar sentences in different
languages.

EXPERIMENT 3
The performances of the models of the third experiment on
SPEDAC 3 are presented in Table 10. The results, which
differ significantly between the models in terms of percent-
age accuracy offer valid results for a benchmark on the
SPEDAC 3.

A. RESULTS ANALYSIS
Fig. 3 and Fig. 4 show a t-SNE visualization [78] of the
RoBERTa embeddings during the fine-tuning of training data.
The first and last hidden layers of the transformer network
are reported. During the validation stage, the weights of the
model are not updated. From visualizations, it can be seen
that for both tasks, already after epoch 5, the embeddings are
distinctly clustered.

To better understand the behavior of the model on
SPEDAC 1 and SPEDAC 2, we report the results in terms of

TABLE 11. Confusion matrix sensitiveness classification on SPEDAC 1.

the accuracy for each classification category taking RoBERTa
and DeBERTa as the transformer models that obtain the
best results and SVMs for the ML comparison methods (see
Table 11,12). By analyzing the errors through confusion
matrices, we see how the RoBERTa and DeBERTa models
obtain the best performance for each category without signif-
icant differences; there are no particularly critical categories
to classify.

However, it should be noted that, in terms of time complex-
ity (Table 8), theMLmodels report significantly lower values
than the transformer ones.

Concerning the specific experiments we can make the
following considerations:

EXPERIMENT 1
The models mostly failed to identify non-sensitive sentences,
although RoBERTa and DeBERTa are considerably more
accurate. By analyzing errors, many sentences are misiden-
tified as sensitive presumably because of the high rate of
ambiguity they present. Errors are caused by the presence of
expressions and keywords related to health or profession and
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FIGURE 4. RoBERTa embeddings t-SNE visualization during 5-class fine-tuning (perplexity=30).

TABLE 12. Confusion matrix macro-categories classification on SPEDAC 2.

themodel in these cases is unable to discriminate assumptions
or hopes useful to exclude the sensitivity of the sentence e.g.,
‘I had great hopes of being an air hostess so that i could travel
to so many places than I heard about a plane crushed and
that kind of threw me off the idea’. However, it is important
to note that this is not a systematic error: RoBERTa at the
same time classifies as non-sensitive sentences where the
profession of the subject is only a guess e.g., ‘I ‘m supposed to
be amovie critic, and yet I keep hearing about these great new
movies I’ve never seen.’. This leads us to consider that cases
of ambiguity can be addressed by adding training sentences
to represent them.

EXPERIMENT 2
Contrary to what one might assume, the category with fewer
training examples (Internal) achieved a high accuracy score.
Indeed, the macro category has fewer examples, but at the
same time has fewer specific categories of personal data
that represent it. All the specific PDCs belonging to the

macro PDC Internal refer to personal preferences (Prefer-
ence, Favorite Color, Favorite Music) and are therefore well
identified by themodel. RoBERTamainlymistakes themacro
PDC External for the Social and the category is generally
confused with the Special Data category. Furthermore, it can
be seen that the models confuse some sentences classified as
Special Data or External with the Social category. This can
be explained by the fact that some sentences contained more
than one PDC. Therefore, they would need double-label and
classification.

EXPERIMENT 3
As for the SPEDAC 2 experiment, the models that achieved
the highest performance were the RoBERTa and DeBERTa
transformer models and the LR-based models.

By conducting an error analysis on the predictions of the
models, we identified systematic confusion between targets
and predictions, highlighting the errors that exceeded 20%
(see Table 13). The confusing labels often belong to the same
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TABLE 13. % Errors ≥ 20% in SPEDAC 3 (RoBERTa, DeBERTa and LR models). When ’/’ appears, it means a % of error < 20.

macro-category and present similarities in terms of keywords
and linguistic patterns.

Another significant problem that emerges from the error
analysis concerns sentences that contain more than one sen-
sitive data item which would require multi-category labeling.
‘Nancy and I were married in 1977 and we lived for nearly
30 years in the Duveneck school area’ is a sentence that
reveals sensitive information that can be traced back to two
categories:Marital Status and Location. In future works, it is
expected that this problem will be solved by the span-based
labeling of SPEDAC.

VI. CONCLUSION AND FUTURE WORK
In this study, we investigated the task of automatic sensi-
tive data identification and classification, based on our work
on personal data categories, which has not been explored
in the literature. To do this, we created labeled datasets.
The SPEDAC corpora were evaluated by comparing machine
learning algorithms, including the transformer models, with
which we achieved the best results. An accuracy of over
90% was achieved in the classification of sensitive and
non-sensitive sentences (SPEDAC 1) and the discrimination
of the 5 macro-categories of personal data. Lower results
(<80% acc.) are achieved in the 61-class classification of
SPEDAC 3. This dataset can be used as a valid benchmark
for future studies.

First, the most important goal achieved in this work con-
cerns the creation of the SPEDAC labeled datasets for the
task of automatic identification of personal data, based on the
taxonomy of the DPV. The datasets constitute an available
resource and a benchmark for the task, which is currently not
present in the literature. Future work foresees the expansion
of the SPEDAC corpora both quantitatively andmultilingually.
In particular, we would like to consider the Italian language.
Therefore, as anticipated and based on the error analysis
conducted, it would be very useful to label SPEDAC at a finer
level than the sentence-based one, labeling multiple PDCs

on every single sentence. We assume token-level labeling
following the BIO encoding format.

Second, to evaluate SPEDAC, we explored a model based
on deep learning for the identification of sentences with
sensitive content and the classification of the personal data
macro-categories present in them. The hypothesis that pre-
trained transformer networks based on multi-head attention
modules can perform classification tasks whose labels are
highly context-dependent has been confirmed by the results.
Indeed, binary and 5-label classification tasks conducted on
the BERT extension, DeBERTa, report extremely high accu-
racy results and appear to be the best especially when com-
pared to different automatic learning models (k-NN, SVM,
and LR).

However, the deep learning approach does not seem to
achieve excellent results when there are few training data
and many classification labels, as in the case of SPEDAC 3,
although model adaptation techniques (e.g., label smoothing)
can improve them. Combining a logical-symbolic approach
that requires little or no training data could be an interesting
solution to explore [79].

In any case, the comparison with the state-of-the-art when
implementing different identification techniques is always
very difficult, because of the lack of shared resources and
benchmarks. The SPEDAC resource contributes in this sense.
The datasets can be shared under an ethical disclosure agree-
ment and used to evaluate other identification and classifica-
tion models for PDCs.

To conclude, the SID task we have addressed, which
- as aforementioned - is a subpart of the DLD, helps to
improve the DLP systems. The resource and the results
intercept an industrial interest. Future works could also
explore and test the model to search for and identify sensitive
information in structured data. Finally, SPEDAC could be
extended to identify other sensitive data categories at high
risk of DLD e.g., passwords left in scripts and software
codes.
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VII. ETHICAL DISCLOSURE
The automatic processing of sensitive data implies a nec-
essary reflection on the ethical aspects and improper uses
derived from this type of research [80], [81]. The created
dataset presents publicly available texts, labeled by categories
of sensitive data but in no way attributable to identifiable
subjects. This dataset simulates the contexts of sensitivity but
is not sensitive. Nevertheless, the trained model can certainly
be used for malicious purposes, in contrast to what we pursue.
To avoid this possibility, we have bound the download of
SPEDAC to the prior signing of an agreement by the user that
establishes ethical research purposes.
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