Characterization of Pupillary Light Response Features for the Classification of Patients with Optic Neuritis
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Abstract: Pupillometry is a promising technique for the potential diagnosis of several neurological pathologies. However, its potential is not fully explored yet, especially for prediction purposes and results interpretation. In this work, we analyzed 100 pupillometric curves obtained by 12 subjects, applying both advanced signal processing techniques and physics methods to extract typically collected features and newly proposed ones. We used machine learning techniques for the classification of Optic Neuritis (ON) vs. Healthy subjects, controlling for overfitting and ranking the features by random permutation, following their importance in prediction. All the extracted features, except one, turned out to have significant importance for prediction, with an average accuracy of 76%, showing the complexity of the processes involved in the pupillary light response. Furthermore, we provided a possible neurological interpretation of this new set of pupillometry features in relation to ON vs. Healthy classification.
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1. Introduction

Recently, pupillometric response to different stimuli has been used as a mirror for several brain conditions, pathological or not [1]. The eye, which is embryologically, anatomically, and physiologically an extension of the brain [2], has been an early explored target for the identification of neurodegeneration biomarkers [3].

Optic Neuritis (ON) refers to the inflammation of the optic nerve, and it is a frequent cause of optic nerve injury that can occur in children and adults. Several diseases can determine ON, although it is mainly idiopathic in nature. Infections, autoimmunity, paraneoplastic disorders, granulomatous diseases, and demyelination are some of the causes that can determine ON [4]. Moreover, ON is the earliest clinical symptom in about 25% of cases of Multiple Sclerosis (MS) and occurs in the course of the disease in about 70% [5]. Pupil size is controlled by the parasympathetic constriction pathway and the sympathetic dilatation pathway. When light falls on the retina, nerve stimulus is sent along the optic nerve to the optic chiasma, terminating at the pretectal nucleus in the midbrain and not at the lateral geniculate nucleus of the thalamus. From the pretectal nucleus, the stimulus is delivered to the Edinger-Westphal nucleus (EWN) for the efferent pathway that determines the activation of the iris sphincter muscle in both eyes. On the other hand, the dilatation pathway starts at the hypothalamus and the locus coeruleus (LC) and connects to the iris dilator muscle. However, the dilatation pathway is less understood than that leading to
constriction because it is regulated by cortical and sub-cortical areas, also implicated in many aspects of cognition. The two pathways are interconnected, as the LC inhibits the EWN. In eyes with ON, a relative afferent pupillary defect (RAPD), or Marcus-Gunn pupil, presents itself with pupillary asymmetry during the swinging flashlight test, in which the pupils constrict less when a flashlight is swung from the unaffected eye to the affected eye, secondary to a defect in the afferent pathway. Thus, the pupillary reflex is a useful indicator of both the afferent and autonomic nervous system function, reflecting both afferent, sympathetic, and parasympathetic activities. Sympathetic innervation determines the initial pupil diameter, whereas parasympathetic activity determines the amplitude and velocity of pupil contraction.

Thus, pupillometry, i.e., the measurement of the pupil size and reactivity to light, is a cheap, easy to apply, and non-invasive technique to study many neurodegenerative diseases and even many characteristic brain states [6], such as concentration [7] and performance in doing complex tasks [8]. In our study, we focused on acute ON.

It is not clear, however, which parameters of the pupil dynamics are useful to consider to assess the brain state, and there is no common agreement between researchers neither on a standard protocol to apply in terms of type and duration of the stimulus, nor on the characteristics that a pupillometric response should have to be considered as pathological [9,10]. Indeed, pupil response is affected by significant inter- and intra-observer variability due to differences in ambient lighting, the intensity of the light stimulus, the method used to direct that stimulus, and the background characteristics of the examined subjects [10], such as eye disorders, age [11], smoking [12], drugs assumption, mental concentration [6], or even the emotional state [13]. This may be the main reason why a general consensus on the procedure is difficult and for neurodegenerative diseases, contrasting results exist [9]. Another debated point is the possibility that abnormalities in the pupillary response can be a premonitory sign that can help in an early diagnosis of the pathology [10,14]; however, one first needs to identify the most important and stable features from pupillometric data before addressing this question and relating the response to the stage of the pathology.

A first possible solution would be, as suggested for instance by Ishikawa [12] in 2021, to adjust the statistical analysis on all the possible confounders. The problem in doing this is that many possible confounders are known to date in the literature and just as many are probably still unknown. Thus, we would lose all the simplicity and convenience, both practical and economical, of pupillometric experiments. For instance, every pupillometric measurement should probably be preceded by a complete ophthalmologic visit, a full questionnaire on the past and present pathologies, a full list of the drugs assumed, and probably even psychological and cognitive tests. Finally, even if all these were possible, other possible confounders, such as the daytime of the experiment or the wakeful state of the subject are simply impossible to control. In our work we applied a different approach, we tried to exploit the maximum of the information contained in our pupillometric data, introducing some new parameters coming from methods used in physics (cinematic and random walk theory) or deeper signal processing (signal transformations, Hilbert transform, peaks detection) of the data, in order to increase the accuracy of the prediction of the pathology, without any additional test.

From a methodological point of view, most of the recent works applying experimental conditions like ours on several neurologic diseases used simple descriptive statistical tests or analysis of variance or covariance [15–18], which were based on standard computerized methods of feature extraction [19]. Some of them used generalized linear regression methods [20], sometimes considering random effects [12], to take into account the intra-subject variability. Very recently, an interesting chromatic pupillometry-based machine learning model has been used on Alzheimer’s disease patients, with the goal to study the effect of the disease on several pupillometric parameters at different localizations of the light stimulus, central and peripheral retina [21]. Their work is remarkable because of the use of more advanced techniques, but their experimental data were quite different from ours.
Only a few studies used pupillometry specifically to assess ON patients [18,22–25]. Given the strict connection between ON and MS, sometimes they were studied in concomiance [18,23,26,27]. Overall, it turns out a general slowing down of pupillary response for ON patients, but parameters considered in most studies are not complete and the result is sometimes contradicting, especially on whether parasympathetic (constriction and rest) or sympathetic (dilation) or both pupillary functions are impacted in ON or ON/MS. Even concerning the effect of age and sex, there was no general consensus always associated with the pupillary light response, for instance in [28].

All the works addressing ON or ON/MS used simple comparison tests, ANOVA, ANCOVA, or linear regression to compare patients with controls exclusively from an association viewpoint and the pupillometric parameters the most often considered were the latency time to constriction and the amplitude of constriction. To the best of the authors’ knowledge, there are no works, except the seminal one reported previously on Alzheimer’s disease [21], using more advanced machine learning methods to exploit the entire information contained in pupillometric data, for instance, computing a more thorough list of parameters.

Here, we compared ON patients with Healthy controls to test a multi-dimension method, with the goal to give a more thorough picture of the pupillary response, possibly mitigating the problem of large variability, and better classification accuracy. This can also improve our understanding of the effect of the pathology on specific pupillary functions. As we will show, some of the features that we introduced significantly improve the prediction of the pathology, mitigating the inter- and intra-subject variability of the data.

We considered as features characterizing the pupillometric sequence both, the main features considered in the literature as affected by common neurodegenerative diseases (Parkinson’s disease, Alzheimer’s disease, and Multiple Sclerosis) [29], and other new features coming from a deeper analysis of the signal. Since our patients were diagnosed with unilateral ON, we did not address the question of whether pupillometry can help in an early diagnosis of the pathology, nonetheless, our work helps in identifying the most important parameters that must be collected for the prediction of the pathology. The conclusion is that pupillometric data must be considered in its completeness and is very rich in information.

2. Materials and Methods

2.1. Patients Selection

We collected data from 12 subjects, equally divided between ON (50%) and Healthy subjects (50%). The images were retrieved from subjects who gave their voluntary consent to research and signed an informed consent to use data from analysis. All the data were obtained during routine ophthalmological examinations in the Ophthalmic Unit at IRCCS Azienda Ospedaliero-Università di Bologna. The pupillometric signals acquired from the patients were totally anonymized, discarding any metadata about sex, age, and clinical covariates, except by the presence of ON. The lack of these metadata represents one of the main limits of our work, avoiding the possibility of testing covariates’ importance in patients’ classification. On the other hand, it is also a strength of this study, in that we need to rely exclusively on characteristics of the pupillometric curves and exploit all the information contained therein. All the subjects were examined with the same experimental conditions, using two different protocols of enlightening.

For each patient we collected the pupillometric exams of both eyes, repeating the acquisition for each protocol procedure twice for a more robust estimation of the pupillary light response (PLR) signals.

2.2. Image Acquisition Protocols

We collected the PLR signals via the Corneal Analyser CA-800 corneal topography from Topcon Europe Medical B.V. and the related software, equipped with white LEDs for dynamic and static pupillometry examination. We applied two acquisition protocols
for each patient, varying the exposition time to the lights from 0.5 s to 1 s. The entire acquisition protocol could be summarized as follows: 3 s in scotopic conditions (dark), 0.5 s/1 s of photopic vision (white LEDs source), and finally 12.5 s/12 s of scotopic vision again. In the following, we refer to Protocol 1 as the acquisition related to 0.5 s–12.5 s of photopic/scotopic visions and to Protocol 2 as the acquisition with 1 s–12 s ones. Between each patient and each different measure, the eye was at rest for at least 1 min in a dark room. A representation of the PLR signals analyzed in this work is shown in Figure 1a.

**Figure 1.** (a) Representation of the PLR signal acquired and analyzed in this work, with the highlight of the scotopic and photopic regions. In orange, we show the raw signal obtained by the pupillometer, and in blue the signal obtained by the application of a smoothing algorithm. (b–m) PLR features extracted and analyzed in this work. In detail, each subplot refers to: the baseline of the raw pupil...
diameter \((D_0)\) (b); the latency time of constriction \((T_P)\) (e) the minimal diameter \((\text{min}(D))\) (d); the maximal contraction velocity \((\text{max}[v_c])\) (e); the latency time \((T_s)\) between light off and minimum diameter (f); the maximum re-dilation velocity \((\text{max}[v_d])\) (g); the exponential re-dilation time constant \((\lambda t)\) (h); the number of oscillations (crosses, \(N_{\text{peaks}}\)) (i); and the average \((\mu_{\text{prv}})\) and standard deviation \((\sigma_{\text{prv}})\) of the time distances between peaks \((j)\); the ratio of the two highest peaks (the two crosses) detected from the proportion between the signal and the envelope, \((R_{H})\) (k); the total area between the signal and the baseline \((A_{\text{tot}})\) (l); and the exponent \((\alpha)\) of mean squared displacement \((\text{MSD})\) as a function of time of the pupil center \((m)\).

2.3. PLR Features Extraction

The acquisition protocol could be split into two conditions: the scotopic vision, related to the starting and ending points of the acquisition, in which the eye is in a low-light condition, and the photopic one, in which the eye is exposed to a light source. From both these conditions we can extract quantitative features able to describe the response of the pupil in terms of time and velocity. Analogous analyses could be performed considering the transition ranges from these two conditions. Many authors have already proposed several features for the quantitative description of the PLR signals [9,11,12,15,28,29]. In this work we aimed to provide a global overview of the features obtainable by a PLR signal, considering the ones already used in the literature (some of which are in a limited number of works) together with a new set of features, given by the application of signal processing algorithms. All of these new proposed features rely on the quantification of biological interpretable aspects of the PLR signals. A global overview of the features already considered in the literature is shown in Table 1.

**Table 1.** Summary of the PLR signal features already proposed in the literature. For each study, we reported the number of patients involved, the analyzed disease, and the set of features proposed for the quantitative analysis. All the features cited in this table were considered in the current work, providing a mathematical equation for their evaluation.

<table>
<thead>
<tr>
<th>Study ((n = \text{Sample Size}))</th>
<th>Case Study</th>
<th>Proposed Feature(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chougule et al. (review)</td>
<td>Alzheimer’s disease</td>
<td>• Latency time of pupil constriction</td>
</tr>
<tr>
<td>Straub et al. ((n = 222))</td>
<td>Diabetes</td>
<td>• Latency time of pupil constriction</td>
</tr>
</tbody>
</table>
| Ishikawa \((n = 1406)\)         | Aging, Sex, Smoking | • Minimum pupil diameter  
                              |                             | • Maximum constriction velocity  
                              |                             | • Latency time scotopic phase |
| Fotiou et al. \((n = 50)\)      | Alzheimer’s disease | • Signal enclosing area |
| Surakka et al. \((n = 176)\)    | Multiple sclerosis | • Average pupil diameter  
                              |                             | • Latency time of pupil constriction  
                              |                             | • Minimum pupil diameter  
                              |                             | • Maximum constriction velocity  
                              |                             | • Latency time scotopic phase |
| Bitirgen et al. \((n = 25)\)    | Multiple sclerosis | • Minimum pupil diameter  
                              |                             | • Maximum constriction velocity  
                              |                             | • Latency time scotopic phase |
| Yoo \((n = 30)\)                | Optic Neuritis | • Maximal constriction velocity  
                              |                             | • Constriction ratio  
                              |                             | • Latency time of pupil constriction |
The most direct features obtainable from the PLR signal \( s(t) \) are given by the diameter of the pupil at the initial scotopic phase of the acquisition. This measure represents the baseline of the entire signal and could be used to standardize the inter- and intrapatient acquisitions. For its quantification, we used the average value of the PLR signal \( D_0 \) obtained in the first scotopic phase, i.e., from the beginning of the acquisition to the point in which the derivative of the signal changes its sign [29] (ref. Figure 1b)

\[
D_0 = \frac{1}{N} \sum_{i=1}^{N} s(t) \quad \text{where } N \in 1^{st} \text{ scotopic region} \tag{1}
\]

Starting from the initial scotopic phase, a second feature is given by the latency time of constriction \( T_p \), at the transition between the scotopic region and the photopic region. It consists of the time difference between the starting time of the photopic region (fixed to 3 s in our acquisitions) and the first response of the pupil \( t_{photopic} \), detected as the time at which the largest second derivative of the signal occurs [9,11,29] (ref. Figure 1c). Identifying the starting point of the photopic phase as described above, the latency time to constriction is given

\[
T_p = t_{photopic} - 3s \tag{2}
\]

Moving to the photopic region, the \( s(t) \) signal will drastically drop-down, achieving its minimum value in terms of pupil diameter [12,29,30] (ref. Figure 1d). The minimum value achieved in this window \( (\min \{D\}) \) was measured as a percentage of the signal centered on the baseline (ref. Equation (1)), rescaling the \( s(t) \) with respect to the baseline, often occurring immediately after the switch off of the light:

\[
\min \{D\} = \min\{/\}, \text{ where } t \in [3s, 5s] \tag{3}
\]

Another meaningful measure of the pupillary response is given by the maximum absolute velocity \( (\max|v_c|) \) with which the minimum value of the pupil diameter is achieved, i.e., the velocity of the rescaled PLR signal estimated in the transition time between the initial scotopic phase and the scotopic one [12,29,30] (ref. Figure 1e).

\[
\max \{v_{\text{contraction}}\} = \frac{1}{D_0} \max \left\{ \left| \frac{ds(t)}{dt} \right| \right\} \quad \text{where } t \in \left[ t_{\text{photopic}}, \min\{\text{PLR}\} \right] \tag{4}
\]

Moving to the second scotopic phase, we obtained the portion of the PLR signal related to the return to the rest state of the pupil diameter. In this phase, two informative features for the characterization of the PLR signal are given by the latency time \( T_s \) between the real starting point of the scotopic phase (fixed to 3.5/4 s) and minimum diameter \( \min\{s(t)\} \), and the maximum velocity to achieve the re-dilation of the pupil \( (\max|v_d|) \) [12,29,30] (ref. Figure 1f,g).

\[
T_s = [3.5s, 4s] - \min\{s(t)\} \tag{5}
\]

\[
\max \{v_{\text{dilation}}\} = \max \left\{ \frac{ds(t)}{dt} \right\} \quad \text{where } t \in \left[ \min\{s(t)\}, \ N \text{ end point} \right] \tag{6}
\]

This second scotopic phase represents the most informative section of the PLR signal and the longest one in terms of time points. The returning phase to the rest conditions \( \rho(x) \) could be modeled by an exponential recovery, providing information about the characteristic relaxation time of the process. This exponential relaxation is typical of many living processes involving ion channels in cells, such as when an electric signal is transmitted to the pupil [31,32]. In our work, we tested several fitting functions for the best representation of the process, among which the Michaelis-Menten function, which is used to model several biological processes and the exponential obtained the best results in terms of root-mean-square error. Starting from this hypothesis we computed as PLR feature the characteristic
time \((\lambda_t)\) of the exponential recovery obtained by fitting the range of points between the \(t_{\text{min}}(s(t))\) and the endpoint of the acquisition (ref. Figure 1h).

\[
\rho(x) = -c_0 e^{-\lambda t x} + c_1
\]  

(7)

where \(c_0\) and \(c_1\) are the parameters of the exponential equations.

A deeper analysis of the scotopic phase showed the presence of oscillatory behavior in the recovery section of the signals. This effect can be monitored by applying classical signal processing algorithms to that portion of the signal. We applied a strong smoothing algorithm to the scotopic section, evaluating the ratio between the raw signal and the smoothed one. In this way, we could emphasize the oscillatory behavior, obtaining a signal centered in 1, on which we applied a peak detection algorithm (ref. Figure 1i). We monitored the number of peaks \((N_{\text{peaks}})\) identified on the processed signal as a feature for our study, i.e.,

\[
N_{\text{peaks}} = \# \text{ of peaks } \left\{ \frac{\Lambda(s(t))}{s(t)} \right\}_{\text{scotopic}}
\]

(8)

For a better description of this oscillatory behavior, we also added as features the peaks rate variability expressed in terms of the average value \((\mu_{\text{prv}})\) of the time distances among peaks \((p_i)\) and corresponding standard deviation \((\sigma_{\text{prv}})\) (ref. Figure 1j), i.e.,

\[
\mu_{\text{prv}}(p) = \frac{1}{N_{\text{peaks}}} \sum_{i=2}^{N_{\text{peaks}}} p_i - p_{i-1}
\]

(9)

\[
\sigma_{\text{prv}}(p) = \sqrt{\mu_{\text{prv}}(p^2) - \mu_{\text{prv}}(p)^2}
\]

(10)

where \(p_i\) ranges in \([1, N_{\text{peaks}}]\).

Further analysis of the smoothed signal obtained on the whole PLR signal highlighted the presence of further important features. Computing the absolute value of the Hilbert transform of the smoothed signal \(|H(\Lambda(s(t)))|\), we obtained the global envelope of the PLR signal. The ratio between the filtered signal \(\Lambda(s(t))\) and the envelope represents the demodulated signal, i.e., where all the peaks have the same height. This part of the analysis can be used to better identify peaks and compare different signals and was already used in the literature on other biological signals [33]. During our analyses, we noticed an important difference in the amplitude of these two peaks (namely in position \(H_0\) and \(H_1\)) in relation to the two classes under analysis (ON vs. Healthy) (ref. Figure 1k). The quantification of this feature \((R_H)\) is given by

\[
R_H = \frac{\text{peak } \{H_0\}}{\text{peak } \{H_1\}} \quad \text{where } H = 1 - \frac{\Lambda(s(t))}{|H(\Lambda(s(t)))|}
\]

(11)

where \(\text{peak } \{H_j\}\) indicates the value of the signal in position \(H_j\).

Considering the total PLR signal, a further obtainable feature is given by the area enclosed between the signal and its baseline \((A_{\text{tot}})\) [15]. This kind of feature takes care of the entire trend of the PLR signal and could provide information that aggregates the entire set of features described up to now. In detail, we estimated the area under the signal using the trapezoid method for approximating the definite integral (ref. Figure 1l), i.e.,

\[
A_{\text{tot}} = \left| \sum_{k=1}^{N-1} f(t_k) + \frac{f(t_N) + f(t_0)}{2} (t_k - t_{k-1}) \right|
\]

(12)

where \(f(t)\) is the PLR centered on the baseline, i.e., \(f(t) = s(t) - D_0\) (ref. Equation (1)).

A final feature obtained from the whole pupillary response, but from an independent type of data collected at the same time as the pupil diameter, is the exponent of mean squared displacement \((\text{MSD})\) as a function of the time of the pupil center (ref. Figure 1m).
Indeed, from the acquired images the net displacement of the center of the pupil can be tracked with time. Therefore, the MSD can be compared with the one of standard Brownian motion and it gives some information on the erratic movement of the pupil during the experiment [34,35]. MSD is computed from:

\[ MSD(\delta t) = \frac{\sum \overrightarrow{r}_c(\delta t)}{N_{\delta t}} \]  

(13)

where \( \overrightarrow{r}_c(\delta t) \) is the distance traveled from the pupil center after time \( \delta t \), averaged over the corresponding number of time intervals (\( N_{\delta t} \)) present in the time series. From the MSD, then the exponent of its function of time, \( a \), is fitted (ref Figure 1m):

\[ MSD(\delta t) = c_0 \delta t^a \]  

(14)

We stress that this feature is independent of pupil diameter.

2.4. Machine Learning Pipeline

We analyzed the entire set of features using a machine-learning pipeline. We split the available samples of PLR curves into a series of train/test sets via stratified 5-fold cross-validation: in this way, we ensured that in each fold an equal number of samples of each class was considered by the model for both the training and validation.

We rescaled the set of features using their median values, normalizing according to the 1st and 3rd quartiles, i.e., a robust scaling algorithm: in this way we minimized the dependency from possible outliers. The parameters for the features standardization were estimated from the training set and propagated to the related test set, avoiding cross contaminations and biases to the model.

The processed set of features was used as input for a penalized classification model, trained for the automated prediction of the two classes (ON vs. Healthy). We used a Ridge classifier for this task, performing a further 10-fold cross-validation on the training set for the estimation and tuning of the best hyperparameters.

The pipeline performances were estimated by monitoring the classification accuracy score (\( ACC \)) and the Matthews Correlation Coefficient (MCC), given by:

\[ ACC = \frac{TP + TN}{TP + TN + FP + FN} \]  

(15)

\[ MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \]  

(16)

where \( TP, TN, FP, \) and \( FN \) represent the number of True Positives, True Negatives, False Positives, and False Negatives, respectively. The use of the MCC score is recommended for binary classification tasks for the quantification of the correct predictions (accuracy) in relation to the numerosity of the two classes [36].

We repeated the entire proposed pipeline for 200 different cross-validation procedures, monitoring the score metrics along them. In this way we could test the robustness of the proposed pipeline in relation to different train/test splits, quantifying its efficiency according to the distribution of the obtained scores.

Feature ranking was assessed by fitting the pipeline on the whole dataset and computing the accuracy drop after a random permutation of each variable. For each variable, 500 different random permutations were simulated to get the average and the corresponding error bars. Since the importance of each variable is contained in the interval [0, 1], to avoid unrealistic confidence intervals outside that range and be more precise, we determined the 95% confidence interval by bootstrapping. For each variable importance, we resampled with replacement 5000 times the original data. Variables with higher importance are then the ones having the most impact on the model prediction and the error bars give information about the statistical significance of each variable, with a \( p \)-value of 5%.
To assess the performance of the classification at the patient level, we classified a subject as ON if it had at least 2 curves classified as pathologic. We checked the robustness of this condition by using a different number of curves for the classification of the patients. For instance, we considered as well a subject as a case with at least 4 curves classified as pathologic, which is equivalent to a majority vote. The rationale behind our first choice is that one subject was classified as a pathological case if they have at least two PLR curves classified as pathological because pupil response issues may not arise simultaneously on both eyes and may not be detected at the same time by both protocols.

The entire pipeline was written in Python v3.10 using the scikit-learn library [37] for the feature computation as well as for the implementation of the pre-processing steps and the machine-learning model.

3. Results

We processed 100 PLR signals, extracting the set of 13 features from each of them. Due to the low number of samples, the repeated measurements of each patient have been considered independent signals. We tested if the PLR curves obtained from the 2 different protocols were leading to significantly different values of the features, using a Wilcoxon test. Observing that this was not the case, i.e., differences were never significant, we considered the features extracted from both protocols as two sets of values indexed by the same label (ON or Healthy).

A preliminary statistical analysis was performed on the ON signals, verifying the starting assumption that unilateral ON should affect only one of the eyes of the patients, halving the number of available samples for classification. However, in this analysis we monitored the agreement of the features extracted from the ON patients, testing the presence of statistically significant evidence of discrepancies between the behavior of the two eyes. We applied the proposed classification pipeline aiming to classify the pathological eye of the ON population, obtaining not significantly different performances from random classification ($p$-value 0.63). The impossibility of correctly classifying as different the two eyes of ON patients, statistically confirmed the choice of using the PLR obtained by both eyes of ON patients altogether in our main classification task.

The distribution of the metric scores obtained by the ridge classifier along the 200 simulations is shown in Figure 2. The set of features extracted from the PLR signals could correctly classify the PLR signals into ON vs. Healthy, with an accuracy of $0.76 \pm 0.02$ and a corresponding MCC score of $0.52 \pm 0.04$. Features ranking, with corresponding 95% bootstrapped confidence intervals are plotted in Figure 2c, showing that all the features except for $R_H$, are significantly important for the prediction. The patient classification, done as described in Section 2.4, had an average accuracy of 83%, therefore outperforming the classification of the individual PLR curves. Despite the improvement in accuracy, we will not discuss in detail the patient classification, due to the low number of subjects. Indeed, our main analysis was done on the classification of the PLR signals, which gives more reliable results.
The results obtained by the proposed machine learning pipeline for the automated classification of ON vs. Healthy patients analyzing the set of features extracted from the PLR signals. (a) Distribution of the accuracy scores and mean ± standard deviation, achieved by the proposed pipeline on 200 different 5-fold cross-validations procedures. (b) Distribution of the Matthews Correlation Coefficient scores and mean ± standard deviation, achieved by the proposed pipeline on 200 different 5-fold cross-validations procedures. (c) Ranking of the top-performing features identified by the Ridge classifier. The feature importance was assessed by computing the loss of accuracy when permutating each variable. Bars are the 95% confidence intervals of 5000 bootstrap resamples from 500 different random permutations.

4. Discussion

The Ridge classifier used a weighted combination of the extracted features, allowing a ranking of them in relation to their importance in the prediction. The re-iteration of the proposed pipeline for 200 different cross-validations confirms the robustness of the model and the extracted features for the prediction.

The robustness of the extracted features was confirmed also by the possibility to use the entire set of PLR signals belonging to the ON population. Thus, our results support the hypothesis of a bilateral alteration of the pupillary response in the ON population compared to healthy subjects [27]. This result could be explained by different theories. One possible explanation could be the alteration of the pupillary response in both eyes is secondary to a previous or concomitant sub-clinical episode of ON in the contralateral eye, supporting the role of pupillometry as a diagnostic tool in detecting inapparent signs of optic nerve inflammation. However, another explanation could be that patients with unilateral ON might present an alteration of the pupillary response in the contralateral eye, in the absence of an inflammation of the optic nerve, secondary to a reduced afferent stimulus, and a subsequently reduced activation of the efferent pathway. Moreover, because of the strict connection between ON and MS, some of the patients could be in an early stage of the MS pathology, undergoing neurological degeneration in both eyes.

The most informative feature for the classification (20% of mean importance) is the baseline diameter in the first scotopic region. The $D_0$ feature is simple and easy to acquire since it does not necessarily need a light stimulus. It was already considered in a previous study on Multiple Sclerosis, where ON is the first inflammatory event in 15–20% of patients (ref. Surakka et al. [29]). Multiple Sclerosis patients tend to have smaller baseline values, and then smaller pupil diameter in rest dark conditions, which confirmed, even if with different techniques, the essence of the result of Surakka et al. [29]. This feature measures a balance between the parasympathetic and the sympathetic function [19].

The second most important feature (mean of 17% importance) is the global area under the PLR signal. The $A_{tot}$ feature was designed to capture the overall behavior of the PLR signal, regardless of the scotopic/photopic subdivisions. This result highlights the coexistence of multiple factors in the PLR signal capable of providing information on the classification of ON vs. Healthy patients and the complexity of their interconnections. Indeed, it suggests that the afferent signal is affected in ON, with a subsequent alteration in both the parasympathetic and sympathetic function in a non-trivial way, not easily detectable with previously measured features, such as maximum contraction velocity.
(max\(v_{\text{contraction}}\)), minimum relative amplitude (min\(D\)) for the parasympathetic ones, and maximal re-dilation velocity (max\(v_{\text{dilation}}\)) and a generic re-dilation time (\(\lambda_t\)) for the sympathetic ones. To our knowledge, we are the first to introduce this parameter for the study of ON, although it was suggested as a possible parameter by Fotiou et al. [15], but then never used in the following pupillometric studies, probably because it was not therein considered as reliable. It is interesting to note that \(A_{\text{hot}}\) is instead a very good predictor of ON.

Below the first two features, there is a big drop in the importance of around 9% and we can find, with essentially the same ranking, max\(v_{\text{contraction}}\), and \(N_{\text{peaks}}\). The first one, as we said previously, is a variable typically collected in pupillometric studies, even on Multiple Sclerosis [12,29,30] and the second one has been introduced in this work as an automatically detected variable. This is again a variable that includes both the sympathetic and parasympathetic nervous system, reflecting the competition between them, because noradrenaline and acetylcholine are both released in the neuromuscular junction of the dilator muscle, when a contraction occurs, and this causes oscillations in absence of a net light stimulus [38,39]. We noticed a prevalence of higher values of \(N_{\text{peaks}}\) in the Healthy class, highlighting the importance of this oscillatory trend for healthy subjects. Smaller values of the \(N_{\text{peaks}}\) are a direct consequence of the lack of these oscillations or (at least) of the less pronounced condition of this behavior. The comparable role played by the velocity of pupil contraction, which tends to be smaller in ON patients, is strictly related to the role of \(N_{\text{peaks}}\), and therefore is not surprising to obtain an equivalent (within the error bars) contribution to the classification. Indeed, the absence of the oscillatory trend and at the same time reduced contraction velocity could be a sign of the reduced release or sensitivity of/to acetylcholine neurotransmitter in the neuromuscular junction of the dilator muscle, causing a decrease of the inhibition of the dilation necessary for the contraction. However, it is interesting how the classification model used for the forecast tends to give priority to both these features’ contributions, confirming their complementarity. This means that the characterization of the observed oscillations is not yet perfectly captured by the proposed features and a combination of them is mandatory for the correct classification.

Then, there is again a drop of around 4% in importance and we find 4 variables with importance between 3% and 5%. Two of them, max\(v_{\text{dilation}}\), and min\(D\), are features typically collected in pupillometric studies even on Multiple Sclerosis [12,29,30], and the other two were introduced in this work: \(\mu_{\text{prv}}(p)\) and \(\lambda_t\). The first one can be seen as the average waiting time between oscillations, and therefore is a signature again of both parasympathetic and sympathetic functions. The second one can be interpreted as the typical time decay of acetylcholine, causing the restoration of the sympathetic function.

On the bottom of the obtained ranked list of features, we find the last four significant features for the prediction, even though with an importance of less than 2%. Two of them are features introduced in this work (\(MSD\) and \(\sigma_{\text{prv}}\)), while the others are commonly collected features (\(T_p\) and \(T_s\)). It is worth noticing however that, even if \(T_p\) was considered one of the most associated features related to the pathology, in Multiple Sclerosis [40], Alzheimer’s disease [9,11], and diabetes [9,11], it ends up being not very important for the prediction task. The feature obtained from the mean square displacement although not very important for prediction, can be interesting since it is independent of the pupil diameter. Its physical interpretation is that for ON patients the erratic movement of the pupil is slowed down, and with an exponent smaller than the one of healthy subjects, indicating a sub-diffusive movement (the mean \(\alpha\) exponent is smaller than one), comparable to diffusion in crowded media. Finally, \(R_H\) was the only feature not significant for the prediction of ON among the considered ones.

We would like to stress that the proposed model and consequent results were obtained considering a combination of almost the totality of the features. We did not find equivalent results manually excluding a subset of them, confirming the importance of the whole set of extracted features.
It is important to reiterate that in our study, for the first time, we focused on prediction and not association, and it is possible that features important for prediction are not the most associated with the outcome [41]. This study is not without limitations: the first one being the small number of samples, which represents a limit for results generalization, despite the use of the appropriate statistical methods to control it. Moreover, we could not consider the information of private data of the subjects, but the whole accuracy of the classification was due to the information extracted solely from the pupillometric data, with no need for further, often expensive, and time-consuming examinations.

5. Conclusions

In this work, we proposed a fully automated pipeline for the analysis of PLR signals and classification of ON vs. Healthy patients. We introduced a new set of features able to better characterize the PLR signal, proving their effectiveness in the classification task. We characterized the features extracted according to their significant importance for the classification of ON vs. Healthy (average accuracy of 76% and MCC of 0.52). The most important features for such a task ended up being the baseline diameter in the first scotopic region (namely $D_0$, 20% of mean importance), and the global area under the PLR signal (namely $A_{tot}$, 17% of mean importance), after which a considerable decreasing gap in mean importance was observed. Furthermore, a possible neurological interpretation of them was provided in relation to the optic neuritis inflammation. These results suggested that the afferent signal is affected in ON, with an interaction between both the parasympathetic and sympathetic functions, in a non-trivial way. In this work, we provided a guideline for future analysis of PLR signals, showing how ad hoc algorithms could capture interesting characteristics strictly related to neurological responses.
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