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We employ a recent formulation for the optical properties of two-dimensional crystals from first principles
[L. Matthes et al., New J. Phys. 16, 105007 (2014); L. Matthes et al., Phys. Rev. B 94, 205408 (2016)] to compute
the surface susceptibility and surface conductivity of MoS, and WSe, monolayers [G. Jayaswal et al., Opt. Lett.
43, 703 (2018)]. As electron-hole interactions are known to be crucial for the description of the absorption
spectrum of monolayer transition metal dichalcogenides, the excitonic dielectric function is computed at the
Bethe-Salpeter equation level, including spin-orbit interactions. For both of these examples, excellent agreement
with experimental ellipsometry measurements is obtained. Driven by the emergence of additional features in
our theoretical results, we applied a second-derivative analysis in order to identify excited exciton peaks in the

ellipsometric spectra.
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I. INTRODUCTION

Monolayer (ML) transition metal dichalcogenides
(TMDCs) are among some of the most well documented
two-dimensional (2D) materials in the post graphene era
[1-4]. They are single layered sheets comprised of covalently
bonded MX, moieties, where M denotes a transition metal
and X one the chalcogens S, Se, or Te. Particularly intense
interest in TMDCs has been stimulated by favorable electronic
properties, which arise due to quantum confinement effects in
the monolayer limit.

A large amount of attention has focused on the prototypical
monolayer MoS, [5-16], whose band structure has a direct
gap in the visible range of the electromagnetic spectrum
[5,8], yet a direct gap is also confirmed for MoSe, and WS,
[17]. The crossover from indirect-gap materials in the bulk
phase to single-layer direct-gap materials is accompanied by
improved optical absorption, strong photoluminescence, and
large exciton and trion-exciton binding energies [5,6,9,18].
These exciting properties have prompted applications in di-
verse fields [2], for example as field effect transistors [19,20],
logic circuits [21,22], and phototransistors [23-25].

First-principles simulations are a popular tool that can be
used to further elucidate the behavior of monolayer TMDCs
[6-8,12,17]. However, accurate modeling of the electronic
properties of TMDCs is not trivial: Owing to the presence
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of spin-orbit (SO) coupling [7], full spinorial Kohn-Sham
wave functions are required to describe the energy splitting
of the highest occupied band at the high-symmetry point K
of the first Brillouin zone. In addition, the optical properties
of the ML-TMDC:s are subject to strong excitonic effects, the
interactions between electron-hole pairs, and therefore require
computation in an appropriate theoretical framework [12,17].
Typically, electron-hole interactions are included within the
many-body perturbation theory (MBPT) formalism via solu-
tion of the computationally demanding Bethe-Salpeter equa-
tion (BSE) [26,27]. These two methodological complexities
are of paramount importance for simulations of TMDCs since
it is this combination of SO coupling and excitonic effects that
gives rise to the characteristic peak multiplicities observed in
optical absorption spectra.

In spite of these simulation requirements, continued im-
provements to hardware and software resources in recent
years have facilitated more routine simulations of the optical
properties of different TMDCs. Ramasubramaniam computed
the imaginary components of the dielectric function at the
GW-BSE level for a range of Mo- and W-dichalcogenide
monolayers [17]. Subsequently, the imaginary part of the
dielectric function of ML-MoS; has been reported on numer-
ous occasions, for instance by Qiu et al. [10,11], Molina-
Sanchez et al. [12,14], and Palummo et al. [28]. The sim-
ulation of the imaginary part of the dielectric function for
other TMDC MLs is also widely reported on, the works of
Berkelbach et al. [29], Bernardi et al. [30], and Palummo et al.
[28] provide just a few instances for MoS;, MoSe;, WS,,
and WSe, monolayers. Critically, each of these examples

©2020 American Physical Society
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include spin-orbit coupling and excitonic relaxation in their
simulations.

Yet, this interest has so far overlooked other TMDC optical
properties, where features are not related to the absorption
spectrum. To highlight this point, consider that basic, yet
extremely sensitive, optical techniques, such as ellipsometry,
can be applied in order to provide experimental access to
the surface conductivity (o) and surface susceptibility (x)
[31,32]. The o is proportional to the imaginary part of the
dielectric function and has been well simulated. Little atten-
tion has been given to the simulation of y, which is propor-
tional to the real part of the dielectric function and requires
additional convergence testing. Recently, Despoja et al. [15]
and Rukelj et al. [16] computed the real part of the dielectric
function for ML-MoS,, but in both of these contributions
simulations were carried out without excitonic effects. Only
very recently, in a theoretical investigation of the in- and out-
of-plane optical conductivities, Guilhon ef al. computed the
real and imaginary components of the 2D optical conductivity
for several single layer materials, which included ML-MoS,
[33]. These simulations have been carried out both at the
independent (quasi)particle and GW -BSE levels of theory, and
reinforce the importance of excitonic effects in the description
of both the real and imaginary components of the in-plane
conductivity for MoS; [33].

In this work, we continue to fill this knowledge gap by cou-
pling theoretical simulations and experimental measurements
to obtain the o and x for ML-MoS, and for ML-WSe,. The
combination of the BSE-level simulations and experimental
ellipsometric measurements have facilitated the identification
of several secondary peaks associated with excitonic series in
our spectra. The paper is organized as follows, In Sec. II we
describe our approaches for computing 2D optical quantities
from the excitonic dielectric function and our experimental
synthesis and measurements of the samples. In Sec. III we
evaluate the convergence of the real and imaginary parts
of the dielectric function that are used to build the 2D in-
plane conductivity and discuss the extent to which the results
of our simulations are in agreement with our experimental
measurements.

II. METHODS

A. Computational details

In the first step of our procedure, we have used density
functional theory (DFT) as implemented in PW.X code of
the QUANTUM ESPRESSO distribution [34,35]. The geometrical
parameters used in our calculations are summarized in Table I;
lattice constants a and interion distances dyx were taken
from previous theoretical works [10,11,29]. Kohn-Sham wave

TABLE I. The geometric parameters a and dyx (in 10\) used in
our DFT simulations. The converged parameters used in the BSE
simulations of Mo, and WSe,.

a dyx k-grid t-space G-vectors Empty states
MoS, 3.15 157 24x24 10 8 Ry 200
WSe, 329 1.67 24x24 10 8 Ry 200

functions, computed within the local density approximation
(LDA), have been expanded in a basis of plane waves with
an energy cutoff of 60 Ry (816 eV). The atomic cores were
treated using fully-relativistic norm-conserving pseudopoten-
tials including the Mo semicore 4s, 4p, and 4d states and W
semicore 5s, Sp, and 5d states in the valence band.

For the calculation of the band structure and excitonic
dielectric function we use the GoW; approximation and Bethe-
Salpeter equation, respectively; these have been implemented
in the YAMBO code [36,37]. To remove any spurious electro-
static interactions between periodically replicated images an
interlayer spacing L (vacuum separation) of 25.2 A has been
employed and the Coulomb interaction has been truncated at
a distance of 21 A according to the scheme of Rozzi et al.
[38]. In the computation of &(w) we apply scissor operators
to match the quasiparticle gaps [39,40] (including emergent
zero-point vibrational effects observed in the solution of the
temperature-dependent BSE for MoS,; [14]) and apply stretch-
ing factors of 1.2 (1.4) to the valence and conduction band
energies for MoS,; (WSe,). The GW and BSE calculation pa-
rameters required for these calculations are reported in Table 1.
In order to match experimental resolution a broadening of
60 meV is applied to the computed x and o.

B. Surface conductivity and susceptibility from first principles

The purpose of this section is twofold, first to demonstrate
how to relate the surface conductivity and susceptibility to
the in-plane components of the dielectric tensor and second,
how these components can be computed from many-body
perturbation theory. The same concepts have been previously
introduced in order to obtain both the in-plane and out-
of-plane 2D optical conducitivites of several 2D materials,
including MoS,, from first principles [33,41,42].

We start from the tensor-vector form of Ohm’s law, which
relates the frequency-dependent current density, J to the
electric field, E, via the rank-2 complex conductivity tensor
o. Using Einstein summation conventions, this is expressed
element wise as

Ji(w) = 0;j(w)E;(w) (D

where, in Cartesian coordinates, the indices i and j run over
the x, y, and z axes. The tensor o completely defines the
state of the conductivity of a material, making it equally
applicable to isotropic and anisotropic media. In particular,
two-dimensional materials are an example of an anisotropic
system: Assuming that the crystal is oriented in the xy plane,
the macroscopic polarization along the z direction (orthogonal
to the sheet) is assumed to be zero. In this case the conductiv-
ity tensor has the form

al crx”y 0
o(w) = qJLC oy|.|, 0]. 2)

0 0 O
In other words, only the in-plane components parallel to the
sheet contribute to the conductivity, such that oi"i are nonzero
when i and j are x or y, and o;+ = 0 if i or j = z. Such an

approximation has recently been validated by the fact that the
simulated contributions due to out-of plane polarizations can

045414-2



SURFACE SUSCEPTIBILITY AND CONDUCTIVITY OF ...

PHYSICAL REVIEW B 101, 045414 (2020)

be up to a factor of 1000 smaller than in-plane ones for these
types of system [33].

We consider systems that are isotropic in the two-
dimensional crystal plane, which means that off-diagonal
elements of o are also zero. Thus, the description of the
conductivity can be further reduced such that we can adopt
the notation o = o]l . The complex o' conveniently provides
access to the surface conductivity o and susceptibility .
The surface conductivity is obtained from the real part of the
in-plane conductivity

o =Reo! (w) (3)

which is analogous to the 2D optical conductivity that was
very recently reported for MoS; by Guilhon et al. [33]. On the
other hand, the surface susceptibility instead is derived from
the imaginary components of the conductivity,

= Im o' () @)
21w cey

where A is the wavelength associated with incoming radiation

and ¢ and g; are constants corresponding to the speed of

light in vacuum and the vacuum permittivity. What remains

is to establish a pathway to compute o from first-principles

simulations.

The macroscopic dielectric tensor & is computed from
linear-response based electronic structure approaches (as de-
scribed below) and can be linked to the conductivity through
equation (1) and the Maxwell-Ampere relation [31]

olw) = —iggw[e (@) — 1]. 3)

It should be noted that here we have introduced the in-plane
dielectric function ¢!l. Through similar considerations to the
conductivity, it can be shown that ¢! = &, is the only rele-
vant element of & for a two-dimensional sheet with in-plane
isotropy.

In the simulations presented in this work electronic wave
functions are expanded on a basis set consisting of plane
waves, thereby enforcing a requirement for the use of periodic
boundary conditions (PBCs). The resulting two-dimensional
models actually describe an artificial crystal structure with
an interlayer spacing L along the axis parallel to the surface
normal. Therefore, the computed ¢! and ol are actually
superlattice quantities [41], even in the limit of large L where
interactions between periodic images are negligible, these will
be denoted with a subscript SL. As we are concerned with
the two-dimensional response to the in-plane electric field
we utilize a simple relationship which translates the three-
dimensional SL in-plane conductivities to two dimensions
[15,41-43]

ol (@) = Lol (). (6)

This is equivalent to treating the atomically thin sheets as
intrinsically two-dimensional objects [15]. Concerning the
units, equation (6) transforms the dimensions from per unit
volume to per unit area. Thus GZHD(a)) may be directly obtained
from the SQL(Q)) by substituting equation (6) into (5):

olp(@) = —igowL [l () —1]. @)

To compute the complex dielectric tensor within the many-
body perturbation theory formalism, we start from the Bethe-
Salpeter equation. Within the Tamm-Dancoff approximation
[27] and cast in the transition space of the electron-hole
pairs, this amounts to solving a two-particle Schrodinger-like
eigenvalue problem

> Hf‘k’ Alng = EMA () (8)

v'c!

where the indices v and ¢ denote states in the valence and
conduction manifold and E* is the energy associated with
some vertical transition eigenstate A*. Electron-hole interac-
tions enter into the two-particle Hamiltonian like operator

u5k/ , =(€ck — €k)duv Scc’akk/ + (ka - fck)[ZVLLk , ‘/V:ﬁ,{‘f,k,]
)

which is the sum of a diagonal—noninteracting—term plus
an electron-hole exchange, Vm T , and screened electron-hole
Coulomb interaction W/uk B term. These two additional two-
particle terms account for local field effects, which arise from
the redistribution of charge densities brought about through
the interaction with light, the mixing of single-particle transi-
tions, the renormalization of excitation energies and formation
of excitonic states with subband gap energies.

In the optical limit, i.e., where q — 0, the macroscopic di-
electric tensor can be obtained from the microscopic dielectric
tensor or density-density response tensor,

st = lim le(@ ' glogo0 =1 — v(@xe=0c=0  (10)
where q is a vector in the first Brillouin zone and G is a
reciprocal lattice vector. Expressed in terms of single-particle
Kohn-Sham states and the eigenstates of equation (8), this is

8SL(0)) =1- cvkw _ (1 1)

8 Z A Puck ‘
q%O |q| QN‘] vck
where p is the dipole matrix element (ck|e/4*C)T|yk) associ-
ated with a given vertical excitation. Given that our focus is on
computing the in-plane elements of the conductivity tensor,
we limit our considerations to dipole moments oriented in
the plane of the TMDC. Finally, this means that the surface
conductivity and susceptibility can be computed from BSE
simulations by inserting the computed SQL in to equation (7).

C. Experimental measurements

The large-area, continuous monolayer MoS, and WSe;
were grown by chemical vapor deposition (CVD) on SiO,/Si
substrates. Then, the films were transferred, respectively, on
a BK7 substrate and on a sapphire substrate for spectroscopic
ellipsometry measurements. The ellipsometric measurements
were operated in ambient conditions at room temperature by
a VASE ellipsometer (J. A. Wollam). The measured spectral
range is 400-900 nm, which encompasses the entire visible
range of light. The backside of the substrate was taped to avoid
backside reflections. The experimental reproducibility is en-
sured by measuring various positions and incoming beams
with different incidence angles.
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II1. RESULTS AND DISCUSSION
A. Monolayer TMDC band structures

Strong enhancements in the photoluminescence of mono-
layer TMDCs with respect to bulk are an experimental in-
dication of a transition from an indirect to direct band gap.
This change in behavior is well understood: The indirect
gap, which has a lower energy in the bulk limit, is opened
as the materials thickness is decreased, [5] while the direct
gap remains constant. Each of the monolayer TMDCs MoS,,
WS,, MoSe,, and WSe, was thought to have a direct gap
[44,45], yet more recent scanning tunneling spectroscopy and
photoluminescence measurements suggest WSe, maintains
an indirect gap in the monolayer limit [39,40]. Here we
focus on monolayer MoS, and WSe,; we use first-principles
calculations based on DFT and the GW approximation to
compute their band structures. On top of the experimental
findings described above, it has been established in previous
theoretical investigations that monolayer MoS, has a direct
gap (the interested reader is directed to Refs. [8,10,17,29,46]
where the band structure is reported.) On the other hand, over
the course of the last several years, both direct [7,8,28,47]
and indirect [17,40] band structures have been computed for
WSe,. In light of the conflicting experimental and theoretical
results, it is informative to present the WSe, band structure
computed at the LDA and GyW, level; the results are plotted
in Fig. 1.

Our simulations yield a lower energy indirect gap between
the high symmetry point K at the top of the valence band
and the midpoint between I' and K (marked with a vertical
dashed line in Fig. 1) at the bottom of the conduction band,
and a higher-energy direct gap at K. In comparison with the
experimental values (2.1 and 2.2 eV [39]), as is typically the
case for semiconducting materials, the LDA (gray, Fig. 1)
indirect and direct gaps are underestimated by 0.8 eV and
0.7 eV, respectively. It is worthwhile to point out that, de-
spite overestimating the energy gap, the LDA indirect-direct
gap energy difference (90 meV) is in very good agreement
with experiment. While the LDA calculations do not provide
quantitative agreement with experimental measurements, our
computed WSe, electronic structure is comparable to the

r K M r

FIG. 1. The computed LDA (gray) and GoW, (blue, circles) band
structure for the WSe, monolayer.

GGA-level band structure reported by Hsu et al. [40]. The
GGA indirect and direct energy gaps are approximately 1.3
and 1.4 eV, respectively, just 0.1 eV smaller than what we find
here.

The quasiparticle band structure, computed perturbatively
as GoW corrections to the LDA values, is also plotted with
blue circles in Fig. 1. In our simulations, the quasiparticle
corrections reduce the error in the indirect gap, which is over-
estimated by 0.5 eV with respect to experiment. Our GoWj
simulations also overestimate the direct gap by 0.8 eV, most
likely due to the LDA starting point. Better agreement with
the experimental energy gaps can be obtained by computing
the quasiparticle corrections on top of hybrid wave functions.
For instance, Ramasubramaniam computed an indirect band
structure starting from HSE eigenvalues and eigenstates [17],
overestimating the experimental results by 0.2 eV. Yet, despite
the difference in the energy gaps, the main features of the LDA
and GoW, band structure remain unchanged: The indirect gap
between the valence band maximum at K and the midpoint
between K and Gamma is smaller than the direct gap at K and
the spin-orbit interaction splits the top of the valence band by
0.4 eV (vs 0.5 eV at HSE + GyW, level).

Since the quasiparticle eigenstates and eigenspectrum act
as the starting point for the computation of the dielectric
function in BSE simulations, we could in principle improve
the quality of our BSE simulations by changing the DFT
exchange-correlation potential. Yet, since our LDA 4 SOC
electronic structure is in qualitative agreement both with the
GGA and hybrid band structures, we can avoid these more
time-consuming simulations by instead applying a scissor
operator directly onto the DFT eigenspectrum, in the same
way that MoS, is often treated at this level of theory [12,13].

B. Calculation of &

For both monolayer MoS, and WSe,, through investigation
of their optical absorption properties, the imaginary parts of
the dielectric function have already been widely reported on
[10-12,14,17,29,30]. This interest has been driven by the
TMDC-monolayer optical absorption in the visible part of
the electromagnetic spectrum, which has practical relevance
in, for example, phototransistor technology. Instead, the real
parts, &, which can provide further comparison with experi-
mental measurements through properties such as the surface
susceptibility, have received almost no attention from the
theoretical community [16]. As a consequence, it is important
for us to ensure that the level convergence of ¢, matches that
of &,. Owing to the volume of computationally demanding
simulations required, and to expedite our progress, we carried
out exhaustive convergence testing for MoS, and rely on the
transferability of those parameters to inform our convergence
testing for the simulations of WSe,.

Convergence criterion are obtained via the inspection of
equation (11), the sums over single particle states and k
points indicate that the assessment of the convergence of ¢
should consider the integration of the first Brillouin zone (BZ)
and the transition space in which excitations occur as well
as the total number of G vectors and the number of empty
states used to build the description of the polarizability. In
our case, the convergence of both &; and &, with respect
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FIG. 2. A plot of the k-point convergence for the Ay, By, and
Cy, peaks in the computed real and imaginary parts of the MoS,
dielectric function &; and &,.

to the calculation parameters was most sensitive to (i) the
k-point sampling of the BZ and (ii) to the number of bands
that were considered when building the excitonic Hamiltonian
in the single-particle transition space. The behavior of the
monolayer MoS, superlattice dielectric function with respect
to these parameters is plotted in Figs. 2 and 3.

Assessing first the k-point convergence, we plot in Fig. 2
the change in the relative energies of the main adsorption
peaks (Ayy, Byy, and Cy;) as a function of increasing k-point
densities, each peak is normalized to the highest density
36 x 36 x 1 grid. It can be seen that both the ¢; and ¢,
exhibit similar behavior with increasing k-point meshes. Both
reach an acceptable (0.1 eV) level of convergence in all three
adsorption peaks for a 24 x 24 x 1 grid, with the excitonic A,
and By, signals more sensitive to BZ sampling. We note that
higher levels of convergence are achievable for significantly
higher k-point meshes [10—12], however we deemed this

15
10/\,\_/_/\
w 5

= 14 states
== 12 states
15 10 states

« — 8 states
w 10 6 states
4 states
5iL— 2states
0 2.0 25 3.0
Energy (eV)

FIG. 3. The convergence of the real and imaginary parts of the
MoS, dielectric function &; and &, as a function of the number of
single particle states used to build the excitonic Hamiltonian.

TABLE II. Comparison of the peak positions in the MoS, and
WSe, experimental (computed) x and o. All values are reported in
nm.

MOSZ WSEZ

Peak X o X o

Ay 680 (694) 664 (673) 770 (809) 151 (772)
Ay — (-) — (=) 705 (706) 681 (688)
By, 623  (639) 611 (620) 625 (605) 602 (581)
By 563  (555) 550 (545) - (-) - (=)
B3, - 249 - (520 - =) - =)
Cys 445  (463) 429 (451) 525 (523) 508 (506)
Coy - =) - (=) - (469 -  (460)
D - (-) - (=) 442 (432) 426 (416)

level of convergence to be the most suitable tradeoff between
accuracy and computational viability.

For the convergence of the second parameter, the num-
ber of single particle states used to build the excitonic
Hamiltonian, the &; and ¢, are plotted in the two panels of
Fig. 3. We increase the number of valence and conduction
states linearly and symmetrically about the HOMO-LUMO
gap such that an excitonic Hamiltonian with eight states is
comprised of four filled and four empty states. As the number
of states increases, both the intensity and energy of the peaks
have to be taken into consideration. While in the case of
k-point sampling convergence of ¢, and &, occurs at the same
interval, we note that the | requires considerably more single
particle transitions in order to reach convergence than &;(w),
even at low energies. The excitonic peaks in the imaginary
part of the spectrum are converged for a transition space which
includes four states spanning the HOMO-1 — LUMO + 1,
yet to reach satisfactory convergence of the real part, a range
spanning 10 states is required. The final set of parameters used
for our calculations of x and o is reported in Table I.

C. Comparison of computed and measured x and o

Our BSE calculations of Re g1 (w) and Im eg1. (@), provide
access to the theoretical surface susceptibility x and surface
conductivity o using equation (7). The experimental x and
o were obtained from the ellipsometric parameter W and A
using the surface current (SC) model [32]. The calculated
and experimentally derived x and o of MoS, and WSe, are
presented in Figs. 4 and 5, and the analysis of the spectral
features is presented in Table II.

In Fig. 4 we plot the computed and measured x (a) and
o (b) for MoS,, where three strong peaks are observed. By
convention these are labeled as A, B, and C [31], with the A
and B peaks arising from direct transitions between the the
highest energy valence- and lowest energy conduction bands
at the K point in the Brillouin zone [31,48-50], and the C
peak from six nearly degenerate exciton states comprising
transitions between the highest valence band and the first
three conduction bands (near, but not directly at I") [10,31,51].
The valence band splitting, which gives rise to the energetic
separation of the A and B peaks, is caused by SO interactions
that are fully accounted for by our computational method
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FIG. 4. A comparison of the surface susceptibilities and optical conductivities for monolayer MoS, (a), (b) and the second derivative of the
experimental results (c), (d). In (a) and (b), theoretical data is reported with solid lines and experimental data is reported with hollow circles.

[12,34-36]. A detailed analysis of the main peak positions is
provided in Table II.

In addition to the main peaks, our calculated spectra show
other features that are not immediately evident in the ellip-
sometric data. These are the excited excitonic states, marked

as By, and Bj,. These peaks were not observed in previously
reported ellipsometric data analysis of single-layer MoS;
[52-59], but they have been identified in photoluminescence
excitation spectroscopy [48]. We have been able to extract
the B,, peak from ellipsometry measurements by numerically

T T T T 1X10_3

c <
£ 5x10* G
= o
—~ &
£ £
£ ). | Tc:
‘<R A =

© o~
2s <
& C, Ot S
o) 1s ©

N
D ©

A
2x10°8 : : : 1s : : : : 2x107
400 500 600 700 800 900400 500 600 700 800 900

wavelength (nm)

wavelength (nm)

FIG. 5. A comparison of the surface susceptibilities and optical conductivities for monolayer WSe; (a), (b) and the second derivative of the
experimental results (c), (d). In (a) and (b), theoretical data is reported with solid lines and experimental data is reported with hollow circles.
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TABLE III. Energies (E) and energy spacing (A) between the
ground states and excited states of MoS, and WSe,. Data are
extracted from the x spectra. All values are reported in eV.

MOSZ WseZ

Exp. Cal. Exp. Cal.

Peak E A E A E A E A

A, 1.82 1.79 1.61 1.53
Ay — (=) — (=) 176 (015 176 (0.23)
B, 199 1.94 1.98 2.05
By, 220 (021) 223 (029 — (=) — (=)
B3, - (=) 237 (043 - (=) - (=)
C, 279 2.68 2.36 237
Cys - (=) - (=) - (=) 264 (027

calculating the second derivatives. The experimental data was
first smoothed using Savitzky Golay method as implemented
in Origin® [60,61] and then taking numerical derivatives,
which are plotted in Figs. 4(c) and 4(d). The second deriva-
tives analysis reveals the excited exciton peaks in both x and
o. These measured and computed excited exciton peaks are
reported in Table II and in Table III. The overall agreement in
between the theoretical and experimental results is very good.
The x and o spectra of monolayer WSe, are shown in
the left and right panels of Fig. 5, respectively. As in the
case of MoS,, peaks A and B are direct transitions at the K
point [60]. The features labeled as C and D peaks have been
proposed as interband transitions mostly occurring near the
I' point [31,62]. The A,, excited exciton state was previously
observed via photoluminescence spectroscopy [60] observed
in both our calculated x and o. Again we need to apply
the second derivatives analysis to our experimental spectra to
elucidate this excited excitonic state [in Figs. 5(c) and 5(d)].

IV. CONCLUSIONS

We have used a recent formulation for two-dimensional
optical properties from first principles simulations in order
to investigate x and o in monolayer-MoS, and -WSe, via
BSE calculations. While the convergence of the imaginary

400 500 600 700 800 900
wavelength (nm)

part of the dielectric function, from which we obtain o, has
been reported several time in literature for these materials,
here the convergence of the real part has been tested with
this computational method (and used to compute x). This
convergence has been carried out in an exhaustive way for the
case of the single-layer MoS,, which we then used to inform
our testing for WSe;.

The importance of computing both x and o comes from
the fact that both of these quantities are directly accessible
experimentally through ellipsometry. A convincing proof of
good computational convergence is indirectly provided by the
comparison with the experimental data reported here: They fit
equally well the computed x and o.

The main features (A, B, C, D peaks) of the computed spec-
tra are clearly resolved also in ellipsometry measurements,
while theoretically we also observe the emergence peaks that
can be attributed to excited exciton states. These additional
Ags, B, Bsg, and Cp, peaks align very well with previous
results for MoS; and WSe,. The peak B,; for MoS; and Ay
for WSe, features in our measured spectra once the second
derivative of the experimental x and o is performed. These
excited states are observed in ellipsometric measurements at
ambient conditions, thus, these results demonstrate once more
the importance of merging computational and experimental
methods to characterize the optical response of 2D crystals
as well as highlighting the high degree of precision that
ellipsometry can reach in measuring both x and o.
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APPENDIX

The ellipsometric parameter W and A of the single-layer
WSe; on sapphire are provided in Fig. 6. The W and A spectra
of the MoS, can be found in our previous publication [52]. We
observe that the W decreases with the wavelength for angles of
incidence smaller than the Brewster’s angle (65) and increases
above 0g. The A of WSe, stays around 0° above 05, while
varies around 180° below 5. Peaks contributed by excitonic
states are also observed in both spectra of W and A.

In Fig. 7, the extracted o of WSe; is compared to the
reported surface conductivity from Ref. [31]. This comparison
confirms that we are dealing with a good quality single-layer
crystal.
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