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Abstract. Preferences are ubiquitous in our everyday life. They are essential in the decision making process of individuals.
Recently, they have also been employed to represent ethical principles, normative systems or guidelines. In this work we focus
on a ceteris paribus semantics for deontic logic: a state of affairs where a larger set of respected prescriptions is preferable
to a state of affairs where some are violated. Conditional preference networks (CP-nets) are a compact formalism to express
and analyse ceteris paribus preferences, with some desirable computational properties. In this paper, we show how deontic
concepts (such as contrary-to-duty obligations) can be modeled with generalized CP-nets (GCP-nets) and how to capture the
distinction between strong and weak permission in this formalism. To do that, we leverage on an existing restricted deontic
logic that will be mapped into conditional preference nets.

Keywords: Deontic logic, GCP-nets, ceteris-paribus semantics, contrary-to-duty, strong and weak permission

1. Introduction

Deontic logic allows us to model legal and ethi-
cal prescriptions such as obligations and permissions.
Its computational implementation may provide a
framework to govern the functioning of AI systems,
assessing their behaviour in different situations and
scenarios, detecting violations and ensuring compli-
ance with ethical and legal requirements [2].

Modelling deontic notions through preferences [7,
25, 46] has the advantage of linking deontic notions
to the rich research on preferences, in multiple disci-
plines, such as philosophy, mathematics, economics
and politics. Preferences are also central in artificial
intelligence. In this area, researchers study the com-
putational aspects of classical social choice problems,
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preference aggregation and preference reasoning [15,
37, 42]. Applications of preferences can be found in
many different contexts: from multi-agent and rec-
ommender systems [39, 44]–where preferences are
employed to drive the making decision process of
agents or to describe the profile of users–to sentiment
analysis techniques [21, 22] and machine learning
ensemble approaches [9, 10, 52]–where they are
adopted to improve the quality of predictions.

In his seminal paper, Makinson [34] discussed
the traditional preference based deontic logics and
observed that “The definition of a “betterness” rela-
tion between possible worlds suggested above, in
terms of the set of explicit promulgations of the code
that are violated in each world, is perfectly precise;
and such a relation permits a semantic account of
conditional obligation.”

As already done in literature [7, 27, 28, 38], we
model deontic notions through ceteris-paribus pref-
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erences, namely, conditional preferences for a state
of affairs over other states of affairs, all the rest being
equal. Conditional or rather contextual obligations
have been captured in the development of dyadic
deontic logic, which captures deontic conditionality
through a special conditional operator. The idea of
ceteris-paribus preferences was originally introduced
by the philosopher and logician Georg Henrik Von
Wright [49, 50], and after that, a semantics ables to
represent it was first proposed by Bengt Hansson [23].
In particular, we focus on the ceteris-paribus prefer-
ence for a proposition over its complement. This idea
provides the intuition at the basis of CP-nets [5], a
formalism which enables representing preferences in
a compact way and reasoning about them.

Their application can be effective for the multi-
agent pervasive systems of artificial intelligence (AI).
Indeed, AI agents are pervasive and they need to
be flexible, adaptive, and creative, but at the same
time, they have to comply with many ethical and
legal requirements [3, 6, 36]. Whether an AI agent is
autonomous or collaborating with humans, it should
be aware and follow appropriate ethical principles
and should thus exhibit properties such as fairness or
other virtues [4, 40, 41]. Based on these needs, dur-
ing the last decade, researchers proposes languages to
model and reason with norms in multi-agent systems,
enabling methodologies and organization models for
checking conflicts between the norms at design time
[13, 16].

By modelling a normative system of a multi-
agent system through a CP-net we obtain a compact
representation that shall allow us to check impor-
tant properties of the modelled normative system,
like for instance consistency. Moreover, preferences
of agents can also be modelled through CP-nets
[35]. This would enable to check agents’ prefer-
ences against the exogenous preferences expressed
by various normative systems, such as laws, ethical
principles, feasibility constraints, or safety regula-
tions [29, 31]. In this regard, recently, new approaches
define metric spaces over structured preferences [26,
30], providing feasible ways for preferences’ compar-
ison. Whilst modeling deontic concepts with ceteris
paribus preferences has become a standard approach
(see for instance, [24, 45, 46]), we found just one
first attempt to model deontic notions with CP-nets
in [17]. Unfortunately, this work did not recognise
CP-nets limitations (in their original formalization).
Indeed, they do not allow for the representation of
incomplete preference orders over the values of one
or more variables. This limitation can be removed by

adopting a recent model generalization called GCP-
net (aka generalized CP-net) [18]. To the best of our
knowledge, no one else investigated the relationship
between deontic concepts and GCP-nets. We think
cooperation among researchers from deontic logic
and GCP-nets can be very beneficial, and possibly
lead to a new workable approach to modelling norms
and reasoning about them.

We assume that norms establishing obligations can
be viewed as expressing social preferences for sit-
uations in which the obligation has complied with
other situations in which it is violated. Similarly,
we assume that norms establishing liberties (bilateral
permissions, to do and not to do) express indifference
over complementary situations. In this regard, we dis-
cuss and address two topics in deontic logic, namely
contrary-to-duty obligations [7] and the distinction
between strong and weak permissions.

We show that a consistent GCP-net can be built
that captures both an obligation and the prescriptions
specifying what should be done in case the obligation
is violated. The latter prescriptions may be incom-
patible with prescriptions on what should be done in
case of compliance [8]. We illustrate contrary-to-duty
obligations with a well-known example discussed
in the literature. However, realistic examples of
contrary-to-duty obligations can be found in vari-
ous domains, such as in commercial contracts, where
repair obligations can be established for delay or
non-fulfilment: to inform, compensate the damage,
replace defective goods, pay penalties, etc. (for a log-
ical model see [20]). It can also be found in civil
liability, where harmful behaviour is met with obli-
gations to repair, mitigate, and pay punitive damages
in case of persistence.

We also show that a GCP-net model can capture
concepts of strong and weak permission, a distinc-
tion that has been long discussed in deontic logic
[46, 48] and even earlier in legal theory, in connection
with issues concerning the completeness of legal sys-
tems [53]. We indeed distinguish the case in which an
action is positively permitted, through a permissive
norm, and the case in which the action is rather unreg-
ulated, as no norm, and in particular, no prohibition
addresses it [47].

Contribution. We propose to leverage GCP-net, an
existing preference framework, to model contrary-
to-duty in a compact way. We define different levels
of incomparability to differentiate between two situ-
ations: one where two outcomes are incomparable
because nothing is said about all the values of a
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feature, and another, where two or more variables
are independent and thus preferences are described
over the domains of these variables no matter the
assignment of the others. We show that a normative
system represented through a restricted deontic logic
for contrary-to-duty is isomorphic to preferences rep-
resented compactly with GCP-nets.

2. A running example

In this section, we introduce a running example,
concerning the presence of cats, dogs, and fences in
beach houses (developing the example from [38]).
The example is used throughout the paper to explicate
new notions when they are introduced.

Example 1. (Running example). Mary is the mayor of
Cattown, the city of cats lovers. She knows that her
community, with few exceptions, dislikes dogs and
likes cats. Cattown people also dislike the sight of
fences around houses and generally prefer to be able
to move around and visit each other without the obsta-
cle of fences. However, there was a problem with dogs
entering other people’s property and causing fear and
sometimes harm. Moreover, people are fussy about
the way in which their town looks, they like that all
houses and street furniture are white, as indeed they
are. Mary believes that her role consists in defining
policies that fit the preferences of her constituency.
Thus, she has enacted the following, making them
mandatory in Cattown:

1. dogs are forbidden;
2. people may have a cat or not;
3. if there is a dog, then there must be a fence;
4. if there is a fence, then there must be white;
5. if there is no dog, then there must be no fence.

Though most people in her constituency like these
policies, some do not. In particular, there are few dog
lovers in the city, who do not share the approach to
dogs prevailing in Cattown. However, Mary believes
that – given the preferences of the majority and the
history and peculiar spirit of Cattown – her regulation
articulates a social perspective, namely, a view of the
community on what it prefers and a view that can
justifiably be imposed on all its citizens. If a dog lover
has decided to move into Cattown, he should have
known what he would find there.

An issue has recently emerged concerning bob-
cats. It is being debated whether, in the absence of
a provision prohibiting or allowing bobcats, John is

allowed to keep a bobcat in his garden. Mary thinks
that he is not, he should have asked for it, while John
believes that he is. Can their conflict of opinion be
explained away as merely concerning a conceptual
misunderstanding (on the notion of permission)?

3. Background

To formally express rules such as those enacted by
Mary, a restricted deontic language is sufficient. In
what follows, we adopt the language proposed and
defined in a recent paper [28]. Let Atm be a count-
able set of atomic propositions and let LitAtm =
Atm ∪ {¬p : p ∈ Atm}, be the corresponding set
of literals. Under this assumption, we can identify
propositional valuations (or worlds) with maximal
consistent conjunctions of literals. In the following,
we will use interchangeably ¬ and ¯̇ to specify the
negation.

Definition 1. (Ceteris Paribus Deontic Language
[28]). CPDL+ (Atm) is a modal language which con-
sists of atomic propositions p, q, . . . ∈ Atm, standard
Boolean operators and the modal operators O and P.
More precisely, it is the smallest set such that:

– if p ∈ Atm, then p ∈ CPDL+
– if ϕ, ψ ∈ CPDL+ , then ¬ϕ, ϕ ∧ ψ ∈ CPDL+
– if ϕ, ψ ∈ CPDL+ , then O(ψ|ϕ) and P(ψ|ϕ) ∈

CPDL+ .

In particular, O(ψ|ϕ) models an obligation and
P(ψ|ϕ) models a permission, and they have to be read
respectively “under condition ψ, ϕ is obligatory” and
“under condition ψ, ϕ is permitted.”

Notice that unconditional obligation and permis-
sion do not need to be added as primitives in the
language of the logic as they are definable from condi-
tional obligation and permission. We also do not need
a primitive for the bilateral permission, or liberty,
which consists in the permission both of a proposition
and of its complement. For the sake of readability let
us introduce the following definition:

Definition 2. For all ϕ ∈ CPDL+ (Atm):

O(ϕ) =def O(�|ϕ)

P(ϕ) =def P(�|ϕ)

L(ψ|ϕ) =def P(ψ|ϕ) ∧ P(ψ|¬ϕ)

L(ϕ) =def L(�|ϕ)
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Using this language and taking into account pre-
vious definitions, we can model obligations and
permissions depicted in Example 1. We use the fol-
lowing abbreviations: d for “there is a dog”, c for
“there is a cat”, f for “there is a fence”, w for
“the fence is white”, b for “there is a bobcat”. We
can express the norms enacted by Mary as follows
(enumeration corresponds to the Example 1): (1)
O(¬d) (2) L(c) (3) O(d|f ) (4) O(f |w) (5) O(¬d|
¬f ).

3.1. Contrary-to-duty obligations

The norms in our running example include a
“contrary-to-duty” obligation, namely, obligations
that are triggered by the violation of another obli-
gation. According to the norm O(d|f ), having a
dog, and thus violating norm O(¬d) (the prohibi-
tion to have dogs), triggers the obligation to have a
fence. Contrary-to-duty obligations cannot be cap-
tured by standard deontic logic: according to those
semantics, a proposition is obligatory if and only if
it is true in every perfect (ideal) world, a world in
which everything is as it should be. But the world
in which a contrary-to-duty obligation is triggered
is a sub-ideal one, since in it another obligation
is violated, and it remains sub-ideal even if the
contrary-to-duty obligation is complied with. In all
perfect Cattowns there are no dogs, and in such
cities, there are also no fences. So, according to the
semantics for standard deontic logic, there cannot
be an obligation to have fences in Cattown. Differ-
ent approaches captured the idea of contrary-to-duty
(see for instance [7, 19, 46]). A semantics that just
distinguishes between ideal and non-ideal worlds
cannot capture contrary-to-duty obligations: compli-
ance with a contrary-to-duty obligation takes us to a
world that is better – ceteris paribus – than a world
in which the contrary-to-duty is not complied with,
but which is still imperfect. A world with dogs and
fences is ceteris paribus better than a world which
has dogs and does not have fences, but the former
is still worse than a world in which, ceteris paribus,
there are no dogs. To capture contrary-to-duty obliga-
tions we need a semantics that distinguishes different
levels of preferability so that we can distinguish the
imperfect situation in which the main duty is vio-
lated, but the contrary-to-duty obligation is complied,
from the even more imperfect situation in which both
the main duty and the contrary-to-duty obligation are
violated.

3.2. Strong and weak permissions

Our running example also shows the difference
between strong (explicit) and weak (tacit) permis-
sions, an issue much debated within deontic logic. On
the one hand, cats are regulated: there is a norm that
deals with cats (L(c)), stating that both having and
not having cats is allowed. On the other hand, noth-
ing is said about bobcats. In other terms, while the
normative system expresses an equal preference for
having and not having cats (both are OK), it expresses
no attitude towards bobcats. This distinction too can-
not be captured by the semantics for standard deontic
logic, where P(φ) means that there is at least one per-
fect world in which φ is true, in which case ¬O(¬φ)
is true. In legal logic, the most popular perspective
to distinguish strong and weak permissions is an
inferential one. To say that φ is strongly permitted rel-
ative to a normative system means that the normative
entails P(φ). To say that φ is weakly permitted means
that the normative system under consideration does
not entail a corresponding prohibition O(¬φ). Here
we shall provide a different way to capture the differ-
ence between strong and weak permission, based on
the distinction between indifference (equal ceteris-
paribus preference) and incomparability (absence of
any preference).

3.3. Ceteris-Paribus Preferences

We assume a set of variables (also called features or
attributes) V = {X1, . . . , Xn} each one with a binary
domain, i.e. the domain of each Xi ∈ V is such that
Dom(Xi) = {xi, xi}. An instantiation Ass(X), where
X ⊆ V , is an assignment of values to X. When X = V

then we call it a complete assignment or outcome or
world, otherwise we call it a partial assignment.

A preorder is a reflexive and transitive binary rela-
tion � over the set of all outcomes U = 2V , which
are usually denoted by o, w, . . . , v. In what follows,
w � v means that v is at least as good/ideal as w,
w ≈ v means that w is equivalent to v which is an
abbreviation for w � v and v � w. Moreover, w ≺ v

means that v is better/more ideal than v to be an
abbreviation of w � v and v /� w. Given two pos-
sible outcomes w, v ∈ O, if neither w � v nor v � w

are valid, then we say that w and v are incompara-
ble, denoted with wZv. The notation o[Vi] returns
the value of the variable Vi in the outcome o, while
o[−Vi] returns the value of all the variables but Vi in
the outcome o.
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We borrow some notations from [5] in order to
define ceteris paribus semantics. In our analysis of
the semantics of preferences, we assume that the set
of variables V is partitioned into three sets: A set X

which includes the variables over whose values the
preference is expressed, a set Y which includes the
variables whose values are irrelevant to the prefer-
ence, a set Z which includes the variables that are
assumed to remain constant, i.e., that provide the
context for the preference.

Definition 3. (Ceteris-Paribus Preference). Let V be a
set of variables and X, Y, Z partitions of V with X be
nonempty set. Let z ∈ Ass(Z) and x1, x2 ∈ Ass(X),
we say that x2 is ceteris-paribus at least as good as
(resp. better than) x1 given z if and only if for all
y ∈ Ass(Y ), x1yz � x2yz (resp. x1yz ≺ x2yz).

We use z : x1 �Y x2 (≺Y resp.) as an abbreviation
for it (we will omit the subscript when it is clear from
the context).

As the preference for x1 over x2, in the con-
text of z, is independent from the values of Y , we
may say that X is preferentially independent of Y if
Z = ∅, otherwise we say that X is conditionally pref-
erentially independent of Y given the assignment of
Z.

Moreover, from Definition 3 we derive the fol-
lowing notation regarding ceteris-paribus relation
between two outcomes u, v.

Definition 4. Given two outcomes u, v ∈ U, we say
that u is ceteris-paribus at least as good as (resp.
better than) v relative to Xi, if and only if they differ
only in the value of the variable Xi and we abbreviate
it with v �(−Xi) u (resp. v ≺(−Xi) u).

The previous definition introduces a notation that
is useful in those situations where u and v are two
complete assignments that differ only in the value
for the variable Xi, that is u = xiyz and v = x′

iyz,
with y ∈ Ass(Y ), z ∈ Ass(Z), Y ∪ Z = V \ {Xi} and
xi, x

′
i ∈ Dom(Xi). Then adopting Definition 3 this

is similar to say that z : x′
i �Y xi (resp. z : x′

i ≺Y

xi).
Let us refer to Example 1. Mary’s community pref-

erences are over a set of five features, specifically
V = {C, D, F, W, B}, with the following domains:
Dom(C) = {c, c̄}, Dom(D) = {d, d̄}, Dom(F ) =
{f, f̄ }, Dom(W) = {w, w̄} and Dom(B) = {b, b̄}.
The meaning of variables is the same introduced in
Section 3 for atoms: for instance, variable C concerns
cats, its value is c or c̄ depending on whether there is
a cat or not.

Since V has 5 elements, the set of all outcomes
U = 2V contains 32 possible outcomes. For the sake
of readability, in this section, we do not consider
variables W and C. Examining a reduced number of
outcomes will allow for making the partial orders lim-
ited in size. Thus, considering the subset {B, D, F},
the set of outcomes is denoted by the complete assign-
ments to the contemplated variables:

U = {bdf, b̄df, bd̄f, bdf̄ , b̄df̄ , bd̄f̄ , b̄d̄f, b̄d̄f̄ }

The different attitudes of the community can be
represented with a set of ceteris paribus preferences.
In particular, with respect to ¬dogs-assignments
(i.e., D = d̄) and dog-assignments (i.e. D = d), the
negative attitude to dogs is represented by the pref-
erence for ¬dogs-assignments over ceteris-paribus
dog-assignments (i.e. d ≺V\D d̄):

bdf ≺ bd̄f, b̄df ≺ b̄d̄f, bdf̄ , bd̄f̄ , b̄df̄ ≺ b̄d̄f̄

Preference is ceteris-paribus (about d) in the sense
that it only concerns the comparison between dog-
assignments and ¬dog-assignments that are equal in
all the rest (bobcats and fences). These are all pairs
of outcomes u and v such that the evaluations of u

and v coincide in all values except for D.
Preference for having fences when there are

dogs in the house is captured by preferences for
fence-assignments over the ceteris-paribus ¬fence-
assignments, taking only dog-assignments into
consideration (i.e. d : f̄ ≺B f ):

bdf̄ ≺ bdf, b̄df̄ ≺ b̄df

Instead, unawareness of bobcats can be
modelled through incomparability between
bobcat-assignments and ¬bobcat-assignments,
which expresses unfamiliarity to the presence of
bobcats, i.e. for all x1, x2 ∈ Ass(D) and for all
y1, y2 ∈ Ass(F ) : bx1y1Z b̄x2y2.

At last, let us include again the variable C in our
analysis, so we can have cats and not have them. This
can be represented through the indifference for cat-
assignments over ceteris paribus ¬cat-assignments
(i.e. c ≈V\C c̄). These are all the pairs of outcomes
u and v such that v is ceteris-paribus at least as good
as u and vice-versa (i.e.,(u �(−C) v) ∧ (v �(−C) u)),
that is for instance:

cbd̄f ≈ c̄bd̄f, cbdf̄ ≈ c̄bdf̄
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3.4. GCP-nets

In order to be able to represent the described sce-
nario, we propose to leverage existing preference
frameworks from AI, namely GCP-nets (generalized
CP-nets) [18]. GCP-net is an extension of CP-net
[5] that allows incomplete preference orders over
some values of the features. GCP-nets and related
extensions of the formalism [11, 12, 18] are often on
multi-valued variables, this means that variables are
not strictly boolean. Nevertheless, in this work, we
assume that all the variables have binary domains. We
start by introducing and defining some useful notions.

We borrow the following definition from [18]:

Definition 5. (Generalized CP-net). A generalized
CP-net C (for short, a GCP-net) over V is a set of con-
ditional preference rules. For x ∈ V , we define p+(x)
and p−(x), as follows: p+(x) is equal to the disjunc-
tion of all p such that there exists a rule p : ¬x ≺ x

in C; p−(x) is the disjunction of all p such that there
exists a rule p : x ≺ ¬x in C. We define the associ-
ated directed graph GC (the dependency graph) over
V to consist of all pairs (y, x) of variables such that y

appears in either p+(x) or p−(x).
For each variable Vi ∈ V, a CPT (Vi) is a set of

cp-statements, each one represents an ordering over
the specific domain Dom(Vi) given the assignment
to the parents of Vi, which are denoted with Pa(Vi).
For instance, CPT (F ) = {d : f̄ ≺ f, d̄ : f ≺ f̄ }. In
its original formulation, each CPT (Vi) reports strict
linear order over the values of the domain of Vi given
the partial assignment to Pa(Vi). In a GCP-net, CP-
tables may be incomplete (i.e., for some values of
its parents, the preferred value of a variable X may
not be specified) and/or locally inconsistent (i.e., for
some values of its parents, the table may both contain
the information that x ∈ Dom(X) is preferred and the
information that x̄ ∈ Dom(X) is preferred).

The semantics is connected with the induced pref-
erence graph over all the outcomes. A directed edge
between a pair of outcomes (oi, oj), which differ only
in the value of one variable, means that oj � oi. A
worsening flip is a change in the value of a variable
to a less preferred value according to the cp-statement
for that variable.

The semantics of a GCP-net is a preorder over all
the outcomes, i.e. a reflexive and transitive binary
relation over the set of complete assignment of values
to the variables of the GCP-net. Thus, for any two
outcomes o, u which differs only on the value of one
variable Xi ∈ V we have:

– o � u if o[Xi] � u[Xi] given o[Pa(Xi)]
– oZu if there is not a cp-statements for

o[Xi], u[Xi] given o[Pa(Xi)]

The partial order induced by the GCP-net is
denoted as Ord .

The GCP-net formalism provides a qualitative
compact representation that is useful to represent sce-
narios similar to the one depicted by the reduced
deontic logic introduced in Section 3.

4. Deontic Language and GCP-nets: bridging
the gap

A set of obligations and liberties (bilateral permis-
sions) expressed in the restricted language defined in
Section 3 can be represented using a GCP-net, we
will call it a prescriptive CP-net. Note that we do not
provide for the representation of unilateral permis-
sion. In fact, we assume that unilateral permissions
must be implied either by an obligation (in case the
complement is forbidden) or by liberty (in case the
complement is also permitted). Indeed, the restric-
tion on obligations and liberties where antecedents
are conjunctions of literals and consequent is a single
literal is compatible with the syntax of generalized
CP-nets.

4.1. Incomparability

In the previous section, we introduced the notion
of incomparability. In the ceteris paribus semantics,
the notion of incomparability does not allow to dif-
ferentiate between two different states of affairs: one
where two outcomes are incomparable because noth-
ing is said about some values of a feature, and another,
where two or more variables are independent and
thus preferences are described over the domains of
these variables no matter the assignment of the oth-
ers. Both cases induce a preference graph where
some outcomes are incomparable because there does
not exist a path between them. But, while the for-
mer case describes a lack of information, possibly
because the individual does not know or does not have
any information about some features (for instance, in
our example the lack of information about bobcats),
the latter describes a situation where preferences are
reported on all the features but not on all combina-
tions of them (for instance, in the running example
norms do not tell whether the situation in which there
is not a dog and no fence–whatever the color–is bet-

CORRECTED P
ROOF



A. Loreggia et al. / How to model contrary-to-duty with GCP-nets 7

ter or worse than the situation where there is not a
dog and there is a white fence). In this last situation,
the issue is connected with the color of the fence
and the lack of dependencies between the fence’s
presence and the color. This seems to be simpler to
fix: the individual already has preferences over val-
ues of the single features, thus the incomparability
can be overcome by adding a contextual dependency
over some values. For instance, forcing the choice of
white color only when a fence is present and the lib-
erty of choosing the color whenever the fence is not
present.

Definition 6. (Strong incomparability). Given a pre-
order P , two outcomes w, v ∈ P are said to be
strongly incomparable if they belong to two different
components of P .

Strong incomparability describes the relation
among outcomes of different components. They are
incomparable because some information is missing:
specifically, preferences are not reported for all the
values in the domain of some features. This lack of
information can be hard to fix since it entails a lack
of knowledge about the scenario.

The next definition refers to weakly connected
components: a directed graph is said to be weakly
connected if the undirected graph resulting from
removing the orientation of the edges is connected,
i.e. if any pair of vertexes w, v in the undirected graph
has a path from w to v.

Definition 7. (Weak incomparability). Given a pre-
order P , two outcomes w, v ∈ P are said to be weakly
incomparable if they belong to the same weakly con-
nected component of P but there does not exist a path
from w to v or vice-versa.

Weak incomparability describes a less problematic
situation. In this case, preferences are reported for
values in the domain, but the incomparability is due
to some missing dependencies among features. We
can reduce the number of incomparable outcomes by
adding dependencies among features.

4.2. Modeling Deontic Language with GCP-nets

In this section, we define the GCP-net that is
induced by a given set of prescriptions. We call this
extension a Prescriptive CP-net.

Definition 8. Let C ⊆ CPDL+ (Atm) be a set of
statements. A prescriptive CP-net C = (G, CPT )
is a generalized CP-net (with G a directed graph over

Fig. 1. The GCP-net which represents Mary’s community prefer-
ences of Example 1.

a set of variables V ) defined as follows:

– for each atomic proposition vi ∈ Atm corre-
sponds a variable Vi ∈ V with Dom(Vi) =
{vi, v̄i}

– for each conditional obligation O(ψ|φ) ∈ C and
each conditional liberty L(ψ|φ) ∈ C, dependen-
cies are introduced in G. Specifically, for each
literal xj ∈ ψ, a directed edge is introduced
between Xj and � in G, thus Xj becomes a
parent of �

– each obligation O(ψ|φ) ∈ C induces a strict
order over Dom(�) given the assignment ψ such
that CPT (�) = {ψ : φ̄ ≺ φ} and each liberty
L(ψ|φ) ∈ C induces a weak order over Dom(�)
given the assignment ψ such that CPT (�) =
{ψ : φ̄ ≈ φ}.

Notice that variables with empty CP-tables or par-
tially empty CP-tables may exist. These variables will
induce incomparability in the preorder.

Based on preferences described in Example 1,
Fig. 1 reports the dependency graph and CP-tables
of the prescriptive CP-net which represents Mary’s
community preferences. The prescriptive CP-net is
over the set of variables V = {B, C, D, F, W}. Notice
that: (a) Variable B does not have a CP-table because
the community did not express any preferences about
bobcats. (b) The indifference on the values of variable
C describes the liberty to have or not cats.

The strong attitude about dogs induces strict order
over the domain of the variable D, similarly, orders
over the variable W depend on the strong preference
for the white color. Orders over the variable F depend
on whether or not there is a dog.

The partial order induced by the GCP-net is
reported in Fig. 2. The binary relation among out-
comes is based on dependencies and preferences
reported in the CP-tables of the GCP-net. For
instance, outcome cdfwb is indifferent to outcome
cdfwb, this is due to the indifference on values of
the variable C all the rest being equal. In order to
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Fig. 2. The partial order induced by the GCP-net in Fig. 1: for the sake of readability, we group into the same nodes some outcomes of the
preference model. Outcomes in the same node are indifferent, this is due to the indifference over the values of variable C.

maintain a low level of complexity in the representa-
tion of the partial order, we group into the same node
outcomes that differ only in the value of the variable
C.

Another example is cdfwb ≺ cdfwb, this is
because ¬dog-assignments are ceteris-paribus better
than dog-assignments. Instead, following Definition
7, cdfwb and cdfwb are weakly incomparable:
albeit they belong to the same weakly connected com-
ponent, there does not exist a path from one outcome
to the other nor vice-versa.

Notice that the preference graph has two compo-
nents. Outcomes in the two components differ on the
assignment of the variable B for which no prefer-
ences are expressed. Thus each component represents
a scenario: one in which we consider the presence of
bobcats, and the other in which there are no bob-
cats. Following Definition 6, cdfwb and cdfwb are
strongly incomparable.

4.3. Mapping Preference Models to GCP-nets

In this section we shall provide a ceteris paribus
semantics for the deontic language provided above.
In the next session, we shall show that this semantics
identifies models that correspond to GCP-nets. The
semantics of the deontic language is defined in terms
of preference relations on worlds.

Definition 9. (Preference models of CPDL+ ). A
preference model of CPDL+ , M = (U, �) is a pre-
order � on the set U of outcomes.

A set of ceteris-paribus conditional obligations
and liberties C is consistent if it has at least one
model, and inconsistent otherwise. A set of ceteris-
paribus conditional obligations and liberties C entails
another preference formula C′, written C |= C′, if
every model of C is also a model of C′. In the fol-
lowing definition, an outcome refers to conjunctions
of propositional literals referring to each variable in
V exactly once, and which are consistent. Thus, for
instance, φ refers to the valuation of variable �. Satis-
faction for formulas in the language CPDL+ (Atm)
is defined as follows, where u |= ϕ means that the
propositional formula ϕ is true at the valuation cor-
responding to the outcome u:

Definition 10. (Satisfaction in CPDL+ [28]). Let
M = (W, �) be a preference model and let w ∈ W .
Then:

M, w |= O(ψ|ϕ) ⇐⇒ ∃v ∈ W such that M, v |= ϕ ∧ ψ,

and ∀v, u ∈ ||ψ||M : if M, v |= ϕ

and v �Atm\Atm(ϕ) u then M, u |= ϕ

M, w |= P(ψ|ϕ) ⇐⇒ ∃v ∈ W such that M, v |= ϕ ∧ ψ,

and ∀v, u ∈ ||ψ||M : if M, v |= ϕ

and v ≺Atm\Atm(ϕ) u then M, u |= ϕ
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where ||ψ||M = {w ∈ W : M, w |= ψ} is the truth set
of ψ relative to the preference model M.

The class of models satisfying a set of norms
C is denoted with C. Among all the possible
M ∈ C, rel( C) ⊆ C is the subset of models
that refers only to consistent conjunctions of propo-
sitional literals in C. Then MC = (U, �C) is the
preference model such that for each M = (U, �) ∈
rel( C), �C⊆�.

Proposition 1. As a liberty is a bilateral permission
(L(ψ|φ) =def P(ψ|φ) ∧ P(ψ|¬φ)), we have that

M |= L(ψ|φ) ⇐⇒ ∀v, u ∈ U : v |= ψ, u |= ψ,

if v |= φ and v ≺(−�) u then u |= φ, and

if v |= ¬φ and v ≺(−�) u then u |= ¬φ

Given the previous definitions we now show that
a set of ceteris-paribus norms in CPDL+ (Atm) is
expressible with a prescriptive CP-net, this means that
the preorder induced by the GCP-net is a model which
satisfies C.

Theorem 1. Given a set of norms C ⊆
CPDL+ (Atm) and the prescriptive CP-net C,

then Ord
C

= MC.

Proof. This is equivalent to proving that for each norm
N ∈ C

MC |= N iff Ord
C

|= N (1)

We show how to prove (1) showing how this can
be done for obligations. Let start by assuming that
MC |= O(ψ|φ), by definition this is equivalent to
∀u, v ∈ U : u ≺ψ,φ v, thus for consistency of C

with C:

Ord
C

|= ψ : ¬φ ≺ φ

Ord
C

|= ∀y1, y2 ∈ (V − � − {�}) :

¬φψy1 ≺ φψy2

by definition, this is equivalent to

Ord
C

|= ∀u, v ∈ U : u, v |= ψ, u |= ¬φ, v |= φ

Ord
C

|= O(ψ|φ)

This proves =⇒ direction. We show the other
way round (⇐=) by contradiction. Let us assume
that Ord

C
/� O(ψ|φ), thus O(ψ|φ) /∈ but this

means that also O(ψ|φ) /∈ C. But this is a contradic-
tion. �

On the basis of the GCP-net models described
above the following proposition holds.

Proposition 2. A contrary-to-duty framework having
the following prescriptions O(φ), O(¬φ|ψ),O(φ|¬ψ)
is modelled by a consistent prescriptive CP-net.

Proof. The CP-net is reported in Fig. 3a, and the
induced partial order is depicted in Fig. 3b. �

5. Possible applications

Our analysis shows that a set of norms expressed in
deontic logic can be translated into a corresponding
GCP-net without loss of semantics, thus providing
a conditional preference network giving a compact
representation.

On the contrary, GCP-nets allow different scenar-
ios to be modelled and interesting properties and
information about the set of norms to be inferred.
Adopting the GCP-net framework we are able to rea-
son about:

Dominance testing: the problem consists in decid-
ing whether one outcome v dominates another
outcome u, i.e. u ≺ v.

Consistency testing: the problem consists in find-
ing out whether there is a dominance cycle in the
preorder defined by a GCP-net, i.e. whether there is
an outcome that dominates (is preferred to) itself.

Both of the aforementioned problems are usually far
from easy. In general both dominance and consis-
tency for CP-nets can be NP-complete [5, 18]. But
when the CP-net is over a set of binary variables, and
the dependency graph is a tree, the dominance test-
ing becomes linear in the number of variables, if it
is a poly-tree then dominance testing becomes poly-
nomial in the number of variables [5]. Moreover, in
many scenarios, the presence of cycles in the depen-
dency graph means that the network is inconsistent
[14]. Thus, consistency testing would allow incon-
sistencies (contradiction) to be determined in a set
of norms while the dominance test allows for testing
whether one world is better than another. There are
other possible applications that can be enabled with
the adoption of a GCP-net, we briefly describe them
in the next paragraphs.

Preference comparison.. Another application of this
preference framework is in the comparison of prefer-
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Fig. 3. (3a) The prescriptive CP-net induced by the duty framework of Proposition 2. (3b) The partial order induced by the prescriptive
CP-net which satisfies the duty framework of Proposition 2.

ences. We can think of the decision-making process
as an evaluation of the resulting state-of-affairs. We
choose one among all the available options because
we prefer the resulting state-of-affair over the others.
Thus, we can think of moral and normative judge-
ments as a form of preferences, driven by moral or
normative reasoning [43]. Finding a feasible way to
model, reason, and compare these preferences are
central in the field of Artificial Intelligence in order
to ensure a convergence of AI agents’ behavior with
humans’ values.

One possible solution is to compute the dis-
tance among preferences by exploiting the compact
representation of such domains. In recent studies,
preferences represented with compact representation
are used in metric spaces in order to define how
similar they are [26, 30]. When both the normative
system and individual preferences are represented
compactly, preferences comparisons might be use-
ful to understand whether an agent is deviating from
the desired behaviour–which is depicted by the legal
framework. When this is the case, the system might
intervene to find a trade-off which better aligns with
the set of values [32].

Let us expand Example 1 in order to depict a situa-
tion in which preferences of individuals deviate from
the normative system.

Example 2. (Running Example continued). The
inhabitants of Cattown are not homogeneous in their

preferences, but they have different opinions on the
norms that Mary enforced. Bob, for instance, moved
to Cattown because of his job. He is a dog lover and
he has a beautiful Golden Retriever with him. At the
same time, he is respectful of the law and shares the
same worries about fences when a dog is on a prop-
erty. Bob’s preferences are reported in the CP-net of
Fig. 4a.

On the other side, a group of activists in Cattown
is fighting the normative system and attacking the
set of obligations and permissions which should reg-
ulate the presence of dogs, cats and fences. They
think that anyone–humans and animals–should move
freely in the city and thus they prefer to live with-
out fences. Moreover, many of the people in the
group are dog lovers and are indifferent to cats.
The preferences of this group are represented in Fig.
4b.

The previous example describes the different
points of view that might exist in society: different
perspectives that people might have over the same set
of features, a situation which is very common in prac-
tice. Sometimes norms are closed to the preferences
of people, some others are not.

We can use a metric space to measure the similarity
of preferences in Mary’s community [30, 33]. This
may help to understand which individual is adher-
ing to the normative system or how to adjust the set
of obligations and permissions in order to mitigate
differences in society.
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Fig. 4. (4a) The GCP-net which represents Bob preferences of Example 2. (4b) The GCP-net represents preferences of the group of activists
as described in Example 2.

A definition of distance over GCP-nets does not
exist yet, but existing metrics work on the induced
partial orders making the comparison feasible.

These kinds of assessments may be used to study
possible ways of changing a normative system in
order to get closer to the preferences of individuals in
the community. This should be done to reduce diver-
gences between a group of people and the normative
system. On the contrary, they can also be used to
identify which part of the normative system is more
infringed.

Modelling factual and deontic detachment.. The pro-
posed language allows two important principles of
detachments related to the conditional nature of the
modeled norms to be modelled:

– Factual detachment: It represents a situation
where a conditional norm O(φ|ψ) exists. If φ is
true in the scenario, then we can conclude that
in that specific scenario it ought to be that ψ.

– Deontic detachment: It represents a situation
where two norms O(φ) and O(φ|ψ) exist, the
first prescribing the state which is the antecedent
of the second. We can then conclude that in the
scenario it ought to be ψ.

The CP-net framework allows us to model fac-
tual detachment: from fact φ and conditional norm
O(φ|ψ) we infer ψ. In the CP-net, factual detachment
can be computed by considering the partial assign-
ments of variables in P corresponding to φ: for each
literal p or ¬p in φ the corresponding atom p in P

is assigned respectively true or false. Then for each
CP-table of the descendants of P , we consider only
preference orders where atoms in P have the given
partial assignments. The process is repeated recur-
sively for each atom in P . Called m the number of
atoms in P , if the dependency graph is acyclic, then
this can be done in O(m).

On the contrary, deontic detachment cannot be
captured by our preference model. Indeed, inferring
O(ψ) from O(φ|ψ) when O(φ) is the case, corre-
sponds to removing the edges in the dependency
graph between variables corresponding to φ and to
ψ. This move is not allowed since within the CP-net
framework it is not possible to remove a dependency
between two variables unless it is a fake dependency.
A fake dependency is introduced in the dependency
graph when it concerns complementary literals p

and ¬p. This would apply for instance to a pair of
obligations O(p|q) and O(¬p|q) (i.e., an obligation
that has the same consequent and complementary
antecedents).

Modelling disjunctive obligations.. The proposed
language does not allow for deontic operators O and
P to be applied to disjunctions. This means that the
consequent of norms cannot contain disjunctions.

This limitation, however, does not really affect the
expressiveness of the language, since an obligation
to realise at least one of two states of affairs φ and
ψ can be modelled through the combination of two
obligations O(¬φ|ψ) and O(¬ψ|φ), possibly with
permissions to realise both, P(φ) and P(ψ), if this
is meant to be the case.

Let us exemplify this situation by expanding our
running example.

Example 3. (Running example continued). The
municipality of Cattown is tolerant towards the own-
ership of dogs, as long as they are kept in private
properties. As already mentioned, for some security
reasons, if there is a dog on a property then there
should also be a fence. This would allow the dog to
be left free on the property. Otherwise, the munici-
pality tolerates the absence of a fence, but in these
cases, dogs must be kept on a leash.
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Fig. 5. The prescriptive CP-net which represents the normative
system described in the Example 3.

The previous example describes a situation where
mutually exclusive norms can be enforced. Using our
language, the normative system can be represented
with the following obligations:

O(d ∧ ¬f |l) ∧ O(d ∧ ¬l|f )

Focusing only on the norms in Example 3, we can
build the prescriptive CP-net represented in Fig. 5.
Notice that in this case the dependency graph of the
related prescriptive CP-net is not acyclic.

6. Conclusions

GCP-nets, and their variants, are an interesting and
emerging preference frameworks that enable the rep-
resentation of conditional preferences in a compact
way. These frameworks are adopted in many different
scenarios. For instance, in recommender systems, it is
used to improve the accuracy of personalized search
[51], and recently it was also employed to capture and
represent how the deliberation process of a group of
individuals switches to different moral frameworks
in order to make a moral decision [1].

In this work, we have shown how to model
contrary-to-duty obligations and permissions using
GCP-nets. Using this formalism, we have also shown
how to capture the distinction between strong and
weak permissions. In order to do that, we adopted
a restricted deontic logic representing a set of obli-
gations and permissions. The resulting normative
system induces a preference order over the possible
worlds.

The adoption of these preference representations
shall allow the combination of machine learning
methods and standard reasoning frameworks to com-
pare preferences from different users [33].
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