# High-precision abundances of first-population stars in NGC 2808: confirmation of a metallicity spread 
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#### Abstract

Photometric investigations have revealed that Galactic globular clusters (GCs) exhibit internal metallicity variations amongst the socalled first-population stars, which until now were considered to have a homogeneous initial chemical composition. This is not fully supported by the sparse spectroscopic evidence, which so far gives conflicting results. Here, we present a high-resolution re-analysis of five stars in the Galactic GC NGC 2808 taken from the literature. Target stars are bright red giants with nearly identical atmospheric parameters belonging to the first population according to their identification in the chromosome map of the cluster, and we measured precise differential abundances for $\mathrm{Fe}, \mathrm{Si}, \mathrm{Ca}, \mathrm{Ti}$, and Ni to the $\sim 0.03$ dex level. Thanks to the very small uncertainties associated with the differential atmospheric parameters and abundance measurements, we find that target stars span a range of iron abundance equal to $0.25 \pm 0.06$ dex. The individual elemental abundances are highly correlated with the positions of the stars along the extended sequence described by first-population objects in the cluster chromosome map: bluer stars have a lower iron content. This agrees with inferences from the photometric analysis. The differential abundances of all other elements also show statistically significant ranges that point to intrinsic abundance spreads. The $\mathrm{Si}, \mathrm{Ca}, \mathrm{Ti}$, and Ni variations are highly correlated with iron variations and the total abundance spreads for all elements are consistent within the error bars. This suggests a scenario in which short-lived massive stars exploding as supernovae contributed to the self-enrichment of the gas in the natal cloud while star formation was still ongoing.
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## 1. Introduction

Our views of the stellar populations hosted by Galactic globular clusters (GCs) have undergone a substantial change during the last couple of decades. Both spectroscopic and photometric observations have revealed that GCs do not align with the standard paradigm of being populated by stars of the same age and initial chemical composition; instead they host multiple populations (MPs) of stars that show themselves through (anti-)correlated variations of elements such as $\mathrm{C}, \mathrm{N}, \mathrm{O}, \mathrm{Na}$ (in some cases also Mg and Al ), and He (see, e.g. Gratton et al. 2012, 2019; Bastian \& Lardo 2018; Cassisi \& Salaris 2020, for reviews). Stars with C, N, O, and Na (and He) abundance patterns similar to those of field stars at the same $[\mathrm{Fe} / \mathrm{H}]$ are usually named Population 1 (P1) - or first-generation stars, according to the formation scenarios that envisage subsequent episodes of star formation as the origin of MPs (see e.g. D'Ercole et al. 2008; Decressin et al. 2008; Renzini et al. 2022) - while stars showing a range of N and Na (and He ) overabundance and C and O depletion compared to field stars at the same $[\mathrm{Fe} / \mathrm{H}]$ are named Population 2 (P2) or second-generation stars. In the scenarios that incorporate multiple star formation episodes, these objects were formed later from material processed by some class of massive stars born in the first epoch of star formation.

Recent results from the HST UV legacy survey of Galactic GCs (Piotto et al. 2015; Milone et al. 2017a) revealed the signature of yet another chemical inhomogeneity among GC stars in addition to the distinction between P1 and P2 objects. By employing photometric filters at wavelengths shorter than $\sim 4500 \AA$, which are especially sensitive to star-to-star differences in C, N, and O abundances (see e.g. Sbordone et al. 2011; Piotto et al. 2015; Cassisi et al. 2013), Milone et al. (2017b) presented pseudo two-colour diagrams of red giant branch (RGB) stars $\Delta_{(F 275 W-F 814 W)}-\Delta_{C(F 275 W, F 336 W, F 438 W)}$ named 'chromosome maps ${ }^{1}$ for 57 Galactic GCs. In these diagrams, P1 and P2 stars can be easily identified, and the P1 RGB stars of any particular cluster - which should be chemically homogeneous - are expected to be distributed around the origin of the map coordinates $\left(\Delta_{(F 275 W-F 814 W)} \sim 0, \Delta_{C(F 275 W, F 336 W, F 438 W)} \sim 0\right)$, spanning a narrow range of $\Delta_{(F 275 W-F 814 W)}$ and $\Delta_{C(F 275 W, F 336 W, F 438 W)}$ values. On the other hand, P2 stars (with a spread of abundances of $\mathrm{C}, \mathrm{N}, \mathrm{O}, \mathrm{Na}$, and He ) cover a wide range of both

[^0]coordinates (Milone et al. 2015, 2017b; Carretta et al. 2018; see also Fig. 1).

However, Milone et al. (2017b) showed that the chromosome maps of the majority of their sample of Galactic GCs display spreads in their P1 subpopulations, specifically in the $\Delta_{(F 275 W-F 814 W)}$ colour. These extended P1 sequences must be the result of some form of chemical inhomogeneity among P1 stars, and variations in He and Fe have been proposed. Investigations by Milone et al. (2015, 2018), Lardo et al. (2018), and Marino et al. (2019a) demonstrated that either a range of initial He abundances at fixed total metallicity or a range of metallicity at fixed He content can explain the extended $\Delta_{\text {(F275W-F814W) }}$ sequences, with the more metal-poor or He-rich P1 stars populating the lower $\Delta_{(F 275 W-F 814 W)}$ values (corresponding to hotter and bluer RGB stars).

Very recently, Legnardi et al. (2022) investigated the two metal-rich Galactic GCs NGC 6362 and NGC 6838, both showing extended P1 sequences in the chromosome maps. These authors devised appropriate combinations of magnitudes in the $F 275 W, F 336 W, F 438 W$, and $F 814 W$ HST filters for P1 subgiant branch stars that are able to disentangle the effect of metallicity and helium variations; by comparisons with theoretical isochrones, Legnardi et al. (2022) found that a range of total metallicity and not helium is present among P1 stars in these two clusters and, by extrapolation, in all other GCs with extended P1 in their chromosome maps.

Lardo et al. (2022) developed an alternative, independent method that makes use of HST near-ultraviolet (NUV) and optical photometry of RGB stars to disentangle the effect of metallicity and helium abundance in P1 stars. These authors applied their technique to the Galactic GCs M 92, NGC 2808, and NGC 6362, which cover almost the full range of $[\mathrm{Fe} / \mathrm{H}]$ spanned by the Galactic GCs, and extended P1 sequences in their chromosome maps, confirming that metallicity spreads are present among their P1 stars. These results obtained from photometric analyses imply that most of the Galactic GCs display a range of initial metallicities, and not just a handful of well-known objects, such as $\omega$ Centauri and M54 (see e.g. Carretta et al. 2009; Marino et al. 2015).

Recent high-resolution spectroscopic investigations specifically targeting P1 stars have provided conflicting results. Marino et al. (2019b) studied 18 RGB stars belonging to the extended P1 of NGC 3201, and found a range of the overall metallicity on the order of $0.1-0.15$ dex. On the other hand, six RGB stars distributed along the extended P1 of the GC NGC 2808 - one of the clusters studied photometrically by Lardo et al. (2022) were investigated spectroscopically by Cabrera-Ziri et al. (2019), who did not find a statistically significant spread in metallicity, at odds with the results from photometry.

Given the importance of direct spectroscopic measurements in corroborating the conclusions based on photometric methods, here we present a reanalysis of the chemical composition of P1 stars in NGC 2808. We made use of the same data published by Cabrera-Ziri et al. (2019) but this time instead of determining 'absolute' abundances independently for all targets, we performed a purely differential analysis, measuring the relative abundances of several metals with respect to a reference star. This way, the effect of systematic errors that add substantially to the total error budget on the chemical abundances are minimised, and small metallicity differences can be revealed with much higher statistical significance. Section 2 briefly presents the spectroscopic data, followed by a description of our analysis in Sect. 3, and a discussion of the results in Sect. 4. Our conclusions are presented in Sect. 5.


Fig. 1. Positions of the target stars in the chromosome map and in the $F 814 W-(F 438 W-F 814 W)$ CMD of NGC 2808 are shown in the top and bottom panel, respectively. Photometric data are from Nardiello et al. (2019).

## 2. Data

The five P1 stars analysed in this work are from Cabrera-Ziri et al. $(2019)^{2}$. Targets are placed in an extremely narrow region of the $F 814 W-(F 438 W-F 814 W)$ colour magnitude diagram (CMD; see Fig. 1), with similar optical colours and magnitudes. This minimises the impact on the spectra of differences in stellar atmospheric parameters. However, these targets cover the full $\Delta_{(F 275 W-F 814 W)}$ extension of the P1 population in the chromosome map of NGC 2808, as shown in Fig. 1. Also, they are all confirmed cluster members according to proper motions and radial velocities (Cabrera-Ziri et al. 2019).

High-resolution spectra were taken with MIKE at the Magellan-Clay telescope (Bernstein et al. 2003) using the $0.7 \times$ $5 \mathrm{arcsec}^{2}$ slit, which provides a spectral resolution of $\sim 40000$ in the red arm. Raw spectra were reduced with the CarPy version of the pipeline (Kelson et al. 2000; Kelson 2003). The typical signal-to-noise ratio of MIKE spectra is $\approx 50-60$ at $5800 \AA$. Additional details can be found in Cabrera-Ziri et al. (2019).

[^1]

Fig. 2. Spectra of stars S276739 (black) and S57615 (light grey) with very similar positions in the optical CMD. Some prominent metallic lines are labelled.

Figure 2 shows an example of the reduced one-dimensional spectra for stars S276739 and S57615 in two wavelength regions. These stars occupy almost the same place in the optical CMD of the cluster, but two very different locations along the P1 sequence in the chromosome map (see Fig. 1) and show very different metal-line strengths. This suggests the need for reanalysis of the Cabrera-Ziri et al. (2019) stars using a differential technique able to attain very high precision in the determination of relative abundances.

## 3. Chemical analysis

Given that we are interested in establishing whether abundance variations are present amongst P1 stars, we performed a differential line-by-line analysis with respect to a selected reference star. This allowed us to achieve a precision in the measurement of the relative abundances of equal to $\sim 0.03$ dex (e.g. Meléndez et al. 2009, 2012; Alves-Brito et al. 2010; Ramírez et al. 2012, 2014; Yong et al. 2013; Reggiani et al. 2016; Spina et al. 2018; Nissen \& Gustafsson 2018; Casamiquela et al. 2020; McKenzie et al. 2022).

We made use of the software qoyllur-quipu ( $\mathrm{q}^{2}$; Ramírez et al. 2014) ${ }^{3}$, which employs the 2019 version of the spectrum synthesis code MOOG (Sneden 1973) for the calculations (specifically the abfind driver). We adopted the standard metal distribution of the MARCS grid of 1D local thermodynamic equilibrium (LTE) model atmospheres (Gustafsson et al. 2008), and interpolated the model atmospheres linearly to the input atmospheric parameter values when necessary.

[^2]The equivalent widths (EWs) were measured with the code DAOSPEC (Stetson \& Pancino 2008) through the wrapper 4DAO (Mucciarelli 2013, 2017). The atomic linelist is from Heiter et al. (2021). Only lines with a EW between 10 and $120 \mathrm{~m} \AA$ were considered in the abundance analysis, to avoid weak and noisy lines, as well as very strong features in the flat part of the curve of growth. Moreover, we considered only lines between 4800 and $6800 \AA$, to sample the region with the highest signal-tonoise ratio not affected by telluric absorption. All the lines with EW uncertainties larger than $15 \%^{4}$ are also excluded. Finally, to compute the abundance of iron, we kept only lines within $1 \sigma$ from the median iron value.

### 3.1. Atmospheric parameters for the reference star

We selected the star S55974 as a reference object, because its effective temperature ( $T_{\text {eff }}$ ) is close to the median value of the sample stars (Cabrera-Ziri et al. 2019). Initial guesses for effective temperature $\left(T_{\text {eff }}\right)$, surface gravity $(\log g)$, microturbulence velocity $\left(v_{\mathrm{t}}\right)$, and metallicity ( $[\mathrm{Fe} / \mathrm{H}]$ ) are from Cabrera-Ziri et al. (2019). Specifically, these authors derived $T_{\text {eff }}$ from the dereddened ( $V-I$ ) colour (Sarajedini et al. 2007) using the Alonso et al. $(1999,2001)$ calibration. Surface gravities were estimated using the computed $T_{\text {eff }}$ and the stellar luminosity as determined from the photometry by assuming an RGB mass equal to $0.8 M_{\odot}$, a reddening $E(B-V)=0.22$, and a distance modulus $(m-M)_{V}=15.59$ (Harris 1996), and bolometric corrections from Alonso et al. (1999). Finally, microturbulent velocities were obtained by erasing any trend between the mean iron abundance derived from the FeI lines and the logarithm of the
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Fig. 3. Absolute abundances from individual neutral iron lines $\mathrm{A}(\mathrm{Fe} \mathrm{I})$ for the reference object S55974 vs their EP, REW, and wavelength (from top to bottom) using the atmospheric parameters from Cabrera-Ziri et al. (2019). Blue crosses denote abundances from the FeI lines and green circles indicate abundances from the Fe II lines. The solid blue lines are linear fits to the Fe I data and the black line in the bottom panel is a horizontal line at the average value of the iron abundance.
reduced equivalent widths (REWs), defined as $\log$ (REW) $=$ $\log (\mathrm{EW} / \lambda)$, where EW is the equivalent width of the line centred at wavelength $\lambda$.

Figure 3 shows the diagnostic plots for S55974 when the photometric parameters from Cabrera-Ziri et al. (2019) are adopted. In particular, we set $T_{\text {eff }}=4809 \mathrm{~K}, \log (g)=2.15$ dex, and $v_{\mathrm{t}}=1.30 \mathrm{~km} \mathrm{~s}^{-1}$ and derived absolute iron abundances for S55974 of $\mathrm{A}(\mathrm{Fe} \mathrm{I})=6.39 \pm 0.07$ and $\mathrm{A}(\mathrm{Fe}$ II $)=6.46 \pm 0.05$ for the neutral and ionised iron lines, respectively. The fact that the iron abundance shows no trend with the excitation potential (EP) and the REW, suggests that both the effective temperature and microturbulence are neither underestimated nor overestimated. Iron abundances from Fe I and Fe II are different, because we did not impose ionising equilibrium to infer gravities, but the derived abundances are fully consistent within the errors. This suggests that surface gravity is also neither underestimated nor overestimated. The slopes of the linear fit between absolute iron abundance $\mathrm{A}(\mathrm{Fe} \mathrm{I})$ and EP and REW are in both cases zero within the errors (A(Fe I) vs. EP has a slope equal to $0.006 \pm 0.006$, and $\mathrm{A}(\mathrm{Fe} \mathrm{I})$ vs. REW has a slope equal to $-0.012 \pm 0.021$ ). The same applies to absolute iron abundance from ionised iron absorption lines.

Starting from those initial $T_{\text {eff }}, \log g$, and $v_{\mathrm{t}}$, we computed spectroscopic stellar parameters for the star S55974 using the standard excitation/ionisation balance technique. In particular, we use $q^{2}$ to find those values that minimise the slopes of iron abundance versus the line EP and REW (e.g. to derive $T_{\text {eff }}$ and $v_{\mathrm{t}}$; respectively), and match the average FeI and Fe II abundances (e.g. to estimate $\log g$ ), iterating by varying $T_{\text {eff }}, \log g$, and $v_{\mathrm{t}}$ in steps of $8 \mathrm{~K}, 0.08$ dex, and $0.08 \mathrm{~km} \mathrm{~s}^{-1}$, respectively, until $\mathrm{q}^{2}$ converges.

After optimisation, we derive atmospheric parameters that are fully compatible with the ones inferred from photometry by Cabrera-Ziri et al. (2019). We find $T_{\text {eff }}=4834 \mathrm{~K}, \log (g)=$ 2.06 dex, and $v_{\mathrm{t}}=1.29 \mathrm{~km} \mathrm{~s}^{-1}$, with formal $1 \sigma$ errors equal


Fig. 4. Same as Fig. 3 but for the atmospheric parameters computed using the standard spectroscopic approach. In particular, in this case we are using iron ionising equilibrium as a gravity indicator.
to $e T_{\text {eff }}=26 \mathrm{~K}, e \log g=0.07 \mathrm{dex}$, and $e v_{\mathrm{t}}=0.04 \mathrm{~km} \mathrm{~s}^{-1}$, respectively. These values represent the precision with which we are able to minimise Fe abundance trends and Fe I -versus- Fe II iron abundance differences. They therefore do not reflect the full uncertainties in stellar parameters, which are dominated by systematic uncertainties.

Diagnostic plots for the spectroscopic parameter case are shown in Fig. 4. In this case, the derived absolute iron abundances for neutral and ionised iron lines are of $\mathrm{A}(\mathrm{FeI})=6.42 \pm 0.07$, and $\mathrm{A}(\mathrm{Fe}$ II $)=6.42 \pm 0.05$; respectively. Therefore, absolute iron abundances $\mathrm{A}(\mathrm{Fe} \mathrm{I})$ for the reference star S55974 differ by only +0.03 dex when spectroscopic parameters are adopted instead of those based on photometry. Also in this case, the slopes of the linear fit between $\mathrm{A}(\mathrm{Fe} \mathrm{I})$ versus EP and $\mathrm{A}(\mathrm{Fe} \mathrm{I})$ versus REW are almost zero ( $\mathrm{A}(\mathrm{Fe} \mathrm{I})$ vs. EP slope $=0.001 \pm 0.006$, and $\mathrm{A}(\mathrm{Fe} \mathrm{I})$ vs. REW slope $=-0.003 \pm 0.02$ ).

### 3.2. Line-by-line differential stellar parameters

Once we had determined $T_{\text {eff }}, \log g$, and $v_{\mathrm{t}}$, and iron abundances for the reference star S55974, we moved to the differential analysis for the other stars in the sample (see Yong et al. 2013; McKenzie et al. 2022, where high-precision differential abundance measurements were obtained for NGC 6752 and M 22; respectively).

The differences $\Delta[\mathrm{Fe} / \mathrm{H}]$ for each object were measured relative to the iron abundance of the reference star S55974 on a line-by-line basis. If $[\mathrm{Fe} / \mathrm{H}]_{i}$ is the iron abundance derived for a given iron line $i$, the abundance difference (program star-reference star) for the same line is:
$\Delta[\mathrm{Fe} / \mathrm{H}]_{i}=[\mathrm{Fe} / \mathrm{H}]_{i}^{\text {star }}-[\mathrm{Fe} / \mathrm{H}]_{i}^{\text {reference }}$.
We then proceeded with the analysis using the standard spectroscopic approach. First, we applied the condition of excitation equilibrium by minimising the slopes of these abundance differences for Fe I versus EP ; thus imposing the following constraint:
$\frac{\partial\left(\Delta[\mathrm{Fe} / \mathrm{H}]_{i}\right)}{\partial(\mathrm{EP})}=0$.

Secondly, we considered the abundance differences for Fe I as a function of reduced equivalent width, REW, and imposed the following constraint:
$\frac{\partial\left(\Delta[\mathrm{Fe} / \mathrm{H}]_{i}\right)}{\partial(\mathrm{REW})}=0$.
This allowed us to minimise the impact of model uncertainties as well as errors in the atomic data because they cancel out in each line calculation. This is particularly true in our case, given that all stars have very similar temperatures and gravities and are also similar to the star adopted as reference.

We then defined the average abundance difference for iron as:
$\Delta[\mathrm{Fe} / \mathrm{H}]=\frac{1}{N} \sum_{i=1}^{N} \Delta[\mathrm{Fe} / \mathrm{H}]_{i}$,
where $N$ is the number of lines considered.
Figure 5 shows the diagnostic plots (e.g. abundance vs. EP/REW/wavelength plots) for the programme stars used to derive atmospheric parameters and iron abundances with respect to the reference star S55974. We note that each symbol denotes the differential (neutral and ionised) iron abundance with respect to the reference star S55974. In all cases, the slopes of the linear fit between $\Delta[\mathrm{Fe} / \mathrm{H}]$ versus EP and $\Delta[\mathrm{Fe} / \mathrm{H}]$ versus REW are zero.

Next, we present a comparison between our final values of the atmospheric parameters $T_{\text {eff }}, \log g$, and $v_{\mathrm{t}}$ and those derived by Cabrera-Ziri et al. (2019) from photometry in Fig. 6. This figure shows that the agreement between the two studies is excellent: differences are vanishingly small and in all cases are within the typical errors quoted in Cabrera-Ziri et al. (2019), amounting to $\pm 75 \mathrm{~K}, \pm 0.2$ dex and $\pm 0.2 \mathrm{~km} \mathrm{~s}^{-1}$ for $T_{\text {eff }}, \log g$, and $v_{\mathrm{t}}$, respectively (see Mucciarelli \& Bonifacio 2020, for a discussion on the applicability of the spectroscopic approach to GC studies across the entire metallicity range).

The final parameters and differential iron abundances are listed in Table 1. This table also reports the formal errors associated with the measurements, which represent the internal precision of the technique (e.g. Epstein et al. 2010; Bensby et al. 2014). The average internal errors on the derived atmospheric parameters and differential abundances are: $\sigma\left(T_{\text {eff }}\right)=32 \mathrm{~K}, \sigma(\log g)=0.10 \mathrm{dex}, \sigma\left(v_{\mathrm{t}}\right)=0.06 \mathrm{~km} \mathrm{~s}^{-1}$, and $\sigma(\Delta[\mathrm{Fe} / \mathrm{H}])=0.03$ dex. These do not reflect the true uncertainties, which are dominated by systematic errors, but this is not an issue for our analysis because we are interested in measuring abundance differences rather than absolute values.

### 3.3. Line-by-line differential chemical abundances

We also calculated differential abundances for all the elements with more than three clean and relatively strong features in the wavelength range considered. For any species (X), we define the average abundance difference in a manner similar to that used for iron:
$\Delta[\mathrm{X} / \mathrm{H}]=\frac{1}{N} \sum_{i=1}^{N} \Delta[\mathrm{X} / \mathrm{H}]_{i}$,
where
$\Delta[\mathrm{X} / \mathrm{H}]_{i}=[\mathrm{X} / \mathrm{H}]_{i}^{\text {star }}-[\mathrm{X} / \mathrm{H}]_{i}^{\text {reference }}$,
where $[\mathrm{X} / \mathrm{H}]_{i}$ is the elemental abundance derived for a given absorption line $i$. Here, we account for lines of $\mathrm{Si}, \mathrm{Ca}, \mathrm{Ti} \mathrm{II}$, and

Ni , and the derived abundance differences are listed in Table 1. The same table also gives the error associated with the differential abundance measurements. As seen in Table 1, the ranges of relative abundance for all the measured elements are substantially larger than the individual measurement uncertainties.

Finally, we did not consider non-local thermodynamic equilibrium (NLTE) effects in our analysis. Indeed, the impact of NLTE corrections on relative abundances is negligible because stars occupy the same region in the optical CMD of the cluster (Lind et al. 2012).

## 4. Discussion

Thanks to the small errors associated with our derived differential abundances, our analysis is capable of revealing subtle differences in the elemental abundances in P1 stars. Indeed, Table 1 shows that the range of relative abundances for all elements is much larger than the average uncertainty on the individual values. In the case of Fe , for example, we find a range equal to $0.25 \pm 0.06$ dex, which means an Fe abundance spread among our sample of P 1 stars that is significant at more than the $3 \sigma$ level.

The individual absolute abundances determined by Cabrera-Ziri et al. (2019) provided a spread equal to $0.23 \pm 0.13$ dex, which is similar to our result but with a much larger error, implying a low statistical significance, and led the authors to conclude that there is no metallicity spread among P1 stars in this cluster. We also note that the lack of any detection of intrinsic iron variations by Cabrera-Ziri et al. (2019) is not due to the different set of atmospheric parameters used in the two studies (e.g. the differences are extremely small and in any case within the uncertainties associated to the photometric determination; see Sect. 3.2), but rather to the much smaller formal errors associated with our differential abundances. Therefore, high-precision relative abundances confirm the presence of star-to-star metallicity variations in NGC 2808 P1 stars as found by photometric studies (Legnardi et al. 2022; Lardo et al. 2022). However, the spread inferred from the analysis by (Legnardi et al. 2022; $\Delta[\mathrm{Fe} / \mathrm{H}]_{\mathrm{Pl}}=0.11 \pm 0.11$ ) is about half the value we derived from spectroscopy.

Figure 7 shows the differential iron abundances $\Delta[\mathrm{Fe} / \mathrm{H}]$ against the $\Delta_{(F 275 W-F 814 W)}$ colour spread of target stars. Differential iron abundances are highly correlated with the $\Delta_{F 275 W-F 814 W}$ colour spread, as shown in Fig. 7, in the sense that stars located at the blue end of the extended P1 sequence show systematically lower Fe abundances with respect to stars around the $(0,0)$ origin of the chromosome map (Fig. 1). This, again, is exactly what is expected if the morphology of the extended P1 sequence in the cluster chromosome map is due to metallicity variations (Marino et al. 2019b; Legnardi et al. 2022; Lardo et al. 2022).

Binary stars can also contribute in principle to the extent of the P1 sequence towards negative $\Delta_{F 275 W-F 814 W}$ values (Martins et al. 2020; Marino et al. 2019b). From our data, we cannot determine whether our sample contains one or more binaries. However, even if this were the case, the main result of our study would remain unaffected, because the observed metallicity dispersion is driven by the two stars located in the origin of the chromosome map, where the contribution of binaries is negligible (see Fig. 9 in Marino et al. 2019b).

Next, we considered the trends of the differential abundances for each one of the other measured elements against iron. These are shown in Fig. 8, along with the linear least-squares fits to the data and the Pearson correlation coefficients. We can see that the differential abundances for each element show a statistically significant correlation with the iron counterparts.


Fig. 5. Differential line-by-line iron abundances for S57615, S126605, S276739, and S298744 (from top-left to bottom-right) are shown as a function of EP, REW, and wavelength. Each symbol denotes the differential (neutral and ionised) iron abundance with respect to the reference star S55974. Symbols are the same as in Fig. 3.

Subsequently, we explored the possibility that the observed abundance variations and positive correlations plotted in Fig. 8 are not reflecting a genuine metallicity and abundance dispersion in the cluster, but rather are due to (i) an incorrect choice of stellar parameters or (ii) intrinsic variations in helium (e.g. Yong et al. 2013). As for the former possibility (i), we simply note that differential abundance variations are measured for the elements $\mathrm{Fe}, \mathrm{Si}, \mathrm{Ca}, \mathrm{Ti} \mathrm{II}$, and Ni , covering a variety of ionisation potentials and ionisation states. There is no single change in $T_{\text {eff }}, \log g$, or $v_{\mathrm{t}}$ that would remove the observed abundance correlations for all elements in any given star. Thus, it is very
unlikely that the observed abundance variations are due to systematic errors in the stellar parameters (Yong et al. 2013). As for the second possibility (ii), we know that helium variations are also able to account for the extended morphology of the P1 sequence; instead of a decrease in metal content, an increase in the initial helium abundance would also move stars towards lower values of $\Delta_{(F 275 W-F 814 W)}$ in the chromosome maps, as shown by Milone et al. (2015) and Lardo et al. (2018). The observed dispersion in metal-to-hydrogen ratios could therefore be caused by a change of the initial helium abundance (denoted by the helium mass fraction $Y$ ) rather than changes in the metal content relative to

Table 1. Atmospheric parameters and differential abundances with respect to star S55974.

| Id | $T_{\text {eff }}$ | $\log (g)$ | $v_{\mathrm{t}}$ | $\Delta[\mathrm{Fe} / \mathrm{H}]$ | $\Delta[\mathrm{Si} / \mathrm{H}]$ | $\Delta[\mathrm{Ca} / \mathrm{H}]$ | $\Delta[\mathrm{Ti} \mathrm{II} / \mathrm{H}]$ | $\Delta[\mathrm{Ni} / \mathrm{H}]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S 57615 | $4841 \pm 42$ | $2.05 \pm 0.11$ | $1.35 \pm 0.08$ | $0.21 \pm 0.05(116)$ | $0.19 \pm 0.06(5)$ | $0.16 \pm 0.07(4)$ | $0.25 \pm 0.07(3)$ | $0.19 \pm 0.06(8)$ |
| S 126605 | $4868 \pm 20$ | $1.94 \pm 0.10$ | $1.14 \pm 0.04$ | $-0.04 \pm 0.02(143)$ | $-0.08 \pm 0.04(7)$ | $-0.03 \pm 0.03(5)$ | $-0.14 \pm 0.07(4)$ | $-0.10 \pm 0.04(7)$ |
| S276739 | $4838 \pm 32$ | $2.14 \pm 0.09$ | $1.09 \pm 0.05$ | $-0.04 \pm 0.03(135)$ | $0.04 \pm 0.04(5)$ | $-0.06 \pm 0.05(7)$ | $-0.08 \pm 0.07(4)$ | $-0.02 \pm 0.05(7)$ |
| S298744 | $4877 \pm 32$ | $2.10 \pm 0.09$ | $1.44 \pm 0.06$ | $0.10 \pm 0.03(144)$ | $0.17 \pm 0.03(6)$ | $0.02 \pm 0.05(4)$ | $0.11 \pm 0.07(4)$ | $0.11 \pm 0.05(8)$ |
| Id | $T_{\text {eff }}$ | $\log (g)$ | $v_{\mathrm{t}}$ | $[\mathrm{Fe} / \mathrm{H}]$ | $[\mathrm{Si} / \mathrm{H}]$ | $[\mathrm{Ca} / \mathrm{H}]$ | $[\mathrm{Ti} \mathrm{II} / \mathrm{H}]$ | $[\mathrm{Ni} / \mathrm{H}]$ |
| S55974 | $4834 \pm 26$ | $2.06 \pm 0.07$ | $1.29 \pm 0.04$ | $-1.03 \pm 0.07(196)$ | $-0.92 \pm 0.07(7)$ | $-0.66 \pm 0.03(7)$ | $-0.88 \pm 0.08(5)$ | $-1.12 \pm 0.08(11)$ |

Notes. The last line lists the absolute abundances for the reference star S55974. The number of lines considered in order to derive differential abundances is reported in parentheses.


Fig. 6. Difference between the values determined by Cabrera-Ziri et al. (2019) from photometry, and their counterparts from spectroscopy, for effective temperature $\left(\Delta T_{\text {eff }}\right)$, surface gravity $(\Delta \log g)$, and microturbolent velocity $\left(\Delta v_{\mathrm{t}}\right)$, respectively. Symbols are the same as in Fig. 1. The average differences with respect to Cabrera-Ziri et al. (2019), along with their associated standard deviation, are listed in each panel.
iron (denoted here by the metal mass fraction $Z$ ). In fact, at a fixed $Z$, a change of $Y$ will change the hydrogen mass fraction $X$ such that the metal-to-hydrogen ratio $Z / X$ will change, which is due to the constraint $X+Y+Z=1$. However, this option can be discarded because in this case we would see higher metal-to-hydrogen ratios for stars at lower $\Delta_{(F 275 W-F 814 W)}$ values (in this scenario $Y$ must be higher for these stars, and therefore $X$ lower and $Z / X$ higher), which is the opposite of what is observed (see Fig. 7).

Figure 9 shows the full set of differential abundances of all measured elements for our sample of stars. As seen from the figure, the total ranges of differential abundances for the $\alpha$-elements $\mathrm{Si}, \mathrm{Ca}$, and Ti and the iron-peak element Ni are consistent, within errors, with the results for Fe . This means that all these elements display comparable abundance spreads among


Fig. 7. Abundance differences $\Delta[\mathrm{Fe} / \mathrm{H}]$ with respect to the reference star S55974 (also shown in the plot) as a function of the corresponding $\Delta_{F 275 W, F 814 W}$ coordinate in the chromosome map of NGC 2808. The solid red line is a linear fit to the data. The Pearson correlation coefficient is reported in the top left corner.
our P1 sample, suggesting that it is indeed the global metallicity that varies along the extended P1 sequence of this cluster, and that a chemical enrichment by supernovae (most likely type II because of the $\alpha$-enhanced metal distribution of the reference star, as shown in Table 1) may be responsible for this phenomenon.

## 5. Summary and conclusions

We performed a differential line-by-line analysis of five bright giants in NGC 2808 originally presented in Cabrera-Ziri et al. (2019). Target objects are all members of the P1 group and were selected to have similar optical colours and magnitudes. We obtained differential atmospheric parameters (e.g. with respect to a reference star with similar parameters) for all stars in our sample using the standard excitation/ionisation balance technique and computed differential chemical abundances for Fe , $\mathrm{Si}, \mathrm{Ca}, \mathrm{Ti}$, and Ni. Our differential line-by-line analysis of highresolution spectra allowed us to achieve high-precision measurements of differential abundances, with average uncertainties for a given element of as low as $\sim 0.03$ dex.

We find that the ranges of differential abundances for all elements investigated are considerably larger than the average associated uncertainties, denoting the presence of intrinsic abundance spreads among our sample. The total range of Fe abundance is equal to $0.25 \pm 0.06$ dex, with the lower Fe stars located at lower values of $\Delta_{(F 275 W-F 814 W)}$ in the chromosome map, and higher Fe stars at higher $\Delta_{(F 275 W-F 814 W)}$ values, as expected from photometry. There are positive and statistically significant correlations between the values of the differential abundances for any


Fig. 8. Differential abundances (with respect S55974) for $\mathrm{Si}, \mathrm{Ca}$, Ti II, and Ni , respectively, plotted against $\Delta[\mathrm{Fe} / \mathrm{H}]$ for the analysed stars. Symbols are the same as in Fig. 7. The solid red line is a linear fit to the data. The Pearson correlation coefficient is reported in the left top corner.


Fig. 9. Full set of differential abundances of $\mathrm{Si}, \mathrm{Ca}, \mathrm{Ti} \mathrm{II}, \mathrm{Ni}$, and Fe for all the analysed stars. Symbols and colours are the same as in Fig. 7. Solid lines connect the set of abundances for each star.
given element and those for Fe , and the total ranges of differential abundances (and therefore the intrinsic abundance spreads in the sample) are all consistent, within errors, among the elements investigated.

Simulations by Feng \& Krumholz (2014) show that the chemical homogeneity of stars in a cluster is the result of turbulent mixing of the gas in the star-formation cloud; that is, the scatter in stellar abundances is at least five times smaller than that observed in the gas ( $\approx 0.06-0.3$ dex over size scales of $\sim 0.1-1 \mathrm{kpc}$; e.g. Rosolowsky \& Simon 2008; Bresolin 2011; Sanders et al. 2012). Moreover, the process of star formation leads to a great amount of mixing as soon as even very modest star formation efficiencies are attained. It is therefore unlikely that the observed dispersion in the metallicity of P1 stars is caused by internal variations within the gas from which the star-forming cloud formed (unless different diffusion efficiencies during the cloud collapse are assumed; see also Legnardi et al. 2022).

However, if a supernova occurs inside a star-forming cloud that was nearly homogeneous at the onset of the star formation and that continues forming stars thereafter, the change in iron abundance is expected to be measurable (e.g. Bland-Hawthorn et al. 2010). For example, in the theoretical model proposed by Bailin (2018), giant molecular clouds (GMCs) can fragment into distinct clumps that undergo star formation at slightly different times. In such a scenario, corecollapse supernovae from previously formed clumps can enrich clumps that have not yet begun forming stars, to the degree that the ejecta can be retained within the cloud potential well. This process then continues until these semi-independent clumps merge together to form the cluster.

Along the same lines, McKenzie \& Bekki (2021) find - from their hydro-dynamical simulations of GMC formation in a high-redshift dwarf galaxy - that short-lived massive stars may increase the metallicity dispersion in a star-forming GMC with a homogeneous initial composition. The merging of gas clumps and self-enrichment processes results in a metallicity dispersion of GC-forming clumps of $\approx 0.1$ dex, which may well explain the observed abundance variations in the P1 group, even if the exact amplitude of such variations largely depends on the initial metallicity and its radial gradient across the galaxy, the threshold gas density for star formation, and the star formation prescription.

Our study confirms the presence of a metallicity spread amongst P1 stars in clusters with an extended P1 in their chromosome maps, as derived from photometry (Legnardi et al. 2022; Lardo et al. 2022) and from the direct spectroscopic analysis of P1 stars in NGC 3201 (Marino et al. 2019b). The metallicity dispersions inferred from photometry by Legnardi et al. (2022) for their sample of 55 Galactic GCs have an amplitude that is generally smaller than 0.15 dex. Systematic uncertainties in an absolute abundance analysis provide errors for individual measurements that are often comparable to or larger than the intrinsic variations found for the clusters themselves. Thus, the results presented here suggest that a differential abundance analysis could be the most suitable option for any spectroscopic study at high resolution, allowing even extremely small abundance variations to be highlighted, and therefore helping to understand the mechanisms of formation of the multiple stellar populations of GCs (Yong et al. 2013; McKenzie et al. 2022).
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[^0]:    ${ }^{1}$ The data employed are in the Wide Field Camera 3 filters $F 275 W$, $F 336 W$, and $F 438 W$ from the UV legacy survey of Galactic GCs (see, e.g., Piotto et al. 2015), and data in the $F 814 W$ filter from the Wide Field Channel of the HST Advanced Camera for Survey (Sarajedini et al. 2007).

[^1]:    2 We do not include star S187128 in our sample, which belongs to the P2 subpopulation according to its element abundance pattern (Cabrera-Ziri et al. 2019).

[^2]:    ${ }^{3} \mathrm{q}^{2}$ is a Python package freely available at https://github.com/ astroChasqui/q2.

[^3]:    4 Uncertainties in the EW measurements are estimated by DAOSPEC as the standard deviation of the local flux residuals, and represent a $68 \%$ confidence interval of the derived EW.

