
29 June 2024

Alma Mater Studiorum Università di Bologna
Archivio istituzionale della ricerca

Cooperative Cellular UAV-to-Everything (C-U2X) communication based on 5G sidelink for UAV swarms /
Mishra, D; Trotta, A; Traversi, E; Di Felice, M; Natalizio, E. - In: COMPUTER COMMUNICATIONS. - ISSN 0140-
3664. - ELETTRONICO. - 192:(2022), pp. 173-184. [10.1016/j.comcom.2022.06.001]

Published Version:

Cooperative Cellular UAV-to-Everything (C-U2X) communication based on 5G sidelink for UAV swarms

Published:
DOI: http://doi.org/10.1016/j.comcom.2022.06.001

Terms of use:

(Article begins on next page)

Some rights reserved. The terms and conditions for the reuse of this version of the manuscript are
specified in the publishing policy. For all terms of use and more information see the publisher's website.

Availability:
This version is available at: https://hdl.handle.net/11585/906199 since: 2022-11-23

This is the final peer-reviewed author’s accepted manuscript (postprint) of the following publication:

This item was downloaded from IRIS Università di Bologna (https://cris.unibo.it/).
When citing, please refer to the published version.

http://doi.org/10.1016/j.comcom.2022.06.001
https://hdl.handle.net/11585/906199


Cooperative Cellular UAV-to-Everything (C-U2X) Communication
based on 5G Sidelink for UAV Swarms
Debashisha Mishraa,∗, Angelo Trottab, Emiliano Traversic, Marco Di Feliceb and Enrico Natalizioa,d
aUniversité de Lorraine, CNRS, LORIA, France
bDepartment of Computer Science and Engineering, University of Bologna, Italy
cLIPN, UMR CNRS 7030, Université Sorbonne Paris Nord, France
dTechnology Innovation Institute, United Arab Emirates

ART ICLE INFO
Keywords:
UAV swarm
3GPP Sidelink
Cellular UAV-to-Everything (C-U2X)
Channel Scheduling
Multi-hop
Consensus-BasedBundleAlgorithm (CBBA)

ABSTRACT
A swarm of cellular-connected Unmanned Aerial Vehicles (UAVs) enables new possibilities for
emerging services and applications as the UAVs can autonomously coordinate their activities and
cooperate to accomplish a given task. Because of spatio-temporal dynamics of swarm topology, ro-
bust and reliable network formation with seamless connectivity among UAVs is highly critical for
any successful mission. This work focuses on the problem of cooperative and communication-aware
UAV channel scheduling of data transmission from a set of target points of interests (PoIs) towards
a cellular base station (BS). A novel, cooperative multi-hop communication model based on the C-
V2X (Cellular Vehicle-to-Everything) Mode 4 cellular sidelink (PC5) radio interface is presented
for efficient UAV data flow scheduling within the swarm. The model design aims at optimizing the
cellular communications on UAV-to-UAV (U2U) and UAV-to-Infrastructure (U2I) links via a novel
interference-aware scheduling, hence envisioning a new Cellular UAV-to-Everything (C-U2X) com-
munication paradigm. An optimization model is used to solve the centralized version of the problem,
while a distributed Dynamic Consensus-Based Bundle Algorithm (D-CBBA) is proposed to generate
the best subchannel scheduling for maximizing data transmission in a distributed setting. Extensive
simulation results demonstrate that the proposed distributed algorithm is able to extend the cellular
infrastructure coverage while improving the multi-hop communications by autonomously adapting to
the network conditions.

1. Introduction
The competitive advantages brought by Unmanned

Aerial Vehicle (UAV) cellular communications, powered by
mutual synergies of both cellular industry and UAV tech-
nology, is long agreed in the literature and investigated
for different scopes [1][2]. Indeed, from the one the side,
UAV-assisted cellular communication systems aim to em-
ploy UAVs as flying (or aerial) base stations or as relays
to enhance existing terrestrial cellular communication or to
mitigate disaster situations. On the other side, in cellular-
assisted UAV communication scenarios, the UAV is inte-
grated into the cellular network infrastructure as a new aerial
user (flying UE) to support multitudes of diverse applica-
tions and use cases pertaining to industrial IoT [3], sens-
ing, parcel delivery, infrastructure monitoring, just to name
a few. The latter paradigm is also commonly referred as
cellular-connected UAV [4, 5], and introduces several ad-
vantages in terms of operational range, Quality of Service
(QoS) support and security compared to traditional solutions
where the UAV transmits on the unlicensed frequency spec-
trum (e.g., LoRa, Wi-Fi, Zigbee etc).

In this paper, we consider a scenario where a group of
cellular-connected UAVs must collaborate as a swarm in or-
der to monitor a target region and to stream back the sensing
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data to a remote Base Station (BS). The collaborative multi-
UAV deployment allows the devices to self-organize without
or with little manual intervention, while increasing the area
covered by the service [6]. Moreover, the usage of a swarm
of cellular-connected UAVs can be far more economical as
compared to a single cellular-connected UAV pursuing a
mission [7, 8]. However, those benefits are realized with in-
creased complexity and additional design challenges which
must take into account the spatio-temporal dynamics of the
aerial topology [9] as well as the characteristics of network
architectures enabling cellular-connected UAV swarms. The
latter can be subdivided in the two broad classes shown in
Fig. 1, respectively:

• Centralized Architecture (Fig. 1a): in this approach,
the cellular base station (BS) acts as a command cen-
ter for guiding and controlling the fleet of UAVs. Each
UAV transmits the surveillance and monitoring in-
formation to the BS via UAV-to-Infrastructure (U2I)
links. There are no direct point-to-point links between
two UAVs within the swarm. Massive MIMO, a vital
technology component of emerging 5G standards, has
been demonstrated to be a viable solution for support-
ing centralized swarm model of cellular-connected
UAVs coexisting with cellular ground UEs [10, 11].

• Decentralized Architecture (Fig. 1b): in this approach,
not all the UAVs are connected to the BS for con-
trol and communication. In addition to the U2I
links, a UAV can communicate directly with another
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(a) Centralized Model (b) Decentralized Model

Figure 1: Cellular-connected UAV swarm architectures

peer UAV within the swarm to exchange information
through UAV-to-UAV (U2U) communication links.
The latter are enabled by the sidelink technology
which has been proposed by the 3GPP consortium
since release-12 as D2D Proximity Service (ProSe)
feature to support public safety networks.

Many recent studies investigated the possibility to setup
cellular D2D communication systems in both static and ve-
hicular environments, e.g. by addressing the issue of de-
vice discovery, resource allocation and interference mitiga-
tion with the BSs [12, 13]. In addition, all releases of 3GPP
after release-12 included standardization items for Vehicle-
to-Everything(V2X) scenarios. However, the application
of sidelink for U2U communications in swarm of cellular-
connected UAVs has been barely addressed so far, also due
to the additional complications posed by the aerial environ-
ments. Indeed, the interference effects experienced by the
airborne UAVs are considerably different from the ground
UEs, since they may fly much above the BS antenna height.
Also, the 3D mobility can impact the cellular coverage in a
significant way. Finally, the mission-oriented nature of the
UAV swarm can be exploited to allocate channel resources
by taking into account the current positions and the future
trajectories of the aerial devices.

In this paper, we address the aforementioned research is-
sues by investigating the deployment of swarms of cellular-
connected UAVs based on Cellular-U2X (Cellular UAV-to-
Everything) communication. To this purpose, we focus on
the decentralized architecture of Fig. 1b, including bothU2U
and U2I links, and we provide fundamental results on chan-
nel allocation and scheduling issues. More in details, three
main contributions are described in this paper:

• We discuss the main issues of 3GPP sidelink tech-
nology for inter-UAVs communications and provide
a comprehensive characterization of C-U2X links in
terms of coverage probability for the U2I and U2U
links. Through numerical results, we compute the av-
erage link quality improvement when the UAV swarm
uses U2U links, hence justifying the usage of sidelink
technology for aerial communications.

• We introduce a new optimization problem, called
Multi-Channel FlowOptimization Problem (MCFOP)
that computes the optimal data flow scheduling for

a swarm of cellular-connected UAVs in a centralized
way. We prove that the problem itself is NP-hard, and
for this reason we introduce an optimization model
where the objective function consists of a linear and
a quadratic part. The proposed model is able to opti-
mize simultaneously both the routing of the informa-
tion and the allocation of different sub-channels.

• We extend the study to the distributed scenario with-
out any central authority (in our case, the BS) and
propose two distributed algorithms for channel allo-
cation and transmission scheduling. Specifically, we
describe an extension of the popular auction-based
Consensus-Based Bundle Algorithm (CBBA) to pro-
duce a conflict-free assignment of transmission oppor-
tunities to the UAVs.

The performance analysis demonstrates that our Dy-
namic CBBA (D-CBBA) algorithm is able to face the dy-
namicity of multi-hop UAV networks by executing almost
80% of the data transmissions without causing harmful in-
terference in the multi-hop network. Moreover, D-CBBA
greatly overcomes the basic CBBA and the greedy schemes,
while it approaches the optimal results produced by the cen-
tralized MCFOP solution.

The rest of the paper is organized as follows: Section 2
reviews the existing literature on the sidelink communica-
tion and its use on multi-hop UAVs networks. Section 3 pro-
vides characterization of sidelink for U2U/U2I communica-
tion and evaluates its performance. The system model along
with scenario description and problem formulation is dis-
cussed in Section 4. The description of centralized and dis-
tributed algorithms is presented in Section 5. Experimental
performance analysis of the proposed algorithms is given in
Section 6. We conclude the paper and discuss future works
in Section 7.

2. Related Works
We split the literature review into three Sections that dis-

cuss different aspects of our work. In Section 2.1 we provide
a brief overview of sidelink technologies and standardization
efforts from the 3GPP. In Section 2.2 we review the state of
the art concerning cellular-connected UAVs and UAV-to-X
communications. Finally, in Section 2.3 we discuss channel
scheduling algorithms. Given the lack of studies focusing
on our specific research problem (i.e. scheduling in cellu-
lar UAV swarms), we broaden the review to other multi-hop
wireless networks.
2.1. Overview of Sidelink technology and 3GPP

Standardization Efforts
Sidelink defines a competent cellular technology which

enables direct transmission between devices with or with-
out involvement of cellular BSs. This technology is in-
vestigated by 3GPP starting from release-12 as D2D Prox-
imity Service (ProSe) feature to support public safety net-
works. More specifically, dedicated physical layer channels
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such as Physical Sidelink Shared Channel (PSSCH), Phys-
ical Sidelink Control Channel (PSCCH), Physical Sidelink
Broadcast Channel (PSBCH), Sidelink Control Information
(SCI) have been created with the specific purpose to sup-
port sidelink transmission, synchronization and device dis-
covery. Each sidelink channel is split into a time-frequency
resource grid structure: in time domain, 1ms subframes and
in the frequency domain, a set of contiguous resource blocks
(RBs). A subchannel defines a group of RBs in the same sub-
frame. The number of RBs in subchannel can vary depend-
ing upon the configuration. Both sidelinkmode 1 and 2 share
the same resource structure where direct communication is
performed by scheduling the time-frequency resources from
the resource pool that comprises of repeating sequence of
hyperframes called Scheduling Assignment (SA) or PSCCH
period. Each SA period owns resources for control (carried
via PSCCH) and data (carried via PSSCH). PSCCH carries
the SCI (Sidelink Channel Information) containing details
about the modulation and coding scheme, the RBs used, re-
source reservation interval.

ATransport Block (TB) contains a full packet to be trans-
mitted via PSSCH. Inmode 3 and 4, the SA is transmitted us-
ing specific RBs in subchannel and TB transmission can oc-
cupy the adjacent or non-adjacent RBs in the same subframe.
Figure 2 shows both type of resource pool structure. Some-
times, more than one device may occasionally select the
same resources from the shared pool leading to resource con-
flict. Hence, such selections are coordinated using proper
collision resolution methods. The current scheduling al-
gorithm is a sensing-based semi-persistent scheduling [14]
where each node can choose the time-frequency resources
to use. The algorithm does not provide any coordination
among the competing nodes; the nodes have to apply a
sensing-based mechanism to identify the least used time-
frequency resources.

Sidelink has already been shown to be useful in Vehicle-
to-Everything (V2X) and maritime communication [15, 16].
Release-14 of 3GPP included many additional standard-
ization items for V2X that encompasses Vehicle-to-vehicle
(V2V), Vehicle-to-infrastructure (V2I), Vehicle-to-Network
(V2N). 3GPP release-15 and release-16 include further
safety related enhancements to V2X communication (eV2X)
like automated and remote driving, platooning of vehi-
cles [17, 18].

Among others, two main components of sidelink tech-

Figure 2: Resource Pool Structure: Mode (a) 1,2 (b) 3,4

nology have been extensively revised by standardization
bodies and investigated by the research community, i.e., the
(a) device discovery and the (b) resource allocation. The dis-
covery corresponds to the ability to locate another device,
which is in proximity, by using sidelink (PC5) radio inter-
face, and it can be done directly by the UE or at the core
network level. The notion of proximity can be extended to
the quality of radio channel experienced between commu-
nicating UE pairs, signal quality, delay, throughput, network
load, etc. Regarding the resource allocation, two sidelink re-
source allocation modes for public safety [15] are available
in 3GPP release-12, respectively i.e., mode 1 (scheduling
performed by eNodeB) and mode 2 (devices autonomously
manage the resource scheduling). Mode 1 and 2 are primar-
ily used for prolonged battery life at cost of higher latency.
In release-14, standardization of C-V2X introduced two ad-
ditional resource allocation modes [16] designed to cater re-
liable and latency sensitive communication i.e., mode 3 (in
which scheduling is managed by network) and mode 4 (out-
of-coverage vehicles autonomously select the resources us-
ing a distributed sensing-based semi-persistent scheduling
(SPS) scheme).

The work in [19] highlighted the use of sidelink as one
of the key candidate technology for enabling U2U commu-
nication in 5G and beyond (6G) networks. Authors in [20]
analyzed the sidelink resource allocation for mode 1 C-V2X
where the BS is in charge of scheduling the resources for the
D2D communication. However, mode 1 and 3 envisage the
continuous transmission of channel state information (CSI)
to the BS. Due to the dynamic nature of UAV wireless net-
works, this mode is infeasible for multi-hop communication.
On the contrary, mode 2 and 4 enable the autonomous se-
lection of the resources for data transmissions over sidelink
channels. Mode 4 uses as resource scheduling the Semi-
Persistent Scheduling with Listen-Before-Talk (LBT) strat-
egy. However, this method is found to be unable to cope
with high network load [16]. To this aim, the authors in [21]
showed that a congestion control mechanism can mitigate
the channel degradation.
2.2. Cellular UAV-to-X communication

The realization of a swarm of cellular-connected UAVs
has not been demonstrated so far experimentally and related
literature, in this regard, is unavailable. Even though it is
foreseen and inclusion of U2U communications in the next
3GPP releases to support new UAVs applications is gain-
ing high attention [22], very few works have considered the
U2U communication being supported by the cellular spec-
trum. A preliminary study was introduced in [23] to moti-
vate the use of sidelink for establishing efficient intra-swarm
U2U communication for extending the connectivity for out-
of-coverage UAVs during mission. Moreover, the majority
of the works considers single-hop communications only. For
what concerns the use of sidelink, in [24], the authors inves-
tigated U2U communication in a scenario where the UAV
pairs share a portion of uplink spectrum resources of ground
users in an underlay manner. The study aims at improving

D. Mishra et al.: Preprint submitted to Elsevier Page 3 of 15



Cooperative Cellular UAV-to-Everything (C-U2X) Communication based on 5G Sidelink for UAV Swarms

Table 1
Summary of similar works and contributions
Reference Work(s) Focus of the study Contributions/Solutions

[16] LTE V2X Sidelink
An overview of LTE-V standard for sidelink V2V communication, Com-
parison of LTE-V with other short-range solutions like 802.11p or DSRC.
Proposed a modified sensing-based semi-persistent scheduling for efficient
channel resource selection.

[15] LTE V2X Sidelink
Adances of D2D sidelink for enhanced V2X communication. Performance
anlaysis semi-persistent scheduling for D2D modes 3 and 4 via system-level
simulations.

[17] 3GPP NR V2X Sidelink Performance evaluation to assess the gains of the new control channel design
of 5G NR.

[18] Cellular V2X Sidelink A comprehensive overview of 3GPP Release 16 NR SL design for NR V2X,
the network architecture, security, and protocol enhancement.

[24], [25] Cellular U2U
Performance analysis of U2U communication underlaying cellular uplink
resources of ground UEs, Single-hop transmission path, Stochastic geome-
try based analysis.

[27] Traditional Cellular NetworkMulti-hop, multi-channel joint resource scheduling and routing formulated
as MINLP problem to enhance network throughput.

[28] Traditional Cellular Network
Multi-hop, sub-channel scheduling exploiting the frequency sharing among
hops to achieve higher spectral efficiency, Mathematical modeling and op-
timization.

This work Cellular U2X Sidelink

Characterization of U2U sidelink and multi-hop resource (sub-channel)
scheduling among UAVs for data transmission in a cellular-connected UAV
swarm, Performance evaluation and complexity analysis of both centralized
and distributed algorithm implementation. .

the link performance of both U2U and uplink by adopting
tools from stochastic geometry.

The same authors extended the analysis in [25] where
UAV pairs share the same spectrum in uplink with ground
users considering both underlay and overlay spectrum shar-
ing settings. Note that, above two reference works split the
spectrum resources allocated to uplink of cellular ground
users, thereby requiring additional interference handling
mechanisms. In underlay setting, same spectrum serves both
U2U and cellular uplink transmission, hence it is prone to
mutual interference from other U2U and ground user up-
link transmission. In overlay, the achievable rate is com-
promised, because the spectrum resources are dedicated
separately (non-overlapping) for U2U and cellular uplink.
In [26], the authors propose to optimize the cellular UAV-to-
X communications: with given routing information, the up-
link sum-rate is maximized, while the quality of the sidelink
communication is handled by imposing a constraint on the
minimum transmission rate for each sidelink.
2.3. Multi-hop multi-channel scheduling

Due to the multi-hop multi-channel nature of the com-
munications inside the UAV swarm, channel scheduling al-
gorithm must be designed in order to optimize the wire-
less resources used during the U2U communications. Re-
source allocation in dense UEs scenarios has been studied in
[29] in order to establish a set of device-to-device multi-hop
multi-path (MHMP) communications in 5G networks. Here
the authors studied the sharing of downlink channel for dis-

tributed video content delivery. The proposed optimization
problem is derived from the definition of the channel qual-
ity and then the channel scheduling is modelled to ensure
the maximum channel capacity in the communications. In
[30], the authors defined a Non Linear Integer Programming
(NLIP) model for channel assignment to minimize mutual
interference in different wireless transmission links.

Theworks aforementioned do not take into consideration
the time dimension of the problem and the actual transmis-
sions on the wireless links. In a scenario of a multi-radio
multi-channel multi-hop cognitive cellular network, the au-
thors in [27] defined a joint scheduling and routing optimiza-
tion problem using a mixed integer non-linear programming
(MINLP), but the impact of interference was been taken into
account. Similarly, the study in [28] presents a framework of
frequency sharing in multi-hop OFDM networks for a chain
topology.

However, none of the aforementioned works analyzed
the scheduling problem in amulti-hop scenario for a cellular-
connected UAVs network. In this work, we focus on the im-
plementation of a distributed channel scheduler for Mode 4
over 5G sidelink communication that is able minimize the
collision among theUAVs transmissions, focusing on the pe-
culiarities of aerial communications, such as Line-of-Sight
(LoS) transmission links and multi-hop communications. In
Table 1, we highlight similar works found in the literature
that align with different aspects of the contributions made in
this work.
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3. Preliminary Study on the C-U2X Sidelink
In this Section, we provide preliminary results about the

application of sidelink. First, in Section 3.1, we discuss chal-
lenges and unique characteristics of aerial sidelink commu-
nications with respect to the well-investigated terrestrial sce-
narios. Then, in Section 3.2, we derive the probability of
successful transmission for U2I and U2U links showing nu-
merical results demonstrating the advantages of using U2U
links for swarm formation.
3.1. Envisioning Sidelink for UAV-to-UAV (U2U)

D2D-enabled ProSe technology over PC5 interface is al-
ready revolutionizing the data transmissions for terrestrial
Machine Type Communications (MTC) [15, 16]. Indeed,
adaptation of terrestrial sidelink is primarily targeted for di-
rect communication among ground UEs. In cellular UAV-
swarms, nearby devices flying in proximity and joining the
same mission can take advance of the sidelink feature to for-
ward data towards the BS as well as to exchange control data
among them. At the same time, aerial UAVs pose additional
complications and novel opportunities for U2U communica-
tion which are briefly summarized as follows.
Dimensionality of Environment - Terrestrial UEs mostly
operate in 2D area where the height of the receiver is typ-
ically a few meters. In addition, these devices move hori-
zontally and are surrounded by the 2D coverage of cellular
BS. Vice versa, UAVs are flying entities that operate in a 3D
space with varying altitude, and the latter produces a non-
negligible impact on the coverage criterion and the average
U2U link quality.
Propagation Medium -UAVs are airborne devices staying at
a much higher altitude than the terrestrial UEs or automotive
vehicles. With increase in the height above ground, radio
environment changes drastically. Usually UAVs fly much
above the BS antenna height. Hence, the UAVs may experi-
ence dominant LoS probability from different ground BSs
that contribute to high interference at the UAV receivers.
Additionally, due to the relative velocity of UAVs during
mission, there exists a space-time correlation effect on the
U2U link.
Path Planning Optimization -. The UAVs mostly plan their
path and optimize the trajectory in a 3D space depending
on the mission objective and on coverage/connectivity con-
straints. Vice versa, terrestrial UEs do not consider path
planning as an optimization objective because their move-
ments are often not tied to any real-time mission, or because
the overall trajectories are known by the users/drivers but
not by the devices. The path awareness may constitute an
advantage for the sidelink deployment, since the scheduling
of data transmissions on U2U links may take into account
the current and future positions of the UAVs and hence the
evolution of the wireless links.
Energy Constraints - Energy saving constitutes already an
issue for battery powered terrestrial UEs. However, it be-
comes a vital bottleneck in case of aerial UAVs where the
flight autonomy is extremely limited. As a result, network-
intensive sidelink mechanisms e.g. related to device discov-

Figure 3: System Diagram

ery or computationally-intensive resource allocation strate-
gies must be carefully evaluated for the case of cellular UAV
swarms.
3.2. Communication Link Characterization

In the following, we study and analyze both U2I and
U2U communication links taking into consideration the
shared nature of the sidelink mode 4 channels. The U2I links
leverage cellular (Uu) radio interface to connect UAVs to the
BS for high payload services in uplink and essential CNPC in
downlink. The U2U links are used to disseminate periodical
safety critical and payload information via sidelink (PC5) ra-
dio interface with D2D ProSe communication. These links
provide support to robust and reliable communication for
multiple UAVs in fully-connected manner.

We investigate the coverage performance of sidelink
(U2U) compared with the cellular infrastructure (U2I) links
for considering an architecture depicted in Fig. 3. For mod-
eling the UAVs and the BSs for the network deployment in a
swarm of cellular-connectedUAVs, tools from stochastic ge-
ometry, spatial statistics and point processes are used. These
tools not only result in tractable approach for estimating rate
and coverage of the deployment, but also assist in deriving
important insights concerning the adopted model. We con-
sider a multiple deployment realization in which each real-
ization consists of an evaluation environment with multiple

Table 2
Glossary of Environmental Parameters

Parameter Value

Reference Pathloss 28 + 20 ⋅ log10(fc in GHz)
Pathloss exponent (LoS) 2.2
Pathloss exponent (NLoS) 4.6 − 0.7log10(Hu)Small scale fading Nakagami-m fading model
LoS probability ITU model, Eqn.4 of [31]
Height of UAV (Hu) 100 meters
BS Density per m2 (�b) 0.01
UAV Density per m2 (�u) 0.05
Noise Figure 7 dB
Thermal Noise -104 dBm/Hz
Antenna Gain Omnidirectional with 6 dB
UAV Transmit Power 24 dBm
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(a) CDF of SINR distribution (b) Instantaneous SINR distribution (c) Box plot showing SINR dispersion
Figure 4: Coverage comparison of sidelink (U2U) with infrastructure (U2I) links

terrestrial base stations and multiple UAVs being served by
those base stations. We assume that the base stations are
deployed by a single operator in 2D space and their loca-
tions are modeled as per Matern hard core point process
type II (MHCPP-II) with density �b = 0.01 per square me-
ters [32]. We model the UAV distribution as per Poisson
Point Process (PPP) with altitudeHu = 100meters and den-
sity �u = 0.05 per square meters. The UAVs are assumed to
be positioned in 3D coordinate system and connected to their
serving BS according to strongest received signal strength.
For accuracy, both UAV-to-Ground and UAV-to-UAV chan-
nel includes large-scale fading along with small-scale fading
and shadowing. Table 2 summarizes the essential parame-
ters about the propagation environment used in the experi-
ment.

In Fig. 4, we demonstrate SINR distribution for U2U and
U2I links. As shown in Fig. 4a, U2U link performance is im-
proved as compared with U2I links. Considering 0 dB as a
baseline for SINR comparison, nearly 80% of UAVs experi-
ence good SINR coverage (more than 0 dB) for U2U links
whereas 20% of UAVs experience good SINR more than 0
dB for U2I links. Hence, sidelink (PC5) radio interface can
improve the link throughput to support data transmission ser-
vices. In Fig. 4b, we show the variation of instantaneous
UAV SINR values for both U2U and U2I links. Overall
range of SINR dispersion for both type of links with five
number summary (minimum, first quartile, median, third
quartile, and maximum) is presented in the box plot shown
in Fig 4c. It is evident that UAVs are provided with good
coverage by the U2U links as compared to the U2I links.

4. SystemModeling and Problem Formulation
4.1. Scenario Description

We consider a generic video monitoring mission de-
picted in Figure 5, in which a swarm of cellular-connected
UAVsmust monitor a target region and stream back the sens-
ing data to the BS. To this aim, we assume that the entire re-
gion is divided into small zones or Points of Interests (PoIs),
marked as stars in the Figure. The PoIs are assumed to be
static and their positions are known to the UAVs before mis-
sion execution. The UAVs have to hover over the PoIs and

to transmit the video streams in real-time towards the BS,
by using a combination of U2I and U2U links. The focus
of this paper is on the cellular communication issues; hence,
we abstract from details of the specific application in use,
by the meaning of the PoIs and by the multimedia aspects.
However, it is worth remarking that the target scenario can
fit the characteristics of several applications of UAV swarms,
i.e. related to environmental or crowd monitoring. To meet
the mission’s objectives, UAVs must fly around the target
PoIs, possibly beyond the supported communication range
from the BS, thus incurring in potential disconnections and
reducing the overall throughput of the monitoring system.
This case is shown in Figure 5b and corresponds to a random
and non-cooperative deployment of the UAVs where swarm
connectivity constraints are not taken into account. On the
opposite, Figure 5c depicts a fully cooperative deployment
where some UAVs serve as relays (i.e., UE relays) to ex-
tend the cellular coverage, hence ensuring a fully-connected
swarm deployment.

Broadly speaking, the optimal deployment of a swarm of
cellular-connected UAVs for monitoring mission requires to
simultaneously address two research issues:

• Positioning, i.e., how to place the UAVs so that the
maximum number of PoIs is covered while ensuring
that each UAV is always connected to the BS via direct
or multi-hop links;

• Scheduling, i.e., how to allocate the data flows on the
available radio time-frequency resources (i.e.: sub-
channels) so that the expected number of packets suc-
cessfully received at the BS is maximized.

In this work, the two problems are addressed sequen-
tially. First, the positions of the UAVs are computed by the
BS. Then, the scheduling algorithms are executed. We rely
on state-of-art solutions (see details in Section 5) for the po-
sitioning problem since this is not the main focus of the pa-
per; interested readers can refer to our previous study [33]
related to UAV swarm coverage and connectivity using cen-
tralized and distributed approaches. In the following, we for-
mally model the scenario and introduce the objective func-
tion of the scheduling problem.
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(a) Initial scenario (b) Non-cooperative planning (c) Spatio-temporal cooperative planning
Figure 5: Dynamic aerial network formation and coverage constraints

4.2. Scenario Modeling
Let  ≜ {u1, u2,… , uNU

} be a swarm of NU cellular-
connected UAVs in a 3DCartesian coordinate system. With-
out loss of generality, we denote as Dcomm the maximum
range (as distance) for U2U communications. Similarly,
with indicate with Rcomm the maximum range for U2I com-
munications. The swarm topology is modeled as a layout
graph Ḡ = (V̄ , Ē) representing the relative positions of the
UAVs. The set V̄ contains one node for eachUAVand for the
BS: V̄ = {⟨u1⟩ ,… ,

⟨

uNU

⟩

, ⟨B⟩}. The set Ē = ĒUAV ∪ĒB
contains the U2U links and U2I links enabled by the com-
munication ranges. More specifically, we indicate with e =
{⟨ui⟩ ,

⟨

uj
⟩

} ⊆ ĒUAV ⊆ V̄ ×V̄ the U2U link between UAVs
⟨ui⟩ and

⟨

uj
⟩, placed at distance lower or equal thanDcomm.

Similarly, we indicate with e = {⟨ui⟩ , ⟨B⟩} ⊆ ĒB ⊆ V̄ ×⟨B⟩
the link between UAV ⟨ui⟩ and the BS, when their distance
is lower or equal than Rcomm. Each edge e ∈ Ē is associ-
ated to an integer transit time �e, corresponding to the delay(in terms of number of time slots) required to transmit a data
packet over link e. The graph is assumed to be connected
when the mission starts. The mathematical notations used
to define our system model are summarized in Table 3.

In the following, we model the characteristics of the data
sources and traffic load. We assume a finite number of sub-
channels  ≜ {r0, r1, r2, r3,… , rNsubc

} (where r0 is the
buffering channel). Also, we assume a slotted time model,
with a finite time horizon  , divided into NT time slots
of equal length tslot :  ≜ {t1, t2,… , tNT

, tNT+1}. As de-
scribed in Section 3, sidelink transmissions rely on a ba-
sic time subdivision with subframe of length 1 ms, hence
tslot = 1 ms. Let NZ be the number of target PoIs. Let
zj ⊆  be the subset of UAVs that are involved in the data
flow related to the target area zj .During the entire mission, we assume thatNzi data pack-ets are generated for PoI zi, with a uniform data rate of Ng

packets per second (constant over the PoIs). Let dttwzi be thedata packet generated at time tw for PoI zi. We indicate with
DTzi ≜ {dtt1zi , dt

t2
zi , ..., dt

tNzi
zi } the overall set of data packets

generated at the target PoI zi, and with DT ≜
⋃

zi∈ DTzithe set of all the packets generated over the scenario during

the entire mission. For ease of disposition, we use dt ∈ DT
to refer to a generic packet when there is no need to explicit
the region and the time slot.

In order to model the scheduling of the data transmis-
sions in the cellular UAV swarm, we introduce the con-
cept of multi-graph G = (V ,A), a time-expanded directed
version of the graph Ḡ that allows to model the transmis-
sions of the data packets from the targets PoIs towards the
BS during the time horizon considered. The set of vertexes
V = VD ∪ VUAV ∪ ⟨B⟩ includes the following elements (in
addition to B, the BS):

• VD = DT contains one vertex for each packet
⟨

dttkzi
⟩

generated during the mission;
• VUAV consists of tuples ⟨ui, tk⟩, ∀ui ∈  , and ∀tk ∈

 . Item ⟨ui, tk⟩, ∀ui ∈  indicates that UAV ui isusing a subchannel in time slot tk.
We indicate with V (tk) = {v = ⟨ui, tk′⟩ ∶ k = k′} ⊆ V

the subset of vertices associated to time slot tk′ .Similarly, the set of arcsA = AA∪ABUF∪ATR∪AB consists
of the following elements:

• AA = {
(⟨

dttkzi
⟩

, ⟨ui, tk⟩
)

,∀dttkzi ∈ DT ,∀ui ∈
zj , k = 0,… , NT } is the set of assignment arcs, as-
sociating the data packets produced by a PoI to a UAV
that is covering that region;

• ABUF = {
(

⟨ui, tk⟩ ,
⟨

ui, tk+1
⟩)

r0,dt
,∀rj ∈ , ui ∈

 , dt ∈ DT , k = 0,… , NT } is the set of buffering
arcs used to represent the possibility for a UAV ui todelay the transmission of data packet dt at time tk;

• ATR = {
(

⟨ui, tk⟩ ,
⟨

ui′ , tk+�ii′
⟩)

rj ,dt
,∀rj ∈  ⧵

{r0},∀{⟨ui⟩ , ⟨ui′⟩} ∈ ĒUAV , ∀dt ∈ DT , k =
0,… , NT } is the set of transmission arcs used to rep-resent the transmission of the data packet from ui to
ui′ with subchannel rj .

• AB = {
(

⟨ui, tk⟩ , ⟨B⟩
)

rj ,dt
,∀rj ∈  ⧵

{r0},∀{⟨ui⟩ , ⟨B⟩} ∈ ĒB ,∀dt ∈ DT , k =
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Table 3
Glossary
Notation Definition

Dcomm Range of U2U communication
Rcomm Range of U2I communication
 ≜ {u1, u2,… , uNU } Swarm ofNU cellular-connected UAVs
 ≜ {z1, z2,… , zNZ } Set ofNZ target point of interests (PoIs)
 ≜ {t1, t2,… , tNT , tNT +1} Time horizon
Nzi Data packets generated for PoI zi
zj ⊆  The subset of UAVs involved in data flow related to target area zj
 ≜ {r0, r1, r2, r3,… , rNsubc

} Set of subchannels
r0 Buffering channel
Ḡ = (V̄ , Ē) Layout graph of swarm
AA Set of assignment arcs
ABUF Set of buffering arcs
ATR Set of transmission arcs
AB Set of base arcs
rss(a) The signal strength received at the destination UAV belonging to arc a
�e Delay (number of time slots required to transmit a data packet) over link e
a The probability of successful transmission through arc a
N0 Noise figure
'a 1 if arc a ∈ A is selected, 0 otherwise
zj ⊆  The subset of UAVs that are involved in the data flow
dttwzi The data packet generated at time tw for PoI zi
DT ≜

⋃

zi∈
DTzi Set of all the packets generated over the scenario

�+(v), �−(v) The outgoing and incoming arcs of vertex v, respectively
�+rj (v) , �−rj (v)) The outgoing and incoming arcs using sub-channel rj , respectively
�+dt(v), �−dt(v)) The outgoing and incoming arcs related to data packet dt, respectively

0,… , NT + 1} is the set of base arcs denoting
the communication of UAV ui to the BS B;

We indicate with �+(v) (resp. �−(v)), the outgoing (resp. in-
coming) arcs of vertex v. Similarly, we indicate with �+rj (v)(resp. �−rj (v)), the outgoing (resp. incoming) arcs using sub-
channel rj and with �+dt(v) (resp. �−dt(v)), the outgoing (resp.incoming) arcs related to data packet dt. Fig. 6 depicts an
example of multi-graph construction for a small-scale sce-
nario.
4.3. Problem Formulation

Given the multi-graph formulation introduced in the pre-
vious Section, the scheduling of data transmission over the
cellular UAV-swarm can be modeled as the problem of de-
termining the optimal sequence of arcs (which correspond
to networking actions in our modeling) so that the overall
probability of successful transmission is maximized. To this
purpose, we introduce the following variable:

'a =

{

1, if arc a ∈ A is selected
0, otherwise . (1)

Leta denote the probability of successful transmission
through arc a, with a ∈ {ATR∪AB }, i.e. the arc corresponds
to a transmission on a U2U or on a U2I link. We modelaas follows:

(a) =

⎧

⎪

⎨

⎪

⎩

1 if SINRSL
a [dBm] > k2

0 if SINRSL
a [dBm] < k1

(SINRSL
a [dBm] − k1)∕(k2 − k1) otherwise

(2)
where the constants k1 and k2 can be extrapolated from the
SINR range in Fig. 4a of Section 3.2. Here, SINRSL

a is de-
rived in Section 3.2 and specifies the SINR value at the des-
tination UAV. Its value can be expressed as:
SINRSL

a [W ] =
'a ⋅ rss(a)

∑

v∈V (tk)
∑

a′∈�+(v)rj
'a′ ⋅ rss(a′) +N0

(3)
SINRSL

a [dBm] = 10 ⋅ log10(1000 ⋅ SINR
SL
a [W ]) (4)

where N0 refers the received power noise, and rss(a) is the
signal strength received at the destination UAV belonging to
arc a. For a single data packet dt, the overall probability can
be computed as:

∏

a used by dt
(a) (5)

It is worth noting that, when the data packet is being
delivered over a multi-hop an end-to-end link, the overall
packet delivery probability will be constrained by the most
unreliable link included in the routing path. Due to the itera-
tive behavior of our optimization model, some cases may re-
sult in sub-optimal results of the overall probability induced
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Z1

U4

U2

U1

U3

Z2

B

dtz1
t1

U1

U2

U3

U4

dtz2
t2

t1 t2 t3 tN  +1T

⟨B⟩

⟨u4, t1⟩

⟩⟨

⟩⟨

Figure 6: Illustration of the multi-graph construction. On the left, we have the scenario with 4 UAVs (U1,U2,U3,U4) and 2 PoIs
(Z1,Z2), while the derived multi-graph is depicted on the right. For ease of drawing, not all the labels are showed. The VUAV
vertexes consist of tuples ⟨ui, tk⟩, the BS node ⟨B⟩, and the packets ⟨dttkzj ⟩. The colored arrows depict the different channels that

are used for transmitting, while the black one shows the buffering of the packet ⟨dtt2z2⟩ at UAV u1. The thick arrows depict the
path performed by the packet ⟨dtt1z1⟩ (colored in orange).

by the link unreliability experienced in the path. However,
we show that, this trade-off does not cause significant perfor-
mance degradation (e.g., the packer delivery ratio (PDR))
as shown in Fig. 8. During the "positioning" phase, the
UAVs form a multi-hop path from PoI towards the base that
would ensure communication range constraint. Although
the "transmission scheduling" phase follows after "position-
ing", their estimated locations in the multi-hop chain en-
sure an end-to-end link being able to deliver the data packet
across the chain towards the base. If the SINR experienced
through the arc is above certain threshold, the link is active
for data transmission and transmit with a probability. We
aim atmaximizing the probability of successful transmission
through a given arc from the channel conditions experienced
(i.e., SINR) between transmitter and receiver.

In the scheduling problem, we want to determine the op-
timal 'a so that the expected number of packets successfully
received by the BS is maximized, considering all the traffic
produced in the scenario, i.e.:

argmax
'a

∑

dt∈DT

∏

a used by dt
(a). (6)

Maximizing the value of Equation (6) leads to an highly
nonlinear problem. In the following Section, we relax the
objective function in order to be able to reformulate the prob-
lem and solve it with optimization tools.

5. Proposed Algorithms
This Section presents the proposed algorithms to deploy

the cellular UAV-swarm. First, in Section 5.1 we describe
a centralized solution to the scheduling problem introduced
in Section 4.3. A distributed solution is discussed in Sec-

tion 5.2. Finally, the UAV positioning scheme is briefly pre-
sented in Section 5.3.
5.1. Centralized Solution

In this section, we propose a mathematical model that
aims at finding an effective communication schedule by tun-
ing as parameters the path associated to each data packets in
the multi-graph presented in Section 4.2, i.e., the 'a values.More precisely, the optimal solution to the scheduling prob-
lem can be obtained by solving the following Multi-Channel
Flow Optimization Problem (MCFOP):

min
∑

a,∈A
ba'a +

∑

a,a′∈A
ca,a′'a'a′ (7)

∑

a∈�+(v)
'a ≤ 1, ∀v ∈ VD (8)

∑

a∈�+rj (v)

'a ≤ 1, ∀v ∈ VUAV , rj ∈ 

(9)
∑

a∈�−rj (v)
'a ≤ 1, ∀v ∈ VUAV , rj ∈ 

(10)
∑

a∈�+dt (v)

'a −
∑

a∈�−dt (v)
'a = 0, ∀v ∈ VUAV , rj ∈ DT

(11)
'a + 'a′ ≤ 1, ∀v ∈ VUAV ,

∀a ∈ �+(v) ⧵ ABUF ,
a′ ∈ �−(v) ⧵ ABUF(12)

'a ∈ {0, 1}, ∀a ∈ A (13)
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The objective function (7) is an approximation of the
real objective functionmax

∑

dt∈DT
∏

a used by dt (a) and it
consists of a linear and a quadratic term. The two terms
play two different roles in the search for the optimal solu-
tion. The linear term allows to find the shortest routing to
the BS. On the other hand, the quadratic term introduces a
penalty whether a pairs of arcs a and a′ appears together in
the solution. In principle, the objective function is written in
a generic way that allows to penalize any pair of arcs in the
multi-graph G. However, in our implementation, we fixed
the values of ba = 1

(a) , while ca,a′ = 102 if the distance be-
tween arcs a and a′ is lower than a given threshold Dinterf ,and they have the same time period and same subchannel. In
this way the objective function (7) first aims at minimizing
the number of times we have a transmission with a poten-
tial interference. Secondly, for two solutions with the same
number of conflicts, it prefers a solutionmaximizing the total
sum of probabilities of having a successful communication.

Constraint (8) ensures that each data source (i.e., PoI)
is associated to at most one UAV. Constraints (9) and (10)
ensure that a UAV transmits and receives at most one data
packet on the same subchannel during the same subframe pe-
riod. Constraint (12) ensures that each UAV can only either
receive or transmit in a given time t. Finally, Constraint (11)
creates a flow for the data frames from the source to the BS.
In other words, if a node receives a data packet at a given
time t, it must either keep it via buffering arcs or sent it to
another UAV or to the BS via transmission or base arc.
5.1.1. Complexity of the MCFOP

In this subsection, we prove the complexity of the MC-
FOP by restriction from the shortest weight-constrained
path [34]:
Theorem 1. The MCFOP is NP-hard.
Proof. Given a graph G = (V ,A), a set of non-negative
length la and a non-negative weight wa for each arc a ∈ A,
two specified vertices s, t ∈ V and positive integers K and
W . The Shortest weight-Constrained Path (SCP) searches
for a simple path inG from s to t with total weight W or less
and total length K or less. The SCP is NP-hard [34]. For a
given instance of SCP, let us consider the following restric-
tion of the MCFOP: we fix NT = T , Nsubc = 1, we use G
as layout graph, where ĒUAV = {⟨s⟩}, t is the base station
(⟨B⟩ = t) and �a = ta. The linear costs are given by wa,i.e., ba = wa and there are no quadratic costs, i.e., ca,a′ = 0.
With the given transformation, MCFOP compute a SCP of
minimal cost with total length less than T , thereforeMCFOP
is also NP-hard.
5.2. Dynamic Consensus-Based Bundle Algorithm

The centralized solution assumes a complete knowledge
of the UAVs positions and a continuous exchange of con-
trol messages between the central BS and the UAV swarm.
Given the unfeasibility of such assumptions, and the com-
putational cost of the centralized solution, in this Section
we propose a distributed method for channel sharing and

transmission scheduling, based on popular auction-based
algorithms. Indeed, Consensus-Based Bundle Algorithm
(CBBA) [35] is a well-known auction-based method for de-
centralized task allocation among some agents. CBBA pro-
ceeds in repeated iterations of two phases, (1) Bundle con-
struction and (2) Consensus phase. In the first phase, an
agent creates task bundle by winning the bid over the other
agents. In the second phase, a mutual consensus is applied
on the winning bids of agents in order to perform the con-
flict resolution among the agent-task pairs. The algorithm
is shown to converge in real-time and produces a conflict-
free assignment of agents to tasks [35]. We model the UAVs
as agents and the Transport Blocks (TBs) as tasks that the
agents can use to transmit its data. The UAVs must be as-
signed to different TBs in order to avoid mutual interference.

To this purpose, the task allocation algorithm must
produce a conflict-free assignment of Ntask tasks among
NU UAVs in order to minimize simultaneous transmis-
sions over the shared channels. Let  be the set of
UAVs and  the set of available tasks. In our model-
ing,  = {k1, k2,… , kNtask

} represents the pool of TBs
that UAVs can reserve to transmit their data. We assume
that the time  is subdivided into superframes  i

supf =
{t0+Nsupf ⋅i, t1+Nsupf ⋅i,… , t(Nsupf−1)+Nsupf ⋅i} ⊂  of length
Nsupf , where tsk = tk+Nsupf ⋅i that represents the k-th time slot
inside every superframe. The task kj ∈  is hence defined
as a pair ⟨tsk, ry

⟩, with ry ∈  ⧵ {r0} being an available
subchannel (see Figure 7). The number of tasks is given by:
Ntask = Nsupf ⋅Nsubc. The CBBA algorithm envisages the
possibility for each agent to perform Lt tasks during the al-
gorithm execution. Initially, we assume this value to be ho-
mogeneous among the UAVs and equal to the packet genera-
tion rate from the PoIs (Ng). How to remove the assumption
is discussed later in this Section.

During the first phase, the CBBA algorithm keeps track
of the following lists: (i) the winning bid list yi of length
Ntask containing the bid of the winning agent; (ii) the win-
ning UAV list zi of length Ntask containing the the winning
UAV for each specific TB in the resource pool; (iii) and a
bundle bi that contains the list of the TBs obtained by UAV
i. Let cij be the score function, defining the reward for UAV
i using the TB kj for the transmission. We define the score
function as follow:

cij =

{

1 if rssj ≤ rssmin
1

1+(rssj−rssmin)
otherwise (14)

where rssj is the estimation of the received signal strength
detected at the TB of task kj in the previous superframes,
while rssmin is a system threshold on the rss under which
the sub-channel is detected as idle. The aim of the dis-
tributed assignment algorithm is to maximize the value of
∑

ui∈
∑

kj∈ cij ⋅ xij , i.e. to minimize the simultaneous
transmissions of different UAVs on the same TB. Here, xijis 1 if UAV i uses the TB kj , and 0 otherwise. Algorithm 1
shows the first phase of the bundle construction. The bundle
construction is executed at each ts0, i.e. at the beginning of
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T

R

r1

r2

r    =r5Nsubc

t0+N    ·isupf
t0+N    ·(i+1)supf

Tsupf

i Tsupf

i+1{ {

<t2,r4>
s <t2,r4>

s

Figure 7: Tasks definition: in this example, two consecutive
task pools are depicted,  i

supf and  i+1
supf , where Nsubc = 5 and

Nsupf = 5.

each superframe.

Algorithm 1: Bundle Construction
Input: yi, zi, bi

1 while |bi| < Lt do
2 ℎij ← I(cij > yij) ∀kj ∈ 
3 Ji = argmaxj(cij ⋅ ℎij)
4 bi ← bi ∪ {kj}
5 yi,j ← ci,Ji
6 zi,j ← i
7 end

In Algorithm 1, we assume that at time t0 the elements
in the sets yi and zi are initialized to 0, and bi to ∅, ∀ui ∈
 . The algorithm starts with checking the bi set that must
contain Lt elements, i.e. the requested packets to transmit
(line 1). Inside thewhile loop, the algorithm chooses the best
task whose score function is greater then the winning bid
(lines 2 and 3). Here, the I function returns 1 if the argument
is true, 0 otherwise. Finally, the bundle bi is updated with
the winning task, and consequently the sets yi and zi (lines4 - 6).

Each UAV broadcasts a beacon message every Tbeaconseconds, in order to exchange control information used for
the consensus phase performing conflict resolution. This
message contains the winning bids list yi, the winning agentslist zi, and the list si, with |si| = NU , indicating the times-
tamp referring the last received beacon from the other UAVs.
At every beacon reception fromUAV uj , the UAV i activatesthe conflict resolution phase that consists in the execution of
a set of check rules listed in [35] for every element in zj .Each rule serves to update the conflicts on the task assign-
ment, by allocating the tasks to the UAVs with the greatest
bid.

The Algorithm 1 described so far considers a static num-
ber of tasks for each UAV ui, given by the value ofLt. How-ever, the need of transmission opportunities within cellular
UAV swarms may change dynamically as a consequence of
varying traffic loads, newmission requirements, interference
effects, etc. For this reason, let Lit be the number of tasks
for each agent ui ∈  and at each time slot tk. In the
following, we introduce a variant of the CBBA algorithm,
named Dynamic-CBBA (D-CBBA), that takes into account
the presence of Lit(tk) terms for each UAV/time slot. The
algorithm works similar to the legacy CBBA algorithm and

Table 4
D-CBBA extra decision rule
Agent i thinks

zi,j(tk) is
Agent i thinks
zi,j(tk+1) is Action

Lit(tk+1) < L
i
t(tk)

i i ⇓
ResetWorst

is composed of a sequence of a bundle construction phases
followed by a conflict resolution phase. However, differently
from the legacy CBBA algorithm, we need to add a decision
rule to the decision table defined in [35], in order to deal
with the variability of assigned tasks. This rule is defined in
Table 4.

The action “ResetWorst" resets both the winning bid and
the agent, i.e. yi,j = 0 and zi,j = 0 of the worst task be-
longing to the winning bundle bi at time tk, i.e. kw with
w = argminj cij where xiw = 1. This new rule allows to re-
lease the resource when it is no longer needed by the UAV.
For the D-CBBA algorithm, we define the number of tasks
to assign to the UAV ui as Lit(tk) = queuei(tk) + histi(tk),where queuei(tk) indicates the packet queue size of UAV uiat time slot tk, while histi(tk) is the number of packets re-
ceived during the lastNsupf time slots. In this way, the UAV
will be able to obtain enough TBs to transmit the packets
from the transmission queue plus an estimation of packets
that the UAV will receive during the next superframe. It is
worth mentioning that the value of Lit(tk) must be less or
equal than the number of available tasksNtask .
5.2.1. Computational complexity

The computational complexity of the bundle construc-
tion phase, i.e. Algorithm 1, is defined by the main loop of
line 1, that is executed (Lt) times. Inside the loop, the re-
search of the best task is (Ntask) due to the linear researchof the argmax value (line 3). Given that the maximum value
that Lt can get in our D-CBBA algorithm is Ntask , the totalcomputational complexity of the bundle construction phase
is (N2

task).The second phase, i.e. the conflict resolution, is activated

Table 5
Simulation Parameters
Component Model
NU 10
M 10 km
NZ 4
Nsupf 20
Nsubc 3
Ng 400
Dcomm 1000 m
Dinterf 1200 m
Tbeacon 0.2 s
rssmin −105 dBm
BUFmax 500
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at each UAV ui upon reception of a beacon message form
UAV uj . During this phase, the elements of zj are visited
and, for each element, the table check is executed. We recall
that |zj| = Ntask . The rules defined in CBBA [35] are exe-
cuted in constant time, (1), while the action “ResetWorst"
defined in Table 4 is (Ntask) due to its argmin search over
all the possible tasks. In conclusion, also the the second
phase has a computational complexity of (N2

task).
5.3. Positioning Algorithm

We assume that the positioning algorithm is computed
in a centralized way by the BS before the starting of the mis-
sion. The goal is to maximize the the coverage of PoIs from
the UAVs. To this aim, we assume that a Minimum Span-
ning Tree (MST) algorithm is used, where the vertexes are
the PoIs and the BS, while the weights of the arcs are defined
as the Euclidean distance between the vertexes. The Prim’s
algorithm is executed to compute the tree. Finally, the UAVs
are placed on the edges at a maximum distance of Dcomm in
order to ensure that the swarm is fully connected.

6. Experimental Setup and Performance
Results
The simulation setup considers a swarm of cellular-

connected UAVs performing video monitoring tasks ofNZtarget regions. The monitoring regions are placed randomly
in a map scenario of sizeM ×M square meters. There are
NU UAVs statically placed using the MST algorithm with
an inter-UAV distance of at most Dcomm meters. The BS is
placed at the center of the scenario. The simulation param-
eters are reported in Table 5. The UAVs that are positioned
at the PoIs represent the end nodes of the MST and are in
charge of generating sensing data with a rate of Ng packetsper second.

We compare these scheduling algorithms in the perfor-
mance evaluation:

• Centralized Solution with Limited Interference: This
is the algorithm presented in Section 5.1, by consider-
ing an interference radius equal toDinterf meters. It is
abbreviated as Centralized (Lim. Int.) in the plots.

• Centralized Solution: this is the above mentioned al-
gorithm after removing the assumption on the limited
interference radius.

• CBBA: This is the state-of-the-art distributed algo-
rithmwith the application described in Section 5.2 and
a static number of tasks. Specifically, we setLt = Ng .

• D-CBBA: This is our extension of theCBBA algorithm
with varying number of tasks for UAVs, described in
Section 5.2.

• Greedy Algorithm: This is a basic scheme where each
UAV randomly selects the TBs for data transmission,
without any explicit cooperation with other peers. It
is used here as baseline for distributed resource allo-
cation.

The centralized solution is evaluated with mathematical
optimization framework by solving the optimization prob-
lem stated in Equation 7 and Equations 8-12. This model is
implemented in C++ using IBM ILOG CPLEX 12.8.0 [36]
as MILP solver. All experiments are executed on a single
core of an Intel Xeon E5-4620 at 2.2GHz with 4GB of avail-
able memory. The distributed solution is evaluated via ex-
tensive simulations. The Packet Delivery Ratio (PDR) is
used as key performance metric.

Figures 8a and 8b depict the PDR with respect to the
varying rate of packet generation (Ng) and number of sub-
channels (Nsubc), respectively. As expected, the PDR is
negatively correlated with the data generation rate and posi-
tively correlated with the number of available sub-channels.
When increasing the packet generation ratio, in fact, the net-
work becomes more and more congested; as a result, it be-
comes challenging to allocate idle TBs to only one UAV.
Vice versa, the interference decreases when expanding the
pools of available sub-channels from which the UAVs can
pick up the TBs.

From these Figures, we can observe the difference be-
tween the two centralized solutions and more specifically
the impact of the approximation introduced in Section 5.1 to
make the problem tractable. The centralized solution with
limited interference adds the assumption of a limited inter-
ference radius, equal to Dinterf meters; it is easy to notice
that the assumption produces a PDR equal to 98%. If we
keep the same transmission scheduling but remove the as-
sumption of limited interference radius, we can notice an
additional loss of around 2% in the performance. This is
mainly due to packet collisions occurring on links covering
long distances and hence with reduced SINR values.

Moving the analysis to the distributed solutions, we can
appreciate the differences between the D-CBBA, the CBBA
and the Greedy algorithm. The Greedy algorithm perform
worse than the other schemes with a PDR value close to 0.8
withNg = 500 andNsubc = 3. This is due to the lack of co-
ordination among the UAVs that select the RBs in a pure
random basis. Differently, both CBBA and the D-CBBA
schemes introduce coordination among the UAVs; in partic-
ular, the D-CBBA self-adapts to the network requests, thus it
reserves only the resources needed at each superframe. We
can notice that D-CBBA performs similar to the centralized
solution, where the transmissions are coordinated by the cen-
tral BS. The choice of the score function cij (Equation 14)
has a fundamental impact on the performance of CBBA al-
gorithms. In this case, UAVs that are close to each other are
able to avoid the selection of the same TBs for the transmis-
sion. However, when the network becomes crowded, due
to the increasing traffic load or the small number of avail-
able channels, the CBBA algorithm is able to avoid inter-
ference between close UAVs, hence reducing the impact on
the SINR on the receiver UAVs. Furthermore, the dynamic
choice of the Lit value in the D-CBBA algorithm allows a
more adaptive scheme, where the UAVs reserve only the ex-
act amount of resources needed.

Figure 9a confirms the analysis described so far. Indeed,
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Figure 9: (a) Percentage of simultaneous transmissions for Greedy and D-CBBA, (b) Comparison of the algorithm convergence time.

the Figure shows the number of simultaneous transmissions
and hence it reflects the ability of the algorithms in avoiding
potential concurrent access to the shared resources. The D-
CBBA algorithm is able to successfully complete more than
75% of data transmissions without generating interference,
while the Greedy algorithm can barely reach 60%. Fig. 9b
evaluates the convergence time of the D-CBBA algorithm.
The system reaches a steady state nearly at 12 sec where
the PDR stabilizes to a value around 0.94. The algorithm, in
fact, exchanges control messages every Tbeacon seconds in or-der to reach the consensus on the data transmission schedul-
ing decisions. On the contrary, the Greedy algorithm does
not exchange messages and behaves in the same manner for
the entire duration of the simulation.

Finally, Figures 10a and 10b investigate the impact of the
superframe sizeNsupf on the PDR and end-to-end delay. The
two algorithms behaves similarly, with an increasing trend
of the end-to-end delay. Indeed, for larger superframe size,
there may be unused TBs which introduce additional delays
in the packet transmission. On the other side, the PDR is
not affected by the variation of the superframe size. Again,

we can appreciate the ability of the D-CBBA algorithm to
adapt to the network conditions when choosing the number
of requested tasks, i.e. the number of transmissions inside
each superframe. Such value depends, indeed, on the esti-
mated number of packets that should be sent during the next
superframe, and therefore, the scheme adapts to its size.

7. Conclusions and Future Outlook
In this work, the problem of cooperative and

communication-aware UAV positioning and channel
scheduling is investigated in order to carry out the data
transmission from a set of target points towards cellular
BS. The range of UAV radios are finite and hence, they
tend to fly beyond the BS coverage in a typical mission.
Considering the limited coverage, we studied a cooperative,
multi-hop sidelink-assisted design of C-U2X communi-
cation model that optimizes the scheduling decisions of
data transmission employing sidelink sub-channels. The
model is validated using both centralized and distributed
algorithms. The formulated problem is solved in centralized
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Figure 10: PDR and Delay varying with superframe size (Nsupf ).

manner by mathematical optimization framework. A dis-
tributed auction-class of algorithms, D-CBBA is proposed
to generate efficient sub-channel scheduling decision for
maximizing data transmission from PoIs to central BS. Our
experimental assessment demonstrates that the distributed
algorithm potentially enhances the cellular infrastructure
coverage via multi-hop communications over the 5G
sidelink. In the future, we aim at building a real-world
working prototype of the cellular-connected UAV swarm
based on sidelink and study its performance characteristics
with realistic flight plans. In addition, we plan to expand the
optimization model in order to jointly consider the phases
of UAV positioning and data scheduling.
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