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Abstract—Under-display imaging has recently received considerable attention in both academia and industry. As a variation of this technique, under-display ToF (UD-ToF) cameras enable depth sensing for full-screen devices. However, it also brings problems of image blurring, signal-to-noise ratio and ranging accuracy reduction. To address these issues, we propose a cascaded deep network to improve the quality of UD-ToF depth maps. The network comprises two subnets, with the first using a complex-valued network in raw domain to perform denoising, deblurring and raw measurements enhancement jointly, while the second refining depth maps in depth domain based on the proposed multi-scale depth enhancement block (MSDEB). To enable training, we establish a data acquisition device and construct a real UD-ToF dataset by collecting real paired ToF raw data. Besides, we also build a large-scale synthetic UD-ToF dataset through noise analysis. The quantitative and qualitative evaluation results on public datasets and ours demonstrate that the presented network outperforms state-of-the-art algorithms and can further promote full-screen devices in practical applications.

Index Terms—Time-of-Flight, depth restoration, denoising, under display, CNN.

1 INTRODUCTION

CONTINUOUS-WAVE time-of-flight (ToF) cameras, also known as indirect ToF or iTof, are active depth sensors that have been widely used in computer vision and graphics applications due to the high-quality, low-cost, compact structure and high frame rate [1], [2]. In many of the applications, especially in smartphones, the demand for full-screen with an almost 100% screen-to-body ratio promotes manufacturers to consider locating a ToF camera Under a Display screen (UD-ToF camera) [3]. The full-screen devices can not only provide amazing visual effects but also enhance the human-computer interaction experience. While UD-ToF cameras have many exciting advantages, it also brings several imaging problems. Due to the pixels and circuits in the display [4], the signal received by the ToF sensor will be subjected to attenuation, multi-reflection, and diffraction effects, as shown in Fig. 1. Additionally, a circular polarizer is usually placed in front of the display to make a clearer and brighter image for users, further reducing the amplitude of the received signal. So the raw UD-ToF measurement will become blurry, and its SNR will drop sharply. Different from traditional cameras with digital image sensors, the depth map of a scene is obtained from the raw measurements in an indirect way (e.g., nonlinear operation). As a result, these corrupted raw measurements lead to an unreliable depth map [5]. In a word, UD-ToF depth restoration is a new task that needs to jointly solve denoising, deblurring, and raw measurements enhancement in low-sensing environments.

At present, there are mainly two types of OLED displays that can be used for full-screen devices, namely Transparent Organic Light-Emitting Diode (T-OLED) and Pentile OLED (P-OLED) [4]. Considering that the received light will be attenuated twice by the screen, it is necessary to select a display with a higher light transmission rate. Compared to the P-OLED panel with a light transmittance rate of less than 10%, the T-OLED panel with a light transmittance rate of up to 80% becomes our optimal choice. It should be noted that the display is nonactive in this paper, similarly to [4]. Since the term “ToF camera” in the following are all based on continuous-wave time-of-flight technique, without ambiguity, we refer to continuous-wave time-of-flight and ToF camera under T-OLED display as ToF and UD-ToF camera, respectively.

To acquire UD-ToF depth maps with higher precision, we can adjust the output power, integration time and modulation frequency [6]. However, the hardware adjustments will be subject to several practical constraints in these applications. Increasing the output power of laser leads to excessive power consumption and violates the human-eye safety rule, whereas utilizing more than two different
modulation frequencies may result in more severe motion blur due to its longer capture. Consequently, we turn to post-processing algorithms to improve the SNR of raw UD-ToF measurements, thereby obtaining a depth map with the same measurement accuracy as the display-free ToF camera.

In traditional processing methods [7], [8], this ill-posed problem is usually solved by a depth optimization procedure. For this depth restoration task, the accuracy of depth maps should be improved while denoising and deblurring, which is challenging because processing raw measurements may destroy their inherent physical relationship. These models are insufficient to deal with the complicated UD-ToF depth degradation problem due to information loss caused by hand-crafted feature extraction. To alleviate the problem, we propose a calibration method to eliminate the spatial noise in UD-ToF cameras, also known as Fixed-Pattern Noise (FPN), caused by the display panel. This step can highlight the image features without loss of information, making the subsequent processing easier.

Due to the powerful feature extraction and representation capability, learning-based approaches, especially deep learning algorithms, have made significant progress in 3D image processing, such as denoising [9], [10], [11], deblurring [12], [13], multi-path interference (MPI) correction [14], [15], [16], and depth super-resolution [17], [18], which inspire us to make further exploration. Considering the physical relation of raw measurements, we propose a cascaded network to solve the complex depth degradation problem. Unlike the previous approaches that improve depth quality in single raw domain or depth domain, our method performs depth optimization in both domains. Specifically, a complex-valued neural network is presented to enhance measurements in raw domain. In depth domain, we propose a Multi-Scale Depth Enhancement Block (MSDEB), which further helps refine depth maps. Moreover, some traditional ToF image processing components, such as mapping from raw measurements to depth [14], can also be utilized in our processing procedure.

For training, some synthetic and real datasets are created by previous works, such as [10], [11], [15], [19], [20]. Nevertheless, no real dataset can be employed for the UD-ToF depth restoration task. To this end, we set up a specific range-imaging device that can capture raw measurements for the same scenes in under-display and display-free modes, respectively. Furthermore, a synthetic dataset with a minor or no domain gap with the real dataset can generalize better and requires fewer efforts to collect. Nevertheless, few synthetic datasets are adequate for our task because they do not provide noisy/clean raw measurement pairs or are not large enough. To remedy this issue, we create a synthetic dataset via noise analysis of ToF raw measurements, which is also suitable for other tasks, such as denoising, deblurring.

In this paper, we propose a learning-based approach to address the problem of UD-ToF depth degradation. Specifically, the contributions of our work are as follows:

- We present the properties of the spatial noise in UD-ToF cameras and develop a calibration method to remove it. This operation significantly improves the UD-ToF ranging accuracy.
- We propose a cascaded deep network working both in raw and depth domains. It consists of two main sub-networks: the first is the complex-valued convolutional neural network, CV-ToFNet, which jointly performs denoising, deblurring and raw measurements enhancement in the raw domain; the second performs depth refinement in the depth domain based on the proposed MSDEB.
- No dataset exists to study our problem. Hence, we create a large-scale synthetic dataset named SUD-ToF by analyzing the noise models, which also can be used in other issues like denoising and deblurring. Moreover, we set up a specific range-imaging device and build a real dataset, RUI-ToF, containing noisy/clean raw measurement pairs and depth maps. The two datasets proved to have a small domain gap.
- The experiments on our datasets validate that the proposed approach effectively restores UD-ToF depth in real time. Besides, we demonstrate that the proposed method is superior to state-of-the-art depth restoration approaches in UD-ToF depth restoration and denoising.

The paper is organized as follows: Section II discusses the related work. Then we present the principle of ToF imaging in Section III. The proposed learning-based approach is detailed in Section IV while Section V introduces the datasets including real data acquisition and synthetic data generation. Experimental comparisons and ablation study are demonstrated in Section VI. Finally, we draw a conclusion in Section VII.

2 Related Work

Depth restoration has always played an essential role in computer vision. Here, we summarize previous works related to this task from multiple aspects.

A. Image Enhancement.

The low-sensing environment is capture conditions where sensors obtain images with lower amplitude values than normal shots, which is one of the topics similar to ours. Many approaches, such as [21], [22], [23], have been presented to enhance low-sensing RGB images, which can give us inspiration on depth quality improvement.

With the recent trend of full-screen devices, which requires placing the front camera behind the screen itself, Under-Display camera restoration [24], [25], [26] emerged as a new computer vision task. Zhou et al. [4] analyze such a problem by focusing on two main types of displays. They design a system for data acquisition and a model-based pipeline to synthesize under-display images. In [27], Feng et al. present a physics-based image formation model and measure the Point Spread Function (PSF) of under-display cameras through an imaging system. They also provide a pipeline to generate synthetic under-display images, and a dynamic skip connection Network is designed to restore their quality. Kwon et al. [28] propose a controllable image restoration algorithm to alleviate the artifacts of blur and noise in under-display images.

B. Depth Restoration.

Despite advances in resolution and imaging quality, shot noise, Multi-Path Interference (MPI), pixel circuit noise, and
read noise still hamper wider applications of current consumer ToF cameras [29]. For UD-ToF cameras, the images also suffer from artifacts caused by the display panel. Thus ToF depth restoration remains an open challenge.

For traditional model-based approaches, Fuchs et al. [30] investigate a multi-path model to distort depth maps, which incorporates the scene geometry. Kadambi et al. [31] regard the MPI removal as an inverse problem and use sparse deconvolution to estimate latent clean depth maps from single modulation frequency measurements. The method from Bhandari et al. [32] provides a closed-form solution based on $2K + 1$ frequency measurements and spectral estimation theory. Freedman et al. [7] conduct Sparse Reflections Analysis (SRA) to address many types of MPI and realize real-time processing. Phasor imaging for light transport analysis is proposed by Gupta et al. [33]. Georgiev et al. [34] analyze the noise model of raw measurements and remove the FPN to get accurate depth maps, which is substantial for the following process. Then they [35] apply non-local means denoising algorithm working in complex domain. Another recent work [36] by Rossi et al. formulates the depth restoration task as an optimization problem. They propose a variational framework that enforces piece-wise planar to refine depth.

Recently, an increasing number of data-driven methods for depth restoration have been introduced. Son et al. [37] first apply a neural network to MPI removal of ToF cameras and use the data collected by a structured light camera as the ground truth for training. Based on an auto-encoder architecture, Marco et al. [15] train a depth-to-depth network in two stages. The aforementioned data-driven approaches take depth maps as the input of their networks, but much useful information in raw measurements is lost after nonlinear mapping. So an end-to-end network is proposed for denoising and MPI compensation of ToF images [10]. Guo et al. [14] utilize a kernel-prediction network (KPN) working in raw domain to address the ToF artifacts, including motion, MPI, and shot noise. In [20], ToF depth maps are refined through a kernel prediction network with the help of aligned RGB images. SHARP-Net [38] introduced by Dong et al. exploits residual pyramid for ToF depth denoising in a coarse-to-fine manner. Chen et al. [39] propose a neural network to translate the corrupted ToF raw measurements to high-quality depth maps even in the conditions of extreme short exposure or low-sensing environment.

Unlike the above approaches that refine depth only in raw or depth domain, our approach containing two subnets conducts depth restoration in both domains. We take the inherently physical relationship between ToF raw measurements into account, which is equivalent to adding regularization to each network layer. Furthermore, inspired by the conventional method of multi-scale detail enhancement [21], we design a subnet to perform depth refinement in depth domain.

C. Complex-valued Network.

Due to the higher representation power of complex numbers than real-valued weights, complex-valued networks have recently demonstrated superior performance in several tasks, including speech enhancement [40], [41], action recognition [42], image classification [43] and MRI reconstruction [44], [45]. In signal processing, complex numbers can accurately delineate the amplitude and phase of specific signals, which has great potential in improving the learning speed and generalization ability of the network. For the UD-ToF depth restoration problem, the raw measurements can also construct a complex representation based on their physical relationship [35], which motivates us to devise a complex-valued network for UD-ToF restoration.

D. Synthetic ToF Dataset.

To enable training, a few of datasets for ToF imaging are proposed. Considering that real dataset collection is time-consuming and labor-intensive, most are synthesized with tools in computer graphics. Agresti et al. [19] build real and synthetic datasets with raw measurements, depth maps and amplitude maps, whereas their scale is not enough to support the training of many approaches. The synthetic dataset from DeepToF [15] consists of 25 different scenes with 1050 depth images, but ToF raw measurements are absent. The NYU-Depth V2 dataset [46] and the human body dataset introduced by [11] also have the same situation as DeepToF. In addition, Su et al. [10] propose a large-scale synthetic dataset with noisy/clean ToF raw measurements using the transient rendering technique. However, the characteristics of Gaussian noise added empirically are pretty different from real noise and cannot be generalized to real scenes. Although Guo et al. [14] establish the FLAT dataset with both raw measurements and depth maps, they apply the collected real noise on the synthetic data in the form of a lookup table, which requires much labor to capture tens of thousands of images. This is impractical to build a large-scale dataset for our task. Moreover, no existing real datasets are prepared for the UD-ToF depth restoration task. Therefore, we collect a real dataset by a specific range-imaging system and propose a large-scale synthetic dataset via noise analysis with a small domain gap from the real one.

3 Foundation of Time-of-Flight Imaging

This section presents the principle of ToF range imaging and the formation of UD-ToF sensing.

Technical foundations. To measure the distance to the target in the scene, ToF cameras emit amplitude-modulated light and measure the phase difference between the sent and received signals. Assume the emitted signal is sinusoidal of the form:

$$s(t) = \cos(\omega t)$$  \hspace{1cm} (1)

then the reflected signal, measured and stored for a single pixel, at the same frequency can be expressed, in function of time $t$, as

$$r(t) = A \cos(\omega t - \phi) + B$$  \hspace{1cm} (2)

where $\omega$ is the angular frequency, $A$ is the amplitude of the reflected signal, $B$ is the offset of the reflected signal due to ambient light, and $\phi$ is the phase shift from which the target distance can be obtained. The cross-correlation between the emitted signal and the reflected signal is formulated as:

$$C(\tau) = r \otimes s = \frac{A}{2} \cos(\omega \tau + \phi)$$  \hspace{1cm} (3)
The ToF camera takes four samples per cycle at a certain modulation frequency \( f \), and the phase of each sample is stepped by 90°, that is, \( I_i = C(\frac{\pi}{2}i) \), \( i = 0, 1, 2, 3 \). Each raw measurement is generally assumed to follow the Gaussian distribution with zero mean and same variance \( \sigma \), which is independent and identically distributed (i.i.d.) [35]. After the sampling process, the phase shift \( \phi \) and the amplitude \( A \) for each pixel are determined by

\[
\phi = \frac{\tan^{-1}((I_3 - I_1) / (I_0 - I_2))}{2}
\]

\[
A = \frac{1}{2} \sqrt{(I_3 - I_1)^2 + (I_0 - I_2)^2}
\]

Then the distance can be obtained by

\[
d = \frac{c}{2f} (\phi + N)
\]

where \( c \approx 3 \times 10^8 \text{m/s} \) is the speed of light and \( N \) is the number of phase wrap.

To correct the systematic errors for the ToF camera, we build a modified model based on the previous work of depth correction [47]:

\[
\Delta d = \alpha_0 + \alpha_1 d + \alpha_2 \cos(4k\tilde{d}) + \alpha_3 \sin(4k\tilde{d}) + \alpha_4 \cos(8k\tilde{d}) + \alpha_5 \sin(8k\tilde{d}) + \alpha_6 R + \alpha_7 T
\]

where \( \alpha_m \) is coefficient of each term in the model, \( m = 0, 1, ..., 7 \), \( d \) is the measured distance, \( R \) denotes the radial distance in the image plane, \( T \) denotes the sensor temperature and \( k = 2\pi f/c \) is the wavenumber. So the corrected distance can be obtained by \( d_c = d - \Delta d \). This model matches the data accurately and can control the ranging accuracy to 1% within the maximum range.

**Phase Unwrapping.** When the phase delay exceeds 2\( \pi \) radians, due to the periodicity of the modulated light signal, it will still fall in the range of \([-\pi, \pi]\). Therefore, the estimated depth map will also wrap around, and its maximum unambiguous ranging distance is \( c/2f \). With only one modulation frequency, it is difficult to estimate the integer \( N \), so we usually set \( N = 0 \). To handle this issue, many ToF camera manufacturers adopt the dual-frequency scheme [40], [48], [49], which can extend the maximum unambiguous range to \( d_{max} = c/2f_{gcd} \), where \( f_{gcd} \) is the greatest common divisor of the two modulated frequencies \( f_1 \) and \( f_2 \).

**Complex representation for ToF data.** Generally, signals with positive scalar intensity and direction can be modeled using complex numbers. For ToF data, the raw measurements can be converted into two-phase maps:

\[
\xi = \frac{1}{2}(I_0 - I_2), \eta = \frac{1}{2}(I_3 - I_1)
\]

These two variables can also be represented by amplitude \( A \) and phase shift \( \phi \):

\[
\xi = A \cos \phi, \eta = A \sin \phi
\]

Based on the relationship between the above two equations, we can express the raw measurements in complex numbers \( Z = Ae^{j\phi} \). And the variance of the two components is given by \( \sigma^2 = \sigma^2_{\xi} + \sigma^2_{\eta} = \sigma^2/2 \).

**UD-ToF data formation.** In UD-ToF cameras, the raw measurements are affected by several types of degradation, including sensor noise, systematic errors, and diffraction (see Fig. 2). The systematic errors can usually be corrected by model-based methods, thus the key to the UD-ToF restoration problem in portable devices lies in denoising and deblurring. Given the observed scene \( I \) and well-calibrated ToF camera, this degradation can be modeled as:

\[
\tilde{I} = h(I) \otimes k + n
\]

where \( I \) and \( \tilde{I} \) are the true ToF data and observations, respectively, \( h \) denotes camera functions to observed scenes which consists of vignetting, pixel delay, modulation function and temperature drift. \( k \) is the blur kernel, also known as the Point Spread Function (PSF), \( \otimes \) denotes the convolution operator and \( n \) represents signal-dependent Gaussian noise [50], [51], [52].

**4 Our Approach**

Our goal is to restore high-quality depth maps from corrupted raw measurements of UD-ToF cameras while taking into account energy efficiency and running speed. The method consists of two stages. First, we analyze the properties of FPN in the UD-ToF camera and remove it. Then we describe the presented network structure, including two cascaded subnets. The first is designed for depth denoising, deblurring, and raw measurements enhancement, while the second focuses on depth refinement. Details are given in the following subsections.

**4.1 Fixed-Pattern Noise Removal**

Due to the presence of the T-OLED display, the signal amplitude received by UD-ToF sensors drops dramatically, resulting in a much lower SNR than that of display-free ToF cameras. Noise sources in UD-ToF sensors can generally be classified into two types: temporal noise and spatial noise. In this part, we mainly consider removing the spatial noise from UD-ToF raw measurements while the temporal noise is processed by our network.

For display-free ToF cameras ranging in low-sensing environments, FPN is the most critical component in the spatial noise, which originates from the image non-uniformity.
Before that the UD-ToF sensor is not affected by ambient light at night, and we can conduct subsequent operations without considering it.

After averaging the hundreds of raw measurements, the mean and variance of the Gaussian noise tend to zero ($\mu_G \to 0$, $\sigma_G \to 0$). Therefore, under this operating condition, nothing would be captured by the UD-ToF camera except the FPN. By subtracting it from the corresponding raw measurements, the data containing only Gaussian noise can be obtained. The raw measurements after FPN removal are shown in Fig. 4. Then they are sent as input to the proposed network.

4.2 Subnet In Raw Domain

For deep learning models, it is always a challenge to deal with generalization and overfitting. Regularization methods help in overcoming this problem. Significantly, the models integrated with prior knowledge usually obtain superior results [53]. For example, conventional real-valued CNNs, treated as a special variant of Multi-Layer Perception (MLP) for images, get remarkable achievements. For ToF imaging, we apply additional prior knowledge to the subnet, which is built upon recent work in complex-valued networks [54]. Further, this is the first time using a complex-valued network to estimate phase and amplitude in ToF imaging jointly.

Rather than directly sending raw measurements to each channel of the network, we convert them into a complex representation as the input, as described in Eq.(8). We build the complex-valued model that deals with complex inputs and weights as a generalization of real-valued networks. To perform back propagation in optimization, the model must be differentiable, which is a much stronger constraint than its real counterpart. According to CR-calculus [55], we can conduct gradient descent to update parameters if the real and imaginary components are differentiable respectively. When we perform a convolution operation on a complex matrix $Z = X + jY$ with a complex kernel $K = W_R + jW_I$, the result is

$$Z * K = (W_R * X - W_I * Y) + j(W_I * X + W_R * Y) \quad (12)$$

where $X, Y, W_R$ and $W_I$ are real matrices. They can be represented in algebraic notation:

$$\begin{bmatrix} \mathbb{R}(Z * K) \\ \mathbb{I}(Z * K) \end{bmatrix} = \begin{bmatrix} W_R & -W_I \\ W_I & W_R \end{bmatrix} * \begin{bmatrix} X \\ Y \end{bmatrix} \quad (13)$$

Note that the modulation frequencies are set to 20/100MHz, but the subnet input is the complex ToF data at

Fig. 3. FPN of UD-ToF is mainly caused by the reflection of the T-OLED screen. The amplitude of FPN is large enough to affect the accuracy of the depth maps. (a) Illustration of FPN formation. (b) Amplitude of FPN.

Fig. 4. Four correlated raw measurements before and after FPN removal. After FPN removal, each frame of raw measurements becomes clear, allowing the network to quickly learn the features of these images.
100MHz due to the fact that ranging accuracy is positively correlated with modulation frequency [16]. Raw measurements at 20MHz only guide the unwrapping process and will not affect the ranging accuracy.

On the other hand, although the U-Net architecture was initially proposed for medical image segmentation, it has also exhibited excellent performance in image reconstruction. Our network also adopts this architecture, which is detailed in Fig. 5. Furthermore, to avoid gradient vanishing or exploding and reach a faster convergence, our model learns the intensity residual instead of latent clean raw measurements from corrupted raw measurements. In this network, the resolution of input intensity images is reduced to $\frac{1}{2}$ of its original size after three downsampling layers. The bottleneck part is composed of two consecutive residual blocks for performance improvement so that more accurate intensity images can be restored with the same size as the input after upsampling. Max-pooling operation and bilinear interpolation are replaced with strided convolution for memory efficiency and inference accuracy. Furthermore, to maintain consistency with the geometry of corresponding scenes, we add skip connections to convolution layers between the encoder and decoder.

Various activation functions have been developed to deal with complex numbers. We use the leaky ReLU function in this network, which applies leaky ReLUs separately to the real and imaginary parts of neuron input

$$\text{ReLU}(z) = \text{ReLU}(\Re(z)) + \alpha \text{ReLU}(\Im(z))$$

(14)

For complex batch normalization and complex weight initialization, they are well-defined building blocks in [54]. In a previous study, the cardioid function $f(z) = \frac{1}{2}(1 + \cos \angle z)z$ yields desirable results for magnetic resonance fingerprinting (MRF) [56]. In Section VI, we will test the performance of both activation functions in the same architecture.

After raw measurements enhancement, the wrapped depth map can be obtained from Eq. (4) assuming $N = 0$. Then we employ the unwrapping method in [48] to get the unambiguous depth map, which is sent to the subnet as input in depth domain.

### 4.3 Subnet In Depth Domain

Through the previous processing, both the raw measurements and the depth maps have been significantly improved. Nonetheless, there is still apparent shot noise in some areas of depth maps, such as flat regions and edges, which will hinder the downstream applications of UD-ToF cameras. To suppress the noise to a lower level, we propose a small network based on formatted learning framework [23] in depth domain.

In formatted learning framework, the formatting layer (the orange part in Fig. 5) focuses on low-pass filtering while the rest of the subnet aims at extracting fine geometry in the scene. Thus, structural detail preservation and noise suppression in depth maps are well handled. However, FormNet only uses several flat convolution layers as the formatting layer, with limited representation. Inspired by [21], we design a module named Multi-Scale Depth Enhancement Block (MSDEB) to extract image features from different scales. Considering that directly utilizing kernels with different sizes will increase the computational burden, we introduce channel split into MSDEB to reduce the model size. Hence, the MSDEB allows multiple receptive fields in one layer. As shown in Fig. 6, the input first passes through a convolution layer with a kernel size of $1 \times 1$. Then we split the feature maps into four different branches evenly. The four branches are convolved by kernels of different sizes, which are $3 \times 3, 5 \times 5$ and $7 \times 7$, respectively, while the last is an identity mapping by shortcut connection. The four channels are sent to a $1 \times 1$ convolutional layer after concatenation to fuse the multi-scale information. A similar structure named multi-scale feature extraction is proposed in [57]. For better depth construction, we replace the original flat convolution with the U-net backbone of the formatting layer. The U-net applies two downsampling operations with strided convolution to have a large receptive field. Then the feature maps are restored to their original size after another two upsampling layers with deconvolution. The rest of the subnet for restoring structural details consists of three cascaded MSDEBs.

Overall, the subnet in depth domain strikes a reasonable balance between preserving high-frequency details and suppressing noise with a small number of parameters.

### 4.4 Loss Function

For improving the accuracy for depth estimation, we design the loss function taking into account both raw measurements and depth maps. Because of the complex representation of ToF raw measurements in our network, it is necessary to devise a loss function working in complex domain. To remove the high-frequency noise in the depth maps, we also introduce a smoothness term into a locally-smooth loss. Furthermore, the raw measurements inevitably introduce some unreliable pixels. In order to improve learning accuracy, we design a mask to remove these pixels in each frame. The confidence of received signals can characterize the noise level and reliability of raw measurements. According to this feature, we use augmented confidence [58] to evaluate the quality of each pixel, thus generating a mask to separate normal pixels from unreliable ones that are ignored in backpropagation.

**Raw loss.** We use an $L_1$ penalty term as the raw loss. The loss forces the subnet working in raw domain to minimize the pixel-wise mean absolute error between the estimated real and imaginary parts and ground truth in each frame. When the whole network is trained jointly, this term acts in the middle – supervising the first sub-network only, yet favouring the convergence of the overall architecture. The $L_1$ penalty term is depicted as:

$$L_{raw} = (||\tilde{x} - x||_1 + ||\tilde{y} - y||_1) \odot M_v$$

(15)

where $\tilde{x}$ and $\tilde{y}$ denote the real and imaginary part of the estimated raw measurement, respectively, $x$ and $y$ are the corresponding ground truth, $M_v$ is the validity mask, and $\odot$ denotes element-wise multiplication.

**Depth loss.** To improve the quality of depth maps, we add another loss term depth loss. The depth loss is computed as the mean absolute error (MAE) on pixel depth and summed to a smoothness term, computed as the gradient
between the predicted depth map $\tilde{d}$ and its corresponding ground truth $d$:

$$L_d = (||\tilde{d} - d||_1 + \lambda_d ||\nabla \tilde{d} - \nabla d||_1) \odot M_v$$ (16)

where $M_v$ is the same mask as in Eq.(15) and $\lambda_d$ is a hyperparameter. In this paper, we use $\lambda_d = 10$, as [20] does.

**Total loss.** The total loss is obtained as their weighted combination:

$$L_{total} = \lambda_r L_{raw} + L_d$$ (17)

In all of our experiments, we set $\lambda_r = 1$ and $\lambda_d = 10$. All the equations involved in this method are differentiable, which allows them to perform backpropagation in the network.

5 **Datasets**

To the best of our knowledge, there are no public datasets containing noisy/clean UD-ToF raw measurements and the corresponding ground-truth depth maps for the task. So we create a real dataset by a ToF camera with variable acquisition mode and a synthetic dataset based on noise analysis. Besides, the generalization ability of synthetic data on real scenes will be demonstrated in Section VI. The two datasets will be released upon acceptance on a public repository.

5.1 **Real Dataset**

To collect real paired ToF raw measurements, we design a specific range-imaging device with access to raw measurements. Specifically, we use a certain type of mobile phone integrated with a ToF camera based on a Sony IMX 316 sensor for data acquisition. This camera uses dual modulation frequencies of 20 and 100MHz to image the scene, with four-phase steps and a total measurement period of 33ms (30 fps). The laser emits infrared light with a wavelength of 940nm. Under the exposure time of 500us, ToF raw measurements with a resolution of $180 \times 240$ are collected for each scene.

Owing to the development of transparent materials, the transmission of infrared light through T-OLEDs is significantly better than before. However, we cannot get its transmission efficiency and other parameters from the manufacturer due to confidentiality reasons. As an alternative, by comparing the amplitude of the same scene (e.g., a white wall at 500mm) captured in under-display and display-free mode, we find that the IR transmission is around 80%. Considering that the IR light travels through the T-OLED twice, the ToF sensor only receives about 64% of photons compared with display-free amplitude maps.

With the fixture for fixing the ToF camera and detachable T-OLED display, we can capture the same scenes in the two
modes. As shown in Fig. 7b and 7c, the T-OLED display is fixed by weak suction of two magnetic stripes, so the device can switch between the two modes by unplugging and plugging the display. We mount the device on a tripod to avoid camera shake during capturing or mode switching. However, these operations may still cause the camera to shake slightly, resulting in pixel misalignment. We solve this problem by enhanced correlation coefficient maximization (ECC) [59]. Note that since interpolation of raw measurements can change the depth values, only integer-pixel alignment in raw domain is performed.

We build the real UD-ToF dataset mainly for various indoor scenes, namely RUD-TOF, including office, laboratory, meeting room and storeroom. The data are captured in rooms without sunlight interference, so the received signal will not be affected by them. Nevertheless, common indoor lighting is allowed because it does not cover the IR spectrum by the ToF sensor [60]. Materials of the scenes are cluttered, including metals, fabric, plastics, glass and skins with different reflectivity. A total of 1171 scenes are collected for training and 105 scenes for testing. Since this TOF camera is mainly used in mobile phones and other portable devices, limited by the illumination power and the sensor pixel size, we measure the depth of scenes within 2.5m. In addition, the noise is fairly low when we take an average of ten display frames from clean ones. We first apply systematic errors to clean raw measurements, which are then convolved with the PSF k. Next, instead of raw data, the amplitude and phase are both corrupted by noise. In order to determine the PSF that causes light diffraction and image blurring, there is a direct method using a precise collimator optic. However, this method is challenging to apply widely due to its high cost. In addition, parameterized models based on the optical system are not suitable for UD-ToF cameras. Hence, we evaluate the PSF with the help of captured images. It should be noted that all the camera settings, including luminous intensity, field of view (FOV), resolution, and range of measurement, are consistent with the one we use. In this dataset, we synthesize a total of 100K images, of which 10% are randomly selected for testing.

1) Inverse camera correction: Camera correction consists of a series of functions that correct raw measurements and depth maps, including correction of vignetting, pixel delay and temperature drift, so converting clean raw data into the corrupted version is its inverse process. For vignetting and modulation functions, we follow the method by [14] to characterize them. Through the transformation of Eq.(7), it is feasible to augment the raw data with pixel delay and temperature drift. Note that since the trigonometric function terms in Eq.(7) have little influence on the depth accuracy, they are neglected in solving the inverse function for simplicity.

2) PSF Estimation: Computing PSF in UD-ToF imaging can be regarded as a non-blind blur kernel estimation where a normal image and its under-display version are given. We compute the PSF using the approach proposed by Mosleh et al. [61]. Even if the noise level in images is very high, this method can still get the blur kernel, which is in line with our needs. Different from the previous PSF estimation performed on RGB images, we use amplitude maps instead. As shown in Fig.2, the estimated PSF is small due to the fact that the application of Indium Tin Oxide (ITO) in UD-ToF cameras dramatically increases the light transmittance of the screen.

3) Noise analysis: Previous methods mostly add Gaussian noise with the same standard deviation σ empirically to the raw measurements ξ and η. Here, we instead turn them into the polar coordinates to analyze the distribution of the variables ρ and θ, which are corresponding to α and φ in Eq. (9). After coordinate conversion, the noise distribution of two variables is no longer Gaussian. The probability distribution of amplitude ρ which is mentioned in communication systems [62] can be represented by:

\[
p_A(\rho) = \frac{2\rho e^{-\frac{\rho^2}{2\sigma^2}}}{\sigma^2 I_0\left(2A\frac{\rho}{\sigma^2}\right)}
\]  

where σ denotes the variance of ToF raw measurements and \( I_0 \) denotes the modified zeroth order Bessel function of the first kind. The distribution is called Rice density. See Fig. 8(a) for the distribution with different SNR (A/σ). Only when the SNR is large, that is A/σ ≥ 3, the noise distribution can be treated as a Gaussian distribution.

Since the noise in amplitude maps is signal-dependent, the amplitude can be synthesized only by getting the relationship between the amplitude and its variance, which is
derived in [63]

$$\sigma_A = \sigma^2 + A^2 - \pi \sigma^2 - L^2 \left(-\frac{\text{SNR}^2}{2}\right)$$  \hspace{1cm} (19)

where \( L(x) = e^{x^2/2}[(1-x)\theta(-\frac{x}{2}) - x\theta(1-\frac{x}{2})]\). Fig. 8(c) shows that the differences between the captured data and the model predicted values are small, thus verifying the effectiveness of the model. Based on the two models illustrated in Fig. 8(a) and Fig. 8(c), the amplitude maps can be simulated.

Phase images, as shown in Eq. (4), are obtained from the imaginary component \( \eta \) and real component \( \xi \) by computing the arctangent function of their ratio. Since this is a non-linear mapping, the distribution of phase noise does not follow a Gaussian distribution either. According to [62], the phase noise distribution \( \Delta \theta = \theta - \tilde{\theta} \) is given as:

$$p_{\Delta \theta}(\Delta \theta) = \frac{1}{2\pi} e^{-A^2/\sigma^2} \left[ 1 + \frac{2A}{\sigma \sqrt{\pi}} \cos \Delta \theta \frac{\cos \Delta \theta}{\Delta \theta} \right]$$

$$\cdot \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-x^2/2} dx$$

(20)

Although this expression about phase noise \( \Delta \theta \) is very complicated, its corresponding curves have some interesting characteristics. When SNR is large, that is \( A \gg \sigma \), the integral term in Eq. (20) is approximately equal to 1. Besides, the constant 1 in the square bracket is much smaller than the second term, so Eq. (20) can be simplified to

$$p_{\Delta \theta}(\Delta \theta) \approx \frac{A \cos \Delta \theta}{\sigma \sqrt{\pi}} \exp \left[-\frac{A^2 (1 - \cos^2 \Delta \theta)}{2\sigma^2}\right]$$

$$\approx \frac{1}{\sqrt{\pi \sigma / A}} \exp \left[-\frac{\Delta \theta^2}{(\sigma / A)^2}\right]$$  \hspace{1cm} (21)

Then this model becomes the familiar Gaussian distribution. Instead, when SNR is small, this distribution can also be approximated as Gaussian, as shown in Fig. 8(b). Therefore, no matter what SNR is, this model can be approximated by Gaussian. Note that pixels will be masked out if their SNR = 0, so we do not analyze this situation here. Considering its generalization to real data and complexity, we fix the phase noise variance to the maximum average error of the measured depth maps.

Based on the above analysis, we exhibit the error distribution of real samples \( \Delta d_r \) and synthetic data \( \Delta d_s \), as shown in Fig. 8(d). There are 20 scenes with 50 shots in each. This figure shows that the noise characteristics of the synthetic data and the realToF raw measurements are identical.

5.3 FLAT Dataset

In addition to the previous two datasets, we also select the FLAT dataset [14] for training and evaluation. Transient rendering technique is also utilized to mimic theToF imaging process, including the generation of various noises. This dataset contains 1929 static scenes, which provides clean/noisy raw measurement pairs. Unlike our datasets specifications, this FLAT dataset is synthesized based on the characteristics of Kinect v2. This camera utilizes three modulation frequencies, each of which is sampled three times in a cycle, generating a total of nine raw measurements. The images have a spatial resolution of 424 x 512 and a working range of [0.5m, 6m].

6 Experiments and Results

In this section, we first present the training details. Then we quantitatively and qualitatively evaluate our model and compare it against state-of-the-art approaches inToF depth restoration. Afterward, we conduct a series of ablation studies to validate the proposed method. Finally, we opt for face recognition to verify the effect of our method on downstream applications.

6.1 Implementation Details

We train our network on the SUD-ToF dataset and the RUD-ToF dataset for 250 and 1000 epochs, respectively. We crop out 176 x 240 patches on the images with a full-resolution of 180 x 240 to facilitate downsampling. The initial learning rates of the two subnets are both set to be 10^-4, and then they decay by 0.7 after every 200 epochs and 40 epochs, respectively. For the FLAT dataset, we use learning rates of 10^-3 and 10^-4 for the subnets, respectively. The network is trained for 2000 epochs with a decay rate of 0.5 after every 400 epochs. In all cases, we optimize utilizing Adam with a batch size of 16. The proposed network is implemented in Pytorch framework and trained on Nvidia RTX 3090 GPU.

6.2 Comparisons with State-of-the-art Methods

To evaluate the effectiveness of the algorithm, we compare it with other SOTA algorithms presented in recent years, including traditional methods BM3D [64], CDNLM [35], and JGDR [56], and learning-based methodsToFnet [10], ToF-KPN [20], Cardioid [56], PE-ToF [39], SHARPnet [38]. Among the approaches, BM3D and JGDR are general algorithms for depth restoration, and the others are designed forToF depth restoration. For comparison fairness, we only takeToF raw depth and amplitude maps instead of RGB-D information as the input ofToF-KPN. In addition, the structure and parameters of Cardioid are the same as the proposed method except for the activation function. Furthermore, all the learning-based comparison methods employ parameters recommended by the original paper in training and evaluation. The input of these approaches is their respective modalities ofUD-ToF raw measurements or depth maps afterFPN removal (see Table 1, upper part).

In the following, our proposed network is compared with the methods in two aspects: (1) The state-of-the-art methods are comprehensively tested on the SUD-ToF and RUD-ToF datasets to evaluate their performance onUD-ToF depth restoration. (2) In order to further access the generalization ability of the network in other deep restoration tasks like denoising, it is evaluated on the FLAT dataset. In all the experiments, we take the commonly used MAE (Mean Absolute Error) and RMSE (Root Mean Squared Error) as the evaluation metrics. Besides, the proportion \(\delta_{th}\) of pixels within a specific relative error range to total pixels is adopted as our metric also. Considering the high accuracy of the camera at short range, we follow [65] to set \(th \in \{1.02, 1.05, 1.10\}\).
Fig. 9. Qualitative results on SUD-ToF data. From left to right, the first four columns are (a) Amplitude maps, (b) Ground truth, (c) Input depth maps and (d) Error maps from noisy depth maps; (e)-(l) are error maps of selected methods; the last two columns are (m) the error map and (n) the prediction generated from our method.

Fig. 10. Qualitative results on RUD-ToF data. From left to right, the first four columns are (a) Amplitude maps, (b) Ground truth, (c) Input depth maps and (d) Error maps from noisy depth maps; (e)-(l) are error maps of selected methods; the last two columns are (m) the error map and (n) the prediction generated from our method.

Table 1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SUD-ToF</td>
<td>MAE/mm↓</td>
<td>8.31</td>
<td>33.23</td>
<td>9.14</td>
<td>10.34</td>
<td>13.39</td>
<td>8.91</td>
<td>9.77</td>
<td>14.84</td>
<td><strong>8.88</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSE/mm↓</td>
<td>15.08</td>
<td>48.43</td>
<td>34.43</td>
<td>28.28</td>
<td>21.05</td>
<td>13.02</td>
<td>15.92</td>
<td>23.00</td>
<td><strong>11.50</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_{1.02}$ ↑</td>
<td>94.45</td>
<td>51.57</td>
<td>95.40</td>
<td>92.27</td>
<td>86.29</td>
<td><strong>95.84</strong></td>
<td>95.23</td>
<td>80.41</td>
<td><strong>99.09</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_{1.05}$ ↑</td>
<td>98.73</td>
<td>87.64</td>
<td>97.82</td>
<td>97.01</td>
<td>98.77</td>
<td>99.57</td>
<td>99.89</td>
<td>96.82</td>
<td><strong>99.44</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_{1.10}$ ↑</td>
<td>99.56</td>
<td>97.01</td>
<td>98.66</td>
<td>98.29</td>
<td>99.57</td>
<td>99.89</td>
<td>99.89</td>
<td>96.82</td>
<td><strong>99.44</strong></td>
<td></td>
</tr>
<tr>
<td>RUD-ToF</td>
<td>MAE/mm↓</td>
<td>21.37</td>
<td>42.38</td>
<td>37.05</td>
<td>25.13</td>
<td>21.05</td>
<td>20.90</td>
<td>21.22</td>
<td>24.63</td>
<td><strong>17.29</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RMSE/mm↓</td>
<td>48.01</td>
<td>121.61</td>
<td>71.36</td>
<td>61.50</td>
<td>49.94</td>
<td>35.20</td>
<td>48.76</td>
<td>43.68</td>
<td><strong>31.11</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_{1.02}$ ↑</td>
<td>65.59</td>
<td>63.99</td>
<td>48.04</td>
<td>66.23</td>
<td>61.65</td>
<td>58.81</td>
<td>62.03</td>
<td>56.04</td>
<td><strong>70.13</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_{1.05}$ ↑</td>
<td>87.28</td>
<td>84.71</td>
<td>80.40</td>
<td>87.33</td>
<td>81.57</td>
<td>86.45</td>
<td>87.04</td>
<td>79.25</td>
<td><strong>90.01</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_{1.10}$ ↑</td>
<td>95.45</td>
<td>92.09</td>
<td>91.79</td>
<td>95.17</td>
<td>89.90</td>
<td><strong>95.64</strong></td>
<td>95.39</td>
<td>90.01</td>
<td><strong>96.74</strong></td>
<td></td>
</tr>
</tbody>
</table>
1) **UD-ToF Depth Restoration.** We first quantitatively and qualitatively evaluate the performance of the proposed method against the state-of-the-arts on the SUD-ToF dataset, as shown in Table 1 and Fig. 9. In general, the traditional model-based methods perform relatively poorly compared to the data-driven approaches. CDNLM [35] does not perform well on our task because fixed parameters cannot handle all cases in the dataset. Furthermore, some outliers with extremely low confidence might significantly bias the depth estimation, as shown in Fig. 9(f). Despite the fact that BM3D [64] performs best on MAE, it is considerably inferior to our results on other metrics. The two approaches ToF-KPN [20] and SHARPnet [38], which use depth as an input, outperform traditional methods. However, the irreversible information lost in the process of mapping raw data to depth makes it difficult to achieve optimal depth estimation (see Fig. 9(i) and 9(l)). In contrast, the restored results by ToFnet [10] and PE-ToF [39] with raw data as input are better than the former two algorithms, as shown in Fig. 9(h) and 9(k). However, the two networks show deficiencies in restoring structural details (e.g., edges). As a variant of our method, the overall performance of Cardioid [56] ranks second in tests on the SUD-ToF dataset. Table 1 and Fig. 9(n) shows that our method achieve favorable performance against the state-of-the-art methods.

On the RUD-ToF dataset, we compare our cascaded network against state-of-the-arts in the same metrics. As seen in the bottom half of Table 1, the data-driven approaches outperform the model-based methods. Note that the performance of traditional methods is still less effective than that of deep learning approaches. Without the assistance of corresponding color images, JGDR [36] performs poorly on both datasets. Moreover, Cardioid [56] also shows good performance in UD-ToF restoration. Fig. 10 shows an example of human body restoration where our method performs favorably against state-of-the-art depth restoration methods.

2) **Generalization Ability on Denoising.** To further evaluate the robustness of our network, we conduct more comparisons on another public dataset. Specifically, we compare the denoising performance of our method with the state-of-the-arts on the FLAT dataset. As reported in Table 2 and Fig. 11, our method generally is superior to the other state-of-the-art methods. The traditional method JGDR [36] also has excellent denoising ability, while the deep learning methods still have obvious advantages over the traditional methods. However, it is worth noting that ToFnet [10] fails to restore accurate depth maps according to the results on MAE and RMSE. The main reason is that the TOF camera adopts more modulation frequencies, and one of the frequencies is not modulated by sinusoidal signal [14], which makes ToFnet unable to learn features effectively. We believe that more learning samples or larger models will help to solve this problem. Furthermore, the approaches, ToF-KPN [20] and SHARPnet [38], utilizing depth as input also produce good results due to the low noise level in this dataset. In a word, our method performs favorably against the state-of-the-arts even for different tasks and camera settings.

### 6.3 Ablation Study

In this section, we analyze the presented approach from six different perspectives. All the ablation studies are conducted on the SUD-ToF and RUD-ToF datasets.

1) **Effect of FPN:** In this part, we show how FPN affects the performance of UD-ToF reconstruction. We compare the quality of output depth maps by our network with and without FPN removal. The quantitative results are shown in Table 3, which demonstrates that our method with FPN removal achieves better performance in all metrics. We believe this is because the network is not forced to learn the model of FPN instead of leveraging the fact that the offset of sensed intensities is spatial fixed and known.

Different from [34], even if the intensities received by the sensor are high, the influence of FPN can not be excluded from consideration, especially in the area illuminated by the reflected light of the T-OLED display. Fig. 12 shows examples from the SUD-ToF and RUD-ToF datasets. Although the object in the figure is close to the camera, the method without FPN removal cannot accurately restore the depth. Therefore, FPN removal is an essential postcapturing operation for UD-ToF reconstruction.

2) **Validation on Complex-valued Network:** To efficiently enhance the ToF raw measurements, we introduce the complex-valued network (referred to as Complex). According to the analysis in Section IV-B, our network can be viewed as a variant of a real network that exploits prior...
Fig. 12. Visual comparison of results on the SUD-ToF (1st row) and RUD-ToF (2nd row) dataset, respectively. The methods with FPN and Real provide undesirable results. Further, Complex still suffers from shot noise. (a) Amplitude maps, (b) ground truth on the left and input depth maps on the right, (c)-(f) error maps encoded by color map ‘jet’, (g) our prediction.

### Table 2
Comparison with the state-of-the-art on the FLAT dataset. The best and second best results are marked in red and blue respectively. The direction of arrows in metrics represents the better trends of indicators.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Approach</th>
<th>MAE/mm ↓</th>
<th>RMSE/mm ↓</th>
<th>δ1.02 ↑</th>
<th>δ1.05 ↑</th>
<th>δ1.10 ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLAT</td>
<td>BM3D [64]</td>
<td>9.89</td>
<td>13.86</td>
<td>21.00</td>
<td>45.78</td>
<td>97.90</td>
</tr>
<tr>
<td></td>
<td>CDNLM [35]</td>
<td>8.86</td>
<td>54.33</td>
<td>42.40</td>
<td>12.83</td>
<td>19.94</td>
</tr>
<tr>
<td></td>
<td>JGDR [36]</td>
<td>18.95</td>
<td>74.99</td>
<td>99.65</td>
<td>32.60</td>
<td>10.26</td>
</tr>
<tr>
<td></td>
<td>ToFnet [10]</td>
<td>4.65</td>
<td>6.74</td>
<td>98.29</td>
<td>99.46</td>
<td>99.52</td>
</tr>
<tr>
<td></td>
<td>ToF-KPN [20]</td>
<td>7.93</td>
<td>19.94</td>
<td>98.02</td>
<td>99.40</td>
<td>99.90</td>
</tr>
<tr>
<td></td>
<td>PE-ToF [39]</td>
<td>4.41</td>
<td>6.74</td>
<td>99.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SHARPnet [38]</td>
<td></td>
<td>10.02</td>
<td>99.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ours</td>
<td></td>
<td></td>
<td>99.86</td>
<td>99.89</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3
Effectiveness of the proposed approach on the SUD-ToF and RUD-ToF datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Approach</th>
<th>MAE/mm ↓</th>
<th>RMSE/mm ↓</th>
<th>δ1.02 ↑</th>
<th>δ1.05 ↑</th>
<th>δ1.10 ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUD-ToF</td>
<td>w FPN</td>
<td>10.72</td>
<td>14.99</td>
<td>91.56</td>
<td>99.28</td>
<td>99.86</td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>11.26</td>
<td>14.84</td>
<td>89.26</td>
<td>99.45</td>
<td>99.86</td>
</tr>
<tr>
<td></td>
<td>Flat</td>
<td>9.77</td>
<td>13.81</td>
<td>93.71</td>
<td>99.37</td>
<td>99.86</td>
</tr>
<tr>
<td></td>
<td>DUnet</td>
<td>9.07</td>
<td>12.07</td>
<td>96.69</td>
<td>99.53</td>
<td>99.88</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>8.75</td>
<td>11.90</td>
<td>96.83</td>
<td>99.58</td>
<td>99.89</td>
</tr>
<tr>
<td>RUD-ToF</td>
<td>w FPN</td>
<td>20.05</td>
<td>34.04</td>
<td>59.39</td>
<td>87.42</td>
<td>96.13</td>
</tr>
<tr>
<td></td>
<td>Complex</td>
<td>21.20</td>
<td>35.98</td>
<td>58.68</td>
<td>85.16</td>
<td>94.82</td>
</tr>
<tr>
<td></td>
<td>Flat</td>
<td>19.74</td>
<td>34.64</td>
<td>63.49</td>
<td>88.68</td>
<td>96.13</td>
</tr>
<tr>
<td></td>
<td>DUnet</td>
<td>19.50</td>
<td>34.59</td>
<td>65.37</td>
<td>88.68</td>
<td>96.01</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>18.71</td>
<td>32.12</td>
<td>66.42</td>
<td>88.83</td>
<td>96.27</td>
</tr>
</tbody>
</table>

### Knowledge
We compare the evaluation results of the complex network and its corresponding real counterpart (referred to as Real) setting with nearly the same parameter size. For the real network, we take η and ζ as two input channels, and the network ignores the inherent relationship between them, which requires the network to learn in training. Note that the subnet in depth domain is not considered in this experiment to distinguish the two networks’ performance better.

The comparison results are reported in Table 3. On the RUD-ToF dataset, it can be seen that our complex network yields better results in all metrics than the conventional real network. On the SUD-ToF dataset, the real network marginally outperforms our method in δ1.05, but our method is still better overall, demonstrating the power of complex representation. In Fig. 12, we show that the complex model produces depth maps with less error, whereas the real alternative fails to restore the depth accurately.

In our perspective, a primary difference between the two networks is weight sharing in convolution. The scalar multiplication with a $2 \times 2$ weight matrix in the real network can obtain four freedom degrees. Instead, for the complex version, the multiplication has only two degrees of freedom, scaling and rotation, which is easier to learn than scalar multiplication.

3) Effectiveness of the Subnet in Depth Domain: The complex network can greatly improve ToF raw data so as the depth maps. In this case, we need further to verify the necessity of the subnet in depth domain. We use the variant of our method without the subnet in depth domain to perform the comparison. The approach Complex in the last experiment is what we need here. From the results shown in Table 3, we can see that the presented method outperforms the Complex by a large margin. Especially in $\sigma_{1.10}$, our model with the subnet in depth domain exceeds its variant by 3.12% on the SUD-ToF dataset and 2.93% on the RUD-ToF dataset, which means fewer outliers exist after depth restoration.

Fig. 12 further shows that following the subnet processing, shot noise is greatly reduced. It confirms that the subnet is helpful to the UD-ToF restoration. The reason is that, while the intensity of the raw data has been restored, there is still high-frequency noise in the depth map that needs to be removed, and the network can maintain as many high-frequency features as feasible while denoising.

4) Effectiveness of MSDEB: In this section, to validate the effectiveness of the MSDEB, it is compared with two other popular networks, that is flat convolution (referred to as Flat) and Unet for depth restoration (referred to as DUnet). The Formnet [23] uses the flat convolution to restore depth maps and achieves desirable performance. Since Unet
structure has been proved its power in regression problems, we choose it as one latent alternative to the formatting layer. We can see from Table 3 that our method with MSDEBs generates better outcomes than the other two networks. On the RUD-ToF dataset, our results demonstrate significant improvements in RMSE and $\sigma_{1,02}$, indicating that our proposed module can estimate more accurate depth maps. Furthermore, Fig. 13 shows two examples to compare their performance qualitatively. The results by Flat and DUnet tend to produce more high-frequency noise in homogeneous regions (red rectangle in the figure). The key reason is that the formatting layer tries to restore the homogeneous regions in depth maps, and our method extracts image characteristics on multi-scale and receptive fields with different sizes, which is conducive for depth detail boosting.

5) Domain Gap between Synthetic and Real: As mentioned in Section V-B, since collecting large-scale real data is time-consuming and labor-intensive, we build a synthetic dataset that is expected to have the same noise characteristics as the real dataset. In order to demonstrate the effectiveness of the noise model, our evaluation is carried out in the following three cases: 1) we directly employ the network parameters trained on the SUD-ToF dataset to perform evaluation on the RUD-ToF dataset (referred to as S2R), 2) Following case 1), fine-tuning with 200 epochs on the RUD-ToF dataset is conducted, which takes about only 80 minutes (referred to as S2RT). 3) Taking case 1) as pre-training, we then train the network on the RUD-ToF dataset for 1000 epochs (referred to as Fully). As illustrated in Table 4, the fully trained network outperforms the other two training strategies, which is also in line with our expectation. Further, we can still consider that the noise distribution of the two datasets is similar. It should be noted that the SUD-TOF dataset adopts ideal intrinsic parameters, which is different from that in the RUD-TOF dataset. In fact, even the results of $S2R$ are very advantageous in comparison with other SOTA methods, such as ranking 2nd in both MAE and RMSE. As for $S2RT$, it achieves comparable performance in one-fifth the time to train Fully. Therefore, the results indicate that the domain gap between synthetic and real data is small. In practical applications, the specifications of mass-produced camera modules differ slightly, and our SUD-ToF dataset may greatly reduce the workload of obtaining real data.

6) Investigation of Training Fashion: For a fair comparison, we train the two subnets separately and compare their performance in previous experiments. Different training strategies, on the other hand, will have a substantial impact on the results. In this part, we estimate the increase in model accuracy caused by three training fashions on the SUD-ToF dataset: 1) the two subnets are trained separately (referred to as Separate), 2) The whole network is trained in an end-to-end fashion (referred to as End2end). Before case 2, we first train the complex network alone as pre-training (referred to as Init) on the RUD-ToF dataset, we use the parameters trained on the SUD-ToF dataset for initialization, then train with the same procedures as above. In addition, we also implement another strategy, which is training separately just on the RUD-ToF dataset (referred to as Real only).

Table 5 reports the experimental results of different training strategies. It can be seen that training separately has a limited improvement on the model accuracy compared to other SOTA methods, such as ranking 2nd in both MAE and RMSE. As for $S2RT$, it achieves comparable performance in one-fifth the time to train Fully. Therefore, the results indicate that the domain gap between synthetic and real data is small. In practical applications, the specifications of mass-produced camera modules differ slightly, and our SUD-ToF dataset may greatly reduce the workload of obtaining real data.

Table 4

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Approach</th>
<th>MAE/mm</th>
<th>RMSE/mm</th>
<th>1.02↑</th>
<th>1.05↑</th>
<th>1.10↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>RUD-ToF</td>
<td>S2R</td>
<td>21.15</td>
<td>37.18</td>
<td>-300</td>
<td>-200</td>
<td>-100</td>
</tr>
<tr>
<td></td>
<td>S2RT</td>
<td>18.73</td>
<td>32.38</td>
<td>65.37</td>
<td>66.25</td>
<td>88.73</td>
</tr>
<tr>
<td></td>
<td>Fully</td>
<td>18.71</td>
<td>32.12</td>
<td>88.83</td>
<td>96.21</td>
<td></td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>Epochs</th>
<th>MAE/mm</th>
<th>RMSE/mm</th>
<th>1.02↑</th>
<th>1.05↑</th>
<th>1.10↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>16.0</td>
<td>16.5</td>
<td>17.0</td>
<td>17.5</td>
<td>18.0</td>
</tr>
<tr>
<td>2</td>
<td>10.0</td>
<td>11.0</td>
<td>12.0</td>
<td>13.0</td>
<td>14.0</td>
</tr>
<tr>
<td>4</td>
<td>8.0</td>
<td>9.0</td>
<td>10.0</td>
<td>11.0</td>
<td>12.0</td>
</tr>
<tr>
<td>6</td>
<td>6.0</td>
<td>7.0</td>
<td>8.0</td>
<td>9.0</td>
<td>10.0</td>
</tr>
<tr>
<td>8</td>
<td>4.0</td>
<td>5.0</td>
<td>6.0</td>
<td>7.0</td>
<td>8.0</td>
</tr>
<tr>
<td>10</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
<td>6.0</td>
</tr>
<tr>
<td>12</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
<td>5.0</td>
</tr>
<tr>
<td>14</td>
<td>0.0</td>
<td>1.0</td>
<td>2.0</td>
<td>3.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Fig. 13. Effectiveness of the MSDEB. Flat convolution and DUnet are ineffective at extracting features from homogeneous regions. The proposed network using MSDEB, on the other hand, can restore the depth of the low-frequency area well. (a) Amplitude maps, (b) ground depth maps, (c) Input depth maps, (e)-(f) error maps encoded by color map 'jet', (f) our prediction.

Fig. 14. Investigation of different training fashions. (a) Training on the SUD-ToF dataset. (b) Training on the RUD-ToF dataset.
better than the others on the RUD-ToF dataset. In general, the Init is more advantageous to be the final training method.

### 6.4 Downstream Application

In this section, we show the performance improvement of the UD-ToF camera restoration algorithm for downstream applications, such as face recognition. In turn, the depth-based face recognition rate can be a metric to evaluate the depth quality as well. In this experiment, we test the performance of face recognition under three conditions: display-free, before and after restoration under display. To this end, we collect a face dataset as test data in under-display and display-free mode, respectively. There are 20 people in each mode, and 100 images with different poses are collected for each person. Using the MobileFaceNet [66] as backbone, we compare their accuracy of face recognition. Moreover, the model is pre-trained on CASIA 3D Face [67] which contains 4624 images for 123 identities.

Table 6 shows the results of face recognition on our face dataset. Since random image pairing is necessary to carry out this evaluation, we perform three experiments using three different randomly paired sets. This strategy allows us to show the consistent improvement yielded by our method, independently of the specific pairing. We can see that the accuracy is increased from about 72% to over 92% after depth restoration. The results after restoration are very close to the display-free depth, reaching 99.90% accuracy on average. Note that our result is even better in the second test. However, when a face is more than 600mm away from the UD-ToF camera, the performance of display-free depth is significantly better than ours.

The examples of 3D face reconstruction using screened Poisson reconstruction [68] are illustrated in Fig. 15. Our method can recover high-fidelity details of a face from a single frame with inaccurate distance and high-frequency noise.

In the tests, the whole processing procedure includes FPN removal, two subnets inference and raw-to-depth mapping. Our unoptimized Python code takes an average of 14ms to run this procedure.

### 7 Conclusion

In this paper, we presented a learning-based approach for jointly solving denoising, deblurring, and raw measurements enhancement in UD-ToF imaging. The two critical components of UD-ToF depth restoration are the FPN removal tailored for UD-ToF cameras and the cascaded deep network work. One subnet, which works in raw domain, utilizes the inherent physical relationship between raw measurements to conduct complex convolution, while the other working in depth domain aims at depth refinement with the proposed MSDEB. To achieve supervised learning, we devised a data acquisition device for real paired images collection and built a real dataset, RUD-ToF. Additionally, a large-scale synthetic dataset named SUD-ToF based on the noise model was established to enhance the model generalization. A vast series of experiments demonstrate that the proposed method performs favorably against the state-of-the-art approaches for UD-ToF depth restoration. We intend to fuse information from more sensors, such as structured light depth sensors or RGB cameras, in the future to achieve more accurate depth reconstruction.
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