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ABSTRACT

Context. The 8 Cephei pulsators are massive, ~8—25 M, essentially on the main sequence, stars. The number of detected modes in
B Cephei stars often remains limited to less than a dozen of low radial-order modes. Such oscillation modes are in principle able to
constrain the internal processes acting in the star. They probe the chemical gradient at the edge of the convective core, in particular
its location and extension. They hence give constraints on macroscopic processes, such as hydrodynamic or magnetic instabilities,
that have an impact on the mixing there. Yet, it is not clear to what extent the seismic inferences depend on the physics employed for
the stellar modelling or on the observational dataset used. Consequently, it is not easy to estimate the accuracy and precision on the
parameters and the nature of the physical processes inferred.

Aims. We investigate the observational constraints, in particular the properties of the minimum set of pulsations detected, which are
necessary to provide accurate constraints on the mixing processes in S Cephei stars. We explore the importance of the identification
of the angular degree of the modes. In addition, depending on the quality of the seismic dataset and the classical non-seismic con-
straints, we aim to estimate, in a systematic way, the precision achievable with asteroseismology on the determination of their stellar
parameters.

Methods. We propose a method extending the forward approach classically used to model 8 Cephei stars. With the help of Monte-
Carlo simulations, the probability distributions of the asteroseismic-derived stellar parameters were obtained. With these distributions,
we provide a systemic way to estimate the errors derived from the modelling. A particular effort was made to include, not only the
observational errors, but also the theoretical uncertainties of the models. We then estimated the accuracy and precision of asteroseis-
mology for 8 Cephei stars in a series of hare and hound exercises.

Results. The results of the hare and hounds show that a set of four to five oscillation frequencies with an identified angular degree al-
ready leads to accurate inferences on the stellar parameters. Without the identification of the modes, the addition of other observational
constraints, such as the effective temperature and surface gravity, still ensures the success of the seismic modelling. When the internal
microscopic physics of the star and stellar models used for the modelling differ, the constraints derived on the internal structure remain
valid if expressed in terms of acoustic variables, such as the radius. However, they are then hardly informative on structural variables
expressed in mass. The characterisation of the mixing processes at the boundary of the convective core are model-dependent and it
requires the use of models implemented with processes of a similar nature.

Key words. stars: early-type — asteroseismology — stars: oscillations

1. Introduction

The g Cephei stars are pulsating stars of masses between ~8 and
25 M. Their pulsations are low-order pressure (p) and gravity
(g) modes with periods typically of ~0.5 to 8h. Since part of
these 8 Cephei modes present a mixed p- and g- character, they
are privileged targets to test physical processes at the boundary
of the convective core and radiative envelope with asteroseis-
mology. A series of asteroseismic modellings have succeeded
in determining their stellar parameters and core overshoot in
a dozen of 8 Cephei stars (see reviews by Aerts 2013, 2015;
Bowman 2020), and in at least four of them, the core and sur-
face rotation rates (see review by Goupil 2011).

The question of mixing of chemical species at the bor-
der of convective cores, for example by core overshoot, is
of prime importance for stellar evolution (e.g. Maeder 1976;

Pinsonneault 1997). The isochrone fitting of stellar clusters (see
Gallart et al. 2005, for a review), calibration of eclipsing bina-
ries (e.g. Ribas et al. 2000; Claret & Torres 2017), or low-mass
star asteroseismology (e.g. Miglio et al. 2007; Deheuvels et al.
2016) have indeed revealed the need for such extra mixing.
The extra mixing near the convective core can significantly
affect the age determination of stellar clusters, leading to uncer-
tainties between ~40 up to 300%, depending on the mass of
stars at the turn-off (Meynet et al. 2009). In stars with masses
M > T7-8 M, quantifying the extra mixing during the main
sequence (herafter MS) is also essential to determine their sub-
sequent phases of evolution and their contribution to nucleosyn-
thesis (e.g. Chiosi & Maeder 1986). Many overshooting pre-
scriptions exist (see reviews by Chiosi 2007; Salaris & Cassisi
2017), with the latest attempts being based on the results from
three-dimensional (3D) simulations, as in Scott et al. (2021).
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Despite these efforts, there is still no clear evidence on which
one to adopt. In addition to overshooting, mixing induced by
rotation is also expected to contribute to core extra mixing
(see Talon et al. 1997, in the case of early-type stars). Internal
gravity waves generated by convective motions at the interface
of the core might also induce the mixing of chemical species
(e.g. Press 1981; Montalban 1994; Talon & Charbonnel 2008;
Rogers & McElwaine 2017). The asteroseismology of MS B
stars remains a crucial testbed for confronting these physical pre-
scriptions.

Recently, the detection of gravity mode period-spacing in
SPB stars, which are pulsating late B-type stars of intermedi-
ate masses, has delivered information on the nature and extent
of this extra mixing (e.g. Degroote et al. 2010; Moravveji et al.
2016; Michielsen et al. 2021; Pedersen et al. 2021). This has
confirmed the potential of the asteroseismology of SPBs
as anticipated in theoretical studies (Miglio et al. 2008a,b;
Pedersen et al. 2018; Aerts et al. 2018). Similarly, the 8 Cephei
stars can in principle unveil constraints on the nature of this mix-
ing in more massive stars (Miglio et al. 2009a; Montalb4n et al.
2008; Michielsen et al. 2019). However, the degree to which
it depends on the stellar models used in the asteroseismic
modelling needs more investigation. Asteroseismic constraints
on this extra mixing have been retrieved as an overshooting
parameter (@,y) in a dozen of 8 Cephei stars (see reviews by
Aerts et al. 2006; Aerts 2015). The value of masses and over-
shooting determined for different 8 Cephei with asteroseismol-
ogy show a large dispersion in the values of the overshooting'
and errors on the masses fluctuating from a few to 40%. The
overshooting values are dependent of the formalism used in
each study (see also Martinet et al. 2021), since they correspond
to the overshooting parameter of the stellar models that best
fit the asteroseismic observables. The errors will vary depend-
ing of the method (including stellar models) and set of obser-
vational constraints, and hence without a systematic approach,
it remains difficult to estimate the real accuracy and precision
one can expect in the modelling of 8 Cephei stars. Moreover,
Dziembowski & Pamyatnykh (2008) tried in a more complex
attempt to determine the shape of the chemical composition gra-
dient in the overshoot region for the v Eri and 12 Lac stars but
they could not draw clear conclusions.

With the large collection of data for B-type pulsators
obtained from the ground, either in dedicated or large sur-
veys (see e.g. Stankov & Handler 2005; Handler & Meingast
2011; Mozdzierski et al. 2019; Labadie-Bartz et al. 2020) and
the results from space missions CoRoT, Kepler and TESS
(Degroote et al. 2009; Balona et al. 2011; Pedersen et al. 2019;
Burssens et al. 2020; Szewczuk et al. 2021), the number of
known B Cephei pulsators has grown rapidly in the last years.
With the dedicated BRITE space mission, we also benefit of
rich datasets for the analysis of 8 Cephei stars (Handler et al.
2017; Walczak et al. 2019), leaving room for new progresses.
The actual potential of asteroseismology, and the precision and
accuracy it offers on the inferred stellar parameters needs to be
addressed. The information on the stellar parameters and inter-
nal structure depends crucially on the nature of the observations:
on the one hand, the seismic data, which includes the number,
precision, and identification of detected modes, and on the other
hand, the classical observables such as the effective temper-
ature, surface gravity, and photospheric chemical abundances.
The seismic inferences also depend on the physics adopted in

! Stars at different evolutionary stages on the main sequence may

explain part of the dispersion.
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the theoretical models: micro-physics — the choice of the opacity
and chemical mixture—, and macro-physics describing the extra
mixing at the core boundary. We propose here to explore how
and which of these factors are critical to the success of the aster-
oseismic modelling of 8 Cephei targets (see also preliminary
studies on S Cephei stars by Thoul et al. 2003 or sdB pulsators
by Van Grootel et al. 2008).

To answer these questions, we carried out a series of
hare and hound exercises, so extending the effort initiated
in Miglio etal. (2009b). The importance of working with a
well characterised seismic dataset has also been explored very
recently in Bowman & Michielsen (2021) for SPB pulsators. We
proceeded by computing theoretical stellar models that served as
simulated observed stars on which an asteroseismic modelling
was then performed. We have introduced a method based on
Monte-Carlo simulations to assess the reliability of the solution:
for a given observational set of frequencies, we generated new
sets of frequencies drawn from Gaussian distributions centred
on the observed ones. The width of the distributions accounts
for theoretical uncertainties and observational errors. For each
set generated, a new best-fit model was determined following
an independent asteroseismic modelling. Gathering the results
for each generated set of frequencies, we can construct a distri-
butions of the inferred stellar parameters and use it to estimate
reliable errors of the modelling process. With the help of this
re-sampling method, we explored how the inferences rely on
the seismic and classical constraints by varying the properties
of the models serving as simulated stars and the set of observa-
tional constraints. We then looked at the effect of various physi-
cal assumptions: the importance of the chemical mixture adopted
in the models and the sensitivity to the nature of extra-mixing
processes.

The paper is divided as follows: Sects. 2 and 3 describe the
asteroseismic method we have developed and the input physics
of the grid of models used for the modelling, respectively.
Section 4 presents the simulated targets and the goals of the
different hare and hound exercises. The results of the exercises
are presented and commented in Sect. 5, assessing the role of
the seismic data and of the physics assumed in the theoretical
models. We then synthesise the main results of the paper in the
conclusion.

2. The asteroseismic method

The asteroseismic modelling of S Cephei stars is commonly
based on a forward approach by a direct comparison of the
observed frequencies to those of theoretical stellar models. Our
method is first based on the same approach, using the following
seismic merit function:

NO S

2 1 : (Vobs,i - Vth,i)2

X = —27

Nobs Py g;

ey

where Ny is the number of observed frequencies, vy, ;, an adi-
abatic theoretical frequency, vops; and o; are an observed fre-
quency and its associated uncertainty, respectively. Foreseeing
the large set of fundamental parameters typical of 8 Cephei stars,
given they are expected to span a large mass interval, around 8
up to 25 M, (see the case of HD 46202, Briquet et al. 2011), we
make use of a grid of pre-computed stellar models (see details
in Sect. 3). For each model, the set of vy, ; that minimise the dis-
tance |Vops,i—Vin,i| is chosen to compute Eq. (1).

When a mode identification is available, either its angular
degree ¢ and/or its azimuthal order, m, we require the vy,; that
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matches vops,; to be of the same ¢ and/or m. If two or more vgps,;
are associated with a same vy,;, we discard the stellar model.
The y? function for all of the stellar models composing the grid
is then computed, and the best-fit model is taken as the one asso-
ciated with the global minimum in y?.

Our theoretical dataset of oscillation frequencies is restricted
to modes with angular degree £ < 3. Theoretical computations
show that the most visible modes (from photometric or spectro-
scopic detections) are limited to degrees up to £ = 3—4 (see
e.g. Figs. 6.4 and 6.14 in Aerts et al. 2010). Despite the fact
that the £ = 3 modes are those suffering the most of geometric
cancellation effects in photometric data, they remain detectable
in spectroscopic observations (see the case of V2052 Oph in
Briquet et al. 2012). We note that in some cases the situation
could be different: for instance, CoRoT results revealed modes
with identifications claimed up to £ = 9 in intermediate-mass
stars such as § Scuti pulsators (Mantegazza et al. 2012).

We do not include the effective temperature (7) and surface
gravity (log g) as constraints in the merit function. If they are to
be used as additional constraints, instead we select the best-fit
model as the local minimum falling in either the 1- or 3-0 error
box on these two observables. Hereafter we refer to 1-0 or 3-
o constraints to mention that we require the solution to be part
of the 1- and 3-0 error boxes, respectively. The metallicity (Z)
can also be used as an additional classical constraint, similarly
to T, and logg. Yet, we remarked that in most of the cases we
have treated hereafter, it did not improve the results (adopting an
error on Z representative of the typical observational errors for
hot stars).

2.1. Evaluating the precision of the fit

As defined in Eq. (1), the y* function would follow a x;, statis-
tic with y degrees of freedom, provided it respects two condi-
tions: first, the frequencies vobs; have to be independent and sec-
ondly, the theoretical model has to be expressed by a linear com-
bination? function of the parameters, a;, which are adjusted to
obtain the best fit to the observations. These conditions are not
met in the case of S Cephei pulsators. Indeed, the frequencies
Vi = Vai(ai,...,aj,...a), rely on global quantities symbol-
ised by the n parameters a;, with n = 5. These five parame-
ters are M, X, Z, @y, and the age, with M the stellar mass, X
the initial hydrogen mass fraction, and Z the initial metallicity.
For instance, in the simple case of radial oscillation modes, the
relation of their frequencies vy, o 1/74y,, with the dynamical

timescale Tgy, = VR3/GM (R being the radius, and G the grav-
itational constant), already reveals a non-linear dependence on
M.

More generally, due to the mixed character of the low radial-
order modes (using k for the radial order hereafter) in 5 Cephei
stars, the frequency spectra present features known as avoided
crossings. The mixed modes present both an acoustic (p-) and
gravity (g-) mode behaviour and appear when the propagation
cavities of p- and g-modes are only separated by a small evanes-
cent region. As the 8 Cephei stars develop a chemical com-
position gradient as their convective core recedes, a sharp and
localised peak in the Brunt—Vdisild frequency appears, favour-
ing the presence of mixed modes. The avoided-crossing phe-
nomenon is shown in Fig. 1 in light blue in the main-sequence
evolution of the dimensionless® frequencies (w) of low-radial
order modes of a typical 8 Cephei model. The sharp variations

2 Or at least does not depart too strongly from linearity.
Tgyn is used for the nondimensionalisation.
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Fig. 1. Evolution along the main sequence of the dimensionless frequen-
cies of £ = 1, k < 5 modes in a 11 M, model. Four avoided crossings
occurring during this sequence are highlighted in light blue.

of the frequencies induce a non-linear relation between the fre-
quencies and the parameters of the model (e.g. Scuflaire 1974,
Shibahashi 1979).

Thus we use a re-sampling method to explore the accuracy
and precision on the stellar parameters derived from the selected
best-fit model. We perform Monte-Carlo simulations by ran-
domly drawing frequencies that we call pseudo-observed fre-
quencies. Assuming Ny frequencies have been observed for
a given star, we build M, new sets, each composed of Nyps
pseudo-observed frequencies. These latter are drawn one-by-one
from Gaussian distributions of standard deviation, o,; centred
on the vops;. The values of o,; are tailored not only to account
for the observational errors, but also the uncertainties in the
physics of the models. A natural choice is hence to set o,; =
max(Cy,, ;» vy, )» Where o, and o, are the observational
and theoretical errors, respectively (see details in Sect. 2.2).

A best-fit stellar model (based on the minimum in y?) is then
derived for each of the Mg, simulated sets of pseudo-observed
frequencies. The stellar parameters of the best-fit model of each
simulation are collected. The distributions of stellar parameters
obtained in this way are then considered as the distributions of
the solution in the space of parameters, accounting for the obser-
vational errors and theoretical uncertainties of the models (see
Sect. 2.2).

Indeed, we read these distributions built from the simulations
as probability density distributions. The medians of the marginal
distribution of a given stellar parameter are picked up as the
inferred results from the Monte-Carlo (MC hereafter) simula-
tions. We also derive confidence intervals on the estimated stellar
parameters. The lower and upper limits of the confidence inter-
vals at the 1-o0 level, conventionally set to 68.3%, correspond to
the (1 — 0)/2 X Mgy, and (1 + 07)/2 X M, values of the ordered
marginal distribution.

We can then compare these confidence intervals to the single
set of stellar parameters obtained from the minimum in Xim,tme,
which in this case is based on the actual observed frequencies.

By carrying out tests with assumed different numbers of
observed frequencies (keeping it representative of typical 8
Cephei observations) and numbers of simulations, we found that
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increasing the number of simulations above Mg, = 1000 did not
change the estimated errors nor did they induce changes in the
distributions of the inferred stellar parameters. We consequently
adopted that value in our different modelling exercises.

2.2. Parameters of the Monte-Carlo simulations

To determine the value of o,; to run the simulations, we review
the expected observational and theoretical errors affecting 8
Cephei frequencies. The observational errors are typically of
1074-107% cycle per day (c/d) for well-studied B Cephei stars,
see for instance Handler et al. (2004) and Aerts et al. (2004) in
the case of ground-based spectroscopy and photometry, respec-
tively; or Degroote et al. (2012) for the case of space-based
photometry.

Different theoretical uncertainties contribute to the theoret-
ical error. We first tested the uncertainty in the micro-physics
of the model by comparing the adiabatic frequencies between
stellar models with identical stellar parameters, but differing in
the chemical mixture and opacity. Their theoretical pulsation
frequencies varied by ~107~1072c¢/d. On the scale of macro-
physics, stellar rotation, not included in the models of our grid,
is likely one of the processes potentially impacting at most the
stellar structure, but also impacting directly the physics of oscil-
lations. Including the effect of rotation on oscillations and on
the stellar structure (i.e. distortion), Briquet et al. (2012) found a
theoretical difference up to ~5 x 1072 ¢/d.

The computed frequencies of oscillation also depend
whether the energy equation is treated under the adiabatic
assumption. However, given the non-adiabaticity of superficial
stellar layers, a non-adiabatic approach can reveal shifts in the
frequencies. We hence computed adiabatic and non-adiabatic
frequencies for a sample of models representative of the theoret-
ical grid. We used for this purpose the LOSC (Liege OScillation
Code) adiabatic and MAD non-adiabatic codes, in their default
setting mode, as detailed respectively in Scuflaire et al. (2008a)
and Dupret (2001). We found differences between adiabatic
and non-adiabatic frequencies from ~10~* to 1072 ¢/d, depend-
ing on the ¢ degree and evolutionary stage. We finally took
the maximum of these differences for o, ,,, that is 107 ¢/d,
as the value representative of the theoretical uncertainties. The
observational errors on frequencies are typically two to three
orders smaller than the theoretical ones, so that the limits on
asteroseismic precision shall be dominated by current model
uncertainties.

2.3. Typical observational errors on the fundamental
parameters

To test the potential of classical constraints, we need to estimate
what are the typical values of their observational errors in the
case of 8 Cephei stars. The fundamental parameters are usually
derived from spectroscopic observations. For example, the effec-
tive temperature of early B-type stars can be determined from
the ionisation balance of spectroscopic lines of He, C, O, Ne,
Si or Fe. When a maximum of these indicators is detected, the
error on 7T, can be as low as 200-300K (e.g. Nieva & Przybilla
2012). However all these lines are not always available, or of
insufficient strengths, leading to an error of ~1000 K (T. Morel,
priv. comm.). We adopt as the error on 7, an intermediate value
of 700K for the hare and hound exercises. The surface gravity
log g, is estimated with the help of a fit to the wings of H Balmer
lines. In that case, a minimum 0.15 dex reasonably accounts for
the possible sources of error (T. Morel, priv. comm.). We note
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that depending of the cases, for examples in reason of fast rota-
tion or radial velocity variability in a binary system, the error can
be larger, around 0.30 dex.

The spectra of early-type stars present many lines of N, O
and Fe, and to a lower extent of C, enabling to determine their
photospheric abundances. Those of Ne, Mg, Si, and S can also be
detected under favourable conditions, then giving an insight on
the most abundant elements. The present-day ratio Z/X can then
be calculated by assuming the abundances of minor elements fol-
low the solar mixture. Different studies have revealed that abun-
dances of B stars in the solar neighbourhood differ and are metal
poorer than the solar abundances (Przybilla et al. 2008; Morel
2009; Niemczura et al. 2009; Nieva & Simén-Diaz 2011). The
difference was particularly marked with past solar abundance
determinations such as the Grevesse & Noels (1993), hereafter
GNO3, one. Revision of solar abundances led to an important
decrease of the solar metallicity in 2005 (Asplund et al. 2005,
hereafter AGS05). A subsequent revision (Asplund et al. 2009)
has moderated this downward revision of the solar metallicity,
but the AGS05 appears today the more representative of the
chemical mixture of neighbour B stars. Once the solar distribu-
tion assumed, obtaining the metallicity from Z/X still requires
to determine X, for instance from a solar calibrated model.
Morel et al. (2006) derived the metallicity in this way for a
sample of B Cephei stars, finding an average error on Z of
~0.002.

If the number of individual abundances is insufficient, metal-
licity is derived from the relation [Fe/H] =[Z/X] that assumes
the stellar abundances are distributed following the solar mix-
ture. In the literature we find errors on the Fe abundance of
early-type stars from ~0.1 to 0.2dex (e.g. Morel et al. 2006;
Nieva & Przybilla 2012). This translates to typical errors on the
metallicity Z of ~0.003 and 0.005. As we see in the next sec-
tions, the uncertainty on the metallicity derived with help of the
MC simulations are typically of ~0.002—-0.004, except for of a
few cases.

3. Theoretical grid of models and their frequencies
of oscillation

The stellar parameters covered by the grid of models are detailed
in Table 1. The grid was designed at first for the modelling
of the B Cephei star HD 180642 by Briquet et al. (2009) and
was computed with the Liege stellar evolution code (CLES,
Scuflaire et al. 2008b). The grid is not purposed for stars affected
to a subtantial level by rotation and so the models do not
include rotational effects. The treatment of convection follows
the mixing-length prescription by Cox & Giuli (1968), with its
parameter solar calibrated at apr=1.8. Evolutionary tracks
with or without overshooting are considered (see Table 1 for the
values of the overshoot parameters). The mixing in the over-
shoot region is treated as instantaneous. The surface bound-
ary conditions are obtained from Eddington’s law (T[7r]) for
a grey atmosphere. The nuclear reaction rates are those of
Caughlan & Fowler (1988) with the revised *N(p, )30 cross
section from Formicola et al. (2004). The solar chemical mix-
ture of AGSO05 is adopted (see Sect. 2.3). Opacities correspond-
ing to this chemical mixture are computed with the OP tables
(Badnell et al. 2005), while the updated OPAL equation of state
from Rogers & Nayfonov (2002) is used. The full set of input
parameters covered by the grid, which are the stellar mass (M),
the initial hydrogen mass fraction (X), the initial metal mass
fraction (Z), and the overshooting parameter (@,y), are given in
Table 1.
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Table 1. Stellar parameters of the grid.

Parameter Range Step
M (M) 7.6-18.6 0.1
X 0.68-0.74 0.02
Z 0.010-0.018  0.002
oy 0-0.50 0.05

# of models /50 K /20 cm/s?

5000 180

5500 160

6000
140
6500
7000 120

7500

g [cm/s?]

8000
8500
9000
9500

10000

28 27 26 25 24 23 22
T, [x10°K]
Fig. 2. Density of models constituting the theoretical grid. Each mesh
of the figure covers 50 K in T, and 20 cm s~2 in surface gravity. We scan
the full range of input parameters as given in Table 1. The yellower a
mesh block is, the higher is the number of models belonging to it, as
reported in the legend on the right.

3.1. Oscillation frequencies

The adiabatic frequencies of oscillation are determined for all the
models from the Zero Age Main Sequence (ZAMS) to the Ter-
minal Age Main Sequence (TAMS), with the help of the LOSC
tool, adopting the standard boundary conditions of the code (see
exact details in Scuflaire et al. 2008a). For each model on the
main sequence, the radial (£ = 0) and non-radial (£ = 1,2,3)
low-order p- and g-modes are computed. For each model and
each ¢, the modes are computed in the same fixed interval of
adimensional frequencies, chosen as representative of 5 Cephei
stars.

3.2. Resolution of the grid

The density of models in a restricted region of the grid is
shown in Fig. 2 (the whole grid ranges in T, from ~14400 to
~36 000K and surface gravities from 260 to 22400 cm s72, or
log g ~ 2.40—4.35). There are typically several dozens of models
per S0K and per 20 cms~2 boxes. The denser parts correspond
to models in the end of the main sequence, and which overlap
with less massive models presenting higher values of @,y. Over-
shooting not only extends the MS lifetime but increases as well
the luminosity of evolutionary tracks at the end of MS so that the
models with high overshooting cross the tracks of more massive
ones.

4. Selection of the exercises

The selection of the target stellar models (i.e. the hares) anal-
ysed in the different exercises is presented in Table 2. The stellar
parameters of the models were chosen to be fully representa-
tive of typical S Cephei stars, in terms of mass and evolutionary
stage. As a proxy of the age, we use the central hydrogen mass
fraction, X, in the parameters describing our models and results.

The goal of the modelling is to retrieve the information on the
target stellar model and look at the quality of the derived infer-
ences. Hereafter, we use the term “input parameters” of the exer-
cise to refer to the simulated set of observations (the hare): the
results of the modelling are mentioned as the output or derived
parameters. As requested in hare and hound exercises to avoid
any bias in the modelling and interpretation of the results, the
computation and selection of the input frequencies were done
by a different person than the one in charge of the asteroseismic
modelling and analysis of each exercise.

The list of the different exercises and the input frequencies
are summarised in Table 3. The names of the exercises begin
with the name of the input model and end with a short indication
on the input constraints and stellar physics that are explored in
the exercise.

The purpose of the first series of exercises (six first rows of
Table 3) is to explore the quality of the asteroseismic inferences,
based on the seismic dataset at disposal: number of detected
frequencies, known or unknown determination of the mode
degrees, error in the degree identification of a mode (see also
similar work by Bowman & Michielsen 2021, in the case of SPB
stars). As overshooting is included in the models of the grid, the
degrees of freedom of the problem are the five stellar parameters:
M, X, Z, a,y, and the age (here the proxy X.). However, in some
cases, the number of axisymmetric mode frequencies detected in
B Cephei is lower, down to three as for examples in HD 129929
or V2052 Oph (Aerts et al. 2003; Briquet et al. 2012, respec-
tively). So we started considering three as the assumed num-
ber of detected frequencies in the tl-asp-3freq exercise, and
increased it to four and five frequencies in the tl-asp-4freq
and tl-asp-5freq ones. Moreover, in the t1-£-4unknown and t1-
{-5unknown exercises, we considered the same four and five
modes as in the tl-asp-4freq and t1-asp-5freq cases, but assum-
ing no knowledge of the mode angular degrees. In the t1-£1-
wrong, the effect of a misidentification of the angular degree of
one mode is considered, based on the same five frequencies than
in the t1-asp-5freq exercise.

In the last two exercises (t2-gn93 and t6-asp-diff), we test
the model dependence of the asteroseismic solution, and explore
which information can actually be obtained on the mixing pro-
cesses at the convective core boundary. To do so, we adopted an
input physics in the target stars different to that of the grid used
for the modelling. First, we used the GN93 chemical mixture
instead of AGSO0S in the t2-gn93 exercise. Then, we included an
additional diffusive mixing process in the t6-asp-diff case, whilst
the grid is computed only with overshooting treated as instanta-
neous mixing.

At the exception of the t6 case, the input frequencies of the
tl and t2 exercises are computed with the non-adiabatic MAD
code (Dupret 2001). This choice is particularly motivated by
the t1 case in which same physics than the grid is used for
the input model. Since the frequencies of the input model could
match exactly those of one of the grid model, we degrade them
by deriving them from a non-adiabatic calculation. This also is
more representive of the true nature of a real star and avoids
a possible bias that an ad hoc degradation could generate (see
e.g. Reese et al. 2016, about simulating frequencies in hare and
hound asteroseismic exercises).

5. Results of the hare and hound exercises

We first present the results of the exercises with a common target
star (the t1 model), but which differ by the number and nature of
input constraints.

Al142, page 5 of 17



A&A 659, A142 (2022)

Table 2. Stellar parameters of the target modes used as hare in the hare and hound exercises.

Model M R X Z Aoy X Diff Solar mixture Opacities Atm T logg
Mo)  (Ro) (K) (ginems™)

tl 14 748 070 0.014 02 028 N AGSO05 oP Edd 27647 3.8364

t2 11 598 070 0.016 0.2 0351 N GNO93 op K 25293 3.9258

t6 10 4020 070 0014 O 0388 Y AGSO05 OP Edd 24487 4.0196

Notes. The acronyms GN93 and AGS05 stand for the solar chemical mixtures of Grevesse & Noels (1993) and Asplund et al. (2005), respectively.
The “Diff”” column indicates whether the model is computed with additional turbulent mixing (Y) or without (N). The Edd and K symbols indicates
whether the stellar model atmosphere is computed following Eddington’s law or from Kurucz models.

Table 3. Frequencies of the target models used as hare for the hare and hound exercises.

Exercise label Vobs.i (¢/d)

t1-asp-3freq‘”
t1-asp-4freq”
t1-asp-5freq”
t1-£1-wrong ™
t1-£-4unknown"
t1-¢-5unknown”
t2-gn93("
t6-asp-diff

5.195081 (£ = 0); 5.634114 (£ = 1); 7.807939 (£ = 2)

5.195081 (£ = 0); 5.634114-8.668213 (£ = 1); 7.807939 (£ = 2)

5.195081 (£ = 0); 5.634114-8.668213 (£ = 1); 7.807939-8.290281 (£ = 2)

Same as tl-asp-5freq but with v = 8.668213 identified as £ = 2

Same as t1-asp-4freq but without knowledge of ¢

Same as t1-asp-5freq but without knowledge of £

6.461264-8.364639 (£ = 0); 6.927369-9.227121 (¢ = 1); 8.768298-10.152126 (¢ = 2)
7.733229-9.972529 (£ = 0); 5.364213-8.340911-11.159961 (£ = 1);

7.353429-8.577249-9.818674 (£ = 2)

Notes. (" The frequencies of the target model are computed with the non-adiabatic oscillation code MAD.

5.1. Impact of the seismic dataset

We selected for this series of tests a model computed with the
same physics than in the grid, with the goal of isolating the
only influence of the seismic indicators. Contrary to the grid,
the frequencies of this t1 model are computed with the MAD
non-adiabatic code, as explained in the previous section.

5.1.1. Three frequencies with known angular degree: The
t1-asp-3freq test

The set of frequencies for this exercise is composed of one
mode of each degree4 €=0 to 2 (see Table 3). The solutions
obtained without classical constraints and on the sole seismic
dataset as input are given in the 3rd column (No classical — m.f.)
of Table 4. It predicts for M, R, and a,, values of 15.6 M,
10.18 Ry, and 0.45, respectively. This fails at reproducing the
true stellar parameter of the t1 model, and leads to a clear over-
estimation of overshooting. Figure 3 shows the map of the x>
function in the M—R plane. For illustrating the discrepancy, the
chemical composition and «,y in the top panel are set to those of
the solution: the global minimum clearly does not lie close to the
input stellar parameters that were to be retrieved. The map also
reveals regions with lower y? values under the form of ridges
(blue patterns). They correspond to places of same 7qy,. This is
expected due to the presence of a radial mode in the input set
and the direct dependence of radial modes to 74y,. However we
see in the bottom panel of Fig. 3 that a local minimum is present
at the correct M—R location when the chemical composition and
Qoy Of the t1 input model are adopted.

The solution obtained with the re-sampling method, pre-
sented in Sect. 2, is given in the 4th column (No classical —

4 For clarity, hereafter, we use the notations ¢; and k; to refer to a mode
of degree ¢ = i and radial order k = i.
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MC) of Table 4, still without including classical constraints. The
inferred mass, with a value of 14.6 M, is now close to that of
the t1 input model (14 M) but the 1-¢ error signals a low preci-
sion, ~22%. The radius and the overshooting parameter are still
significantly overestimated. We explain this trend in more detail
hereafter.

Including classical constraints. When we require the solu-
tion to satisfy within 1-o the T, and log g classical constraints,
most of the stellar parameters of the input model are now cor-
rectly retrieved (see Col. 5 of Table 4), at the exceptions of @,y
and Z, which are underestimated by 0.10 and overestimated by
0.004, respectively. The determination of these two parameters
actually presents a degeneracy. Indeed, the overshooting extends
the main-sequence lifetime and also increases the luminosity of
the evolutionary track. On the other hand, the chemical compo-
sition in the stellar envelope determines the opacity, hence the
escaping radiation and luminosity: for a given mass, the lower
the metallicity is, the higher the luminosity is. Stellar models
with a given mass but with different combinations of overshoot-
ing and chemical composition can thus correspond to a same
luminosity.

Figure 4 shows the y?> map now in the T.—logg plane. It
illustrates how the addition of the fundamental parameters as
constraints discards the global minimum, which is outside the
1-0 box on T, and logg. However, despite the presence of a
local minimum at the exact location of the target (bottom panel),
the solution that is obtained remains inaccurate on some stellar
parameters, as we have seen above. If we relax the precision on
the classical parameters by considering a 3-0- error box, then the
global minimum lies within that error box. Consequently, con-
sidering a too loose constraint (3-0 error box), or dealing with
larger errors on classical parameters, which can be specially the
case for log g, do not help improve the solution in comparison to
that solely based on the seismic constraints.
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Table 4. Results of the t1-asp-3freq, t1-asp-4freq, and t1-asp-5freq exercises.

Exercise Parameter No classical constraint 1-0 box constraint 3-0 box constraint
m.f. MC m.f. MC m.f. MC
tl-asp-3freq M (14) 15.6 14.6*23 14 14497 15.6 16.4+99
R (7.48) 10.18 10.78+99 7.50 7.50*909 10.18 10.49+}:3¢
X (0.70) 0.70 0.70*30 0.70 0.70*304 0.68 0.70*003
Z(0.014) 0.018  0.014739% 0018  0.01479%¢ 0018  0.01475%
oy (0.20) 0.45 0.45+003 0.10 0.20*903 0.45 0.45+995
X. (0.288) 0237  0.18209% 0283  0283*09% 0237  0.221709%¢
T. (27647) 26977 255327236 26953 - 26977 -
logg (3.8364)  3.6150  3.5022*027%  3.8341 - 3.6150 -
X 0.0358 - 0.0713 - 0.0358 -
tl-asp-4freq M (14) 13.8 13.9f8:£ 13.8 13.8f8:% 13.8 13.9f8:;
R (7.48) 7.45 7474903 745 7.45+004 7.47 7.68+003
X (0.70) 0.68 0.70*92 0.68 0687003+, 0.68 0.70*992
Z(0.014) 0.014 00147000, 0014 00147000, 0014 00142900
ov (0.20) 0.20 0.20700°® 020  0.20700® 020  0.2070%®
X. (0.288) 0274 02790927 0274 02757090 0274 02797092
T, (27647) 27888 27901+476 27888 - 27888 -
logg (3.8364)  3.8330  3.8330700012  3.8330 - 3.8330 -
X 0.2272 - 0.2272 - 0.2272 -
tl-asp-5freq M (14) 13.8 13.8+01 13.8 13.8+01 13.8 13.8*01
R (7.48) 7.45 7.46+00 745 7.45+002 7.45 7.46004
X (0.70) 0.68 0.68703s) 0.68 0.687003) 0.68 0.687003 )
Z(0.014) 0.014 00147002, 0014 00147002, 0014 001429002
oy (0.20) 0.20 0.20%0 0 020 0207030 020 02070
X. (0.288) 0274  0.27570%! 0274 02757991 0274 02757091
T. (27647) 27888 27888*1% 27888 - 27888 -
logg (3.8364)  3.8330  3.8330%00%%%  3.8330 - 3.8330 -
X 0.4175 - 0.4175 - 0.4175 -

Notes. PIndicates when the grid resolution is reached and set as the limit to the confidence interval. The m.f. and MC acronyms respectively
stand for the analysis based on the input set of observed constraints and that from the method with Monte-Carlo simulations (see Sect. 2). The “no
classical constraint™ columns give the results without 7. and log g used as constraints. The 1-0 and 3-0 columns gives the results when imposing
the solutions to be respectively in the 1-0- and 3-0 boxes on 7. and logg. The input stellar parameters of the input model are recalled between

brackets in the first column. The M, R, T., and g parameters are given in M, Rs, K, and cm s

With the inclusion of the classical parameters, the
re-sampling method appears more robust. The inferred param-
eters then match those of the input model (see Col. 6 of Table 4).
The errors at the 1-o confidence level are down to 5% on the
mass and ~1.3% on the radius. Meanwhile the overshooting
and metallicity are also correctly predicted, with an estimated
precision of AZ=0.004 and Aa,, =0.10. Again, the 3-0 clas-
sical constraints do not change the results of the MC simula-
tions, providing the same results than without using the classical
constraints.

2, respectively.

The high-overshooting bias. To understand the tendency of
the solution based on the only seismic dataset to favour high
values of overshooting, we investigated in more detail the fre-
quency spectra of the solutions emerging from the MC solu-
tions. Before, it is useful to characterise some properties of the
mixed modes. Firstly, the ratio of the vertical kinetic energy,
Ey., to the total kinetic energy, Ej, reflects the dominant g-
or p-character of an oscillation mode. The ratio is close to 0
for pure gravity modes, while it is equal to 1 for radial modes
and typically greater than ~0.9 for non-radial pressure modes.
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Fig. 3. Values of log y? for the input frequencies of the tl1-asp-3freq
exercise are represented with a colour map (see legend in the figure for
the related scale) in the M—R plane of the grid of models. The chemi-
cal composition and overshooting (X, Z, @,y) are those of the ¥’ global
minimum in the fop panel and those of the input model t1 in the bottom
panel. A cross symbol is located at the real position of the t1 model.
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Fig. 4. Same as in Fig. 3, but in the 7.— log g plane.

In the case of mixed modes, this ratio ranges in between these
values.

Asymptotic developments allow to estimate the frequen-
cies of pressure or gravity modes with help of simple relations
based on the structural quantities of the stellar models (e.g.
Shibahashi 1979; Tassoul 1980). In the case of low-degree
pressure modes as in B Cephei stars, these developments
need in principle to include higher-order terms (Tassoul 1990;
Roxburgh & Vorontsov 1994; Smeyers et al. 1996). Despite
these levels of refinement, the asymptotic approach does not for-
mally apply to low radial-order modes. However, it remains use-
ful to estimate frequency values and relate them to the stellar
structure properties, while it should not be used to compute the
frequencies in a precise asteroseismic modelling of a 8 Cephei
star. An asymptotic expression of frequencies for acoustic modes
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reads as:

R 1 -1
o-zA[f ;dr] @

Pe

with ¢ the local sound speed, r),, the radius defining the lower
limit of the propagating cavity of the pressure mode, and A a
sum function wich includes as terms the number of nodes of
the eigenfunction in that propagating cavity, ¢, and other ones
depending of the order of the approximation and the turning
points of that cavity. When the mode is mixed with a dominant
pressure character, the above expression includes a corrective
term expressing the effect of the coupling between the g- and
p-mode cavities (see details in e.g. Shibahashi 1979). This term
is of the order of €, with 0 < € < 1. If the mode is well trapped
inside the acoustic cavity, O(e) ~ 0. Similar asymptotic expres-
sions for the gravity modes can be derived, implying then the
Brunt—Viisild frequency, N.

We can now inspect the frequency spectra from a sample of
best-fit models from the MC simulation: the sample is built from
solutions with values of )(2 ~ 0.002 in the Ng;, simulations that
we have computed for this exercise. This gives a set of 20 mod-
els, which actually only 16 are different (solutions of different
simulations can fall on a same model of the grid). The parame-
ters of these 16 models show a large spread in mass, from 11.2
to 18.1 My, as well as in a,y, with values from 0.20 to 0.50 but
most of them presenting 0.45.

We compare in Fig. 5 the values of 1/7,,, and the integral
of Eq. (2) for the radial and non-radial modes in the 16 models
that were best fitting the input frequencies. We can identify four
groups. Black crosses correspond to the solutions in which the
three fitting modes are: (o, k1), (€1, k1) and (£, k1) modes. These
radial orders and angular degrees are exactly the same as those of
the t1-asp-3freq frequency set (magenta circles). The other three
groups are composed of [y, k;; €1, ki; €2, kiv1] modes, with i = 2
(blue crosses), 3 (green crosses), and 4 (red crosses).

The models of the first group, as they reproduce exactly the
order k of the radial mode, have a similar 74y, than the t1 model.
In the three other groups of models, each of the input frequencies
is actually fitted by a mode of a higher overtone. The solutions
with a radial mode presenting a higher k; present larger 74y, than
the t1 model, since the proportionality of radial mode frequen-
cies to Tqy, includes a factor k. We see in the top left panel that
the solutions indeed gather around similar values of 74y, accord-
ing to the radial order of their matching ¢, mode. The non-radial
modes also gather according to their radial order (see top right
and bottom panels). Two modes from two different stellar struc-
tures and with different radial orders will be characterised by
values A and A’ in Eq. (2). The modes then will have a similar
frequency value if the ratio of the integrals appearing in Eq. (2)
is proportional to A/A’. Thus, the non-radial modes in Fig. 5
group according to k because they have to reproduce a similar
value of the ratio to present a frequency similar to, and hence
fitting, that of the t1 model. As k increases, so does A, because
it is occk. Consequently the inverses of the integrals of the modes
with higher radial orders than the t1 case have to present lower
values than the t1 inverse of the integral, as it is indeed observed
in Fig. 5.

Overshooting now explains how models with different
parameters can succeed in reproducing similar 74y, and inverse
integrals of the sound speed. Most of the selected models present
indeed higher overshooting values than the t1 model.

As we have seen, provided 74y, is higher than in the t1 model,
higher overtone radial modes can match the frequency of the
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Fig. 5. Results of the MC simulations for the t1-asp-3freq test. We select a sample of 20 models presenting similar values of x> as the global
minimum. Top left panel: inverse of the dynamical timescale as a function of the radial order of the ¢, modes (in the 20 models described above)

that best fit the original £, mode of the t1-asp-3freq input frequency set. Top right panel: [ f K (1/c,)dr]™! as a function of Ey,/E; for the £; modes
Py

that best fit the original ¢; mode of the t1-asp-3freq frequency in the selected models. The colour index represents the radial order of the fitting ¢,
modes. Bottom panel: same as in the top right panel, but now adapted for the £, modes. The case of the input t1 model is represented in each panel

by an open magenta circle.

t1 fundamental radial mode. For models with large overshoot
mixing, the range of values reached by their radius during the
main sequence is increased. Since T?iy L R3M™!, these models
will also evolve through a larger range of 74y,. This increases
the probability that during their MS, a higher overtone in their
frequency spectra matches that of the input radial mode, even
if their fundamental radial mode would never present the same
frequency than the t1 one.

Similarly, the increased variety of internal sound speed pro-
files and radii of a high-overshooting model will increase the

range of values of their j; K 1/csdr integrals for £; and £, modes.
Pe

Therefore the probability also increases to reach a value of
the integral, which the ratio with the t1 integral allows higher-
overtones modes to reproduce the frequency of the lower-
overtone t1 modes.

The use of the classical parameters has prevented this bias
because they put an additional constraint on the radius and dis-
carded models which did not reproduce 7gy,. It is thus crucial
to determine them independently with the highest accuracy and

precision possible when a limited number of modes are consid-
ered for the asteroseismic modelling. Recently, the first interfer-
ometric measurement of the angular diameter of a 8 Cephei star
(8 Can Maj) by Abeysekara et al. (2020) has reached a precision
of ~3%. In combination with Gaia parallaxes, the interferomet-
ric measurement of radii of S Cephei stars would be a promising
additional classical constraint on which to rely.

We also performed additional tests (not presented in detail
here), first where a second ¢; mode instead of the £, one was
considered in the input dataset. In that case, the results of the
seismic modelling and the re-sampling method did not change
for the mass, but gave accurate results for R. The @, param-
eter overestimation was reduced (a,yz = 0.30), and with the
re-sampling method, it reduced to oy = 0.25*015. The preci-
sion was not improved. The frequency spacing between mixed
modes of same angular degree brings additional information on
the structure, and reduces the probability to match frequency
spectra by higher overtones of a model with a totally different
structure. However, in another test where the three modes were
all £;, the solution was significantly degraded. It appears clearly
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it came from a degeneracy on the determination on M and R in
the absence on a constraint on 74y, through a radial mode.

In conclusion, the ranges of global stellar properties able to
lead to a good fit of a small number of frequencies are quite
large. Fitting these frequencies then does not allow to char-
acterise reliably the input model, without help of additional
constraints.

5.1.2. Four frequencies with known angular degree: The
t1-asp-4freq test

The input set of frequencies is composed of one radial mode
and three non-radial modes (2 ¢, 1 £»). The results are reported
in Table 4: Z (0.014) and a4y (0.20) are perfectly fitted, while
the other stellar parameters are slightly underestimated with
M=13.8 My, R=745Rs, X =0.68, and X, =0.274.

In comparison with the tests composed of three frequencies,
we checked the y?> map and found it contains fewer local minima.
The global minimum lies now very close to the actual location
of the t1 input model. With the re-sampling method, the inferred
stellar parameters are then even closer to the t1 model (Col. 4
of Table 4). This method accounts for the theoretical uncertain-
ties, which we have seen in Sect. 2.2 can be dominated by non-
adiabatic effects. Here, as the target model and the model grid
have the same physics, the non-adiabaticity of the input frequen-
cies seems likely at the origin of the small inaccuracy in some of
the retrieved stellar parameters.

Including classical constraints. With or without these con-
straints, the errors are very low in the three cases (Cols. 4,
6, and 8 of Table 4), reaching a precision of ~1% on M and
~0.005% on R. As observed in the additional tests with three
frequencies, the seismic modelling when it includes two mixed
modes of same ¢ degree benefits from an information on the
evanescent region. This region is a strong marker of the stel-
lar structure as it is defined by the layers marking the transition
between the core and radiative envelope.

5.1.8. Five frequencies with known angular degree: The
t1-asp-5freq test

In this exercise, the number of seismic constraints is equal to the
degrees of freedom of the problem, and would begin in princi-
ple to be optimal for adjusting the free parameters. The input
frequency set is composed of the same frequencies than the t4-
asp-op-4freq exercise, but includes one additional £, mode.

The model minimising y? appears to correspond to the same
model that in the preceding exercise with only four frequencies,
so that the inferred stellar parameters are identical. We observe
similarly a significant decrease of the number of local minima
and their y? value, which is illustrated in the top panel of Fig. 6.
In comparison to the previous exercise, we observe an increased
precision on the determination of the chemical composition and
on a,y, which reaches in this case the limit in precision of the
grid. The stellar parameter distributions from the solutions of
the MC simulations show that >80% of the models are charac-
terised by @,y =0.20 and ~70% of them present a mass of 13.8
or 13.9 M.

An inaccuracy of 0.2 M, appears on the mass derived by the
seismic modelling and is very likely related to the non-adiabatic
computation of the input frequencies. It also reveals that the val-
ues we estimated for the errors could be underestimated, since
the mass of the target is not predicted by our 1-o interval of con-
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Fig. 6. Same as in Fig. 3, but for the tl-asp-5freq and tl-asp-5freq-
£ywrong cases in the rop and bottom panels, respectively.

fidence: its upper limit predicts a mass of 13.9 M, however only
at 0.1 M, of the real value.

The present asteroseismic modelling has shown its ability
to retrieve the global stellar parameters with high precision and
accuracy. But we also find that it is able to determine the loca-
tion of the central fully mixed region -the convective core and
the overshooting region- both in terms of the radius and more
importantly for stellar evolution, of mass with a high accuracy
(see values in Table 5). In Fig. 7 the locations in term of the nor-
malised mass, m/M, of this region in the t1 target model and in
the best-fit model match to less than 1%. Similarly, the gradi-
ent of chemical composition (Vu hereafter) above the boundary
of the mixed region is also reproduced with an accuracy <1%.
The shape and extent of this gradient are a marker of the extra-
mixing processes. Succeeding in delivering a tight constraint
on it is key to reveal the nature of these processes in massive
stars.

As expected, the classical constraints do not improve further
the modelling results and their errors. However, since the classi-
cal parameters are extracted from the t1 model, they do not suf-
fer inaccuracy as could parameters derived from real conditions
observations. The approach could thus be reversed in the study
of observed 8 Cephei stars by comparing whether parameters
such as T, and logg seismically determined match their pho-
tometric or spectroscopic determinations. In particular, a clear
discrepancy between the asteroseismic and spectroscopic log g
was revealed by the modelling of several 8 Cephei stars, as dis-
cussed in Aerts et al. (2011). These authors suggest the origin of
the disagreement might be due to the pulsational broadening of
lines not well accounted for in the spectroscopic analysis used
for deriving the surface gravity.

5.2. Knowledge of the mode identification

We first analysed the impact of misidentifying a ¢ degree. In
practice, although the methods® developed for identifying the
modes in B Cephei stars are generally able to constrain the angu-
lar degree of detected pulsations, in some cases the identification

5 Such as the moment method based on spectroscopic line variations

(Balona 1986; Aerts 1996) or the analysis of photometric bandpass ratio
(Cugier et al. 1994).
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Table 5. Boundaries of the fully-mixed central region in terms of radius (r..) or mass (m..) and Vu region in terms of radius (r,) or mass (i) for

targets and their best-fit models in different exercises.

Exercise r rL e, y Aree/ree  Ary/ry mi, mo, m;l mj, Amecfmee  Amy[my,
(r/B  (r/R) (/R (r/R) (m/M)  (m/M)  (m/M) (m/M)

tl-asp-op-4freq  0.153 0.194 0.154 0.193 -0.007 -0.005 0.315 0.319 0.448 0.448 -0.01 0.00

t1-asp-op-5freq

t2-gn93 0.159 0.195 0.169 0.204 -0.06 -0.05 0.291 0.337 0.408 0.457 -0.16 -0.12

t6-asp-diff 0.152 0.233 0.158 0.191 -0.04 0.18 0.237 0.222 0.471 0.337 0.06 0.28

Notes. The variables indexed by i and o respectively represent those of the input target model and the output best-fit model from the exercise

indicated in the first column.
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Fig. 7. Profile of the hydrogen abundance, X, as a function of the nor-
malised mass, for the target t1 model in blue and the best-fit model of the
tl-asp-5freq (and t1-asp-4freq) exercise in orange. The vertical dashed
lines indicate the limits of the fully mixed central region (i.e. including
the overshoot region) of the two models, with the same colour associ-
ation than the X profile. The vertical dotted lines are similarly colour-
coded and indicate the limits of the gradient of chemical composition.

can be ambiguous. That was for example the case of v Eri (see
De Ridder et al. 2004, in particular their Figs. 5 and 6), whatever
the method used. The same difficulty occurred for the photo-
metric bandpass ratios analysis of the 12 Lac star (Handler et al.
2006). In a second time, we have focused on cases where no
identification of the mode is possible, which is typically the case
of stars observed in a single photometric bandpass.

5.2.1. Misidentifying a mode

We assume in the t1-£1wrong exercise the same set of five fre-
quencies as in the tl-asp-5freq case, but one of the £; modes
is misidentified as an ¢,. The inferred parameters clearly fail at
reproducing the t1 model: for instance, they give M =10.10 Mo,
R=10.45Ry, and X. =0.004. As illustrated in the bottom panel
of Fig. 6, the y*> map degrades in comparison to the case where
frequencies were correctly identified (top panel). The y? global
minimum value signals the issue: it increases to )(2 =85.162,
about 200 to 400 times the corresponding values in the t1-asp-
Sfreq and tl-asp-4freq exercises, respectively.

The best-fit model is evolved and close to the TAMS. Its fre-
quency spectrum is denser than in a less-evolved stellar model.
Figure 8 depicts the frequency spectra of the ¢; and ¢, modes
of this model, as well as the ¢; spectrum of the model t1. The

t1-¢1wrong

£1, t1 model

<« misidentified #; mode

{5, global minimum model

{1, global minimum model

L
0 2 4 6 8 10 12 14 16 18 20 22

Fig. 8. Frequency spectra of the t1 model and that of the best-fit model
of the t1-f1wrong test. The frequency of the erroneous mode is repre-
sented by a dashed grey line. The ¢ degree of the different frequency
spectra is indicated to the right.

grey dashed line indicates the ¢; input mode that is identified
as an £, one. With the misidentification, the frequency spacing
between the input £, modes is erroneously reduced. Since the
input modes are associated to theoretical mode with the same ¢
degree, the solution is directed to models reproducing that erro-
neous feature, that is with denser frequency spectra, in a later
stage of evolution.

Including the classical constraints. When imposing the
solution to fall within the 1-0- error box on T.— log g, the inferred
parameters are improved; they predict M = 14.2 My, R=7.77 Ry,
and X, =0.226, close to the t1 input ones. However, @,, =0 and
a high Z of 0.018 appear in contradiction with the t1 parameters.
The minimum, Xz =554.05, again signals an issue with the result
of the modelling.

5.2.2. Unknown identification of the modes

We determined the consequences of having no information
on the angular degree through the tl-f-4unknown and tl-¢-
Sunknown exercises. We took the same four and five frequen-
cies than in the t1-asp-4freq and t1-asp-5freq tests, respectively,
but without knowledge of their £ degrees. The results of the two
exercises are given in Table 6.
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Table 6. Results of the t1-asp-4freq-undef and t1-asp-5freq-undef exercises.

Exercise Parameter No constraint -0 box constraint 3-0 box constraint
m.f. MC m.f. MC m.f. MC

tl-asp-4freq-undef M (14) 14.2 14.23:2 16.6 16.6f8:3 16.6 16.71';:?
R (7.48) 9.99 10.02f8:gg 943 9.43*009 9.43 9.64+9¢
X (0.70) 0.72 0.72+902 0.70 0.70f8:8‘2‘(1) 0.70 0.72*+502
Z (0.014) 0.016 0.014’:8:8% 0.016 0.016f8:88§ 0.016 0.014’:8:88%
oy (0.20) 0.35 0.3579-30 0.15 0.15*91 0.15 0.25*013
X, (0.288) 0.201 0.177j8:??§ 0.212 0.212f8:8§§ 0212 0.2124507
T. (27647) 25197 2519743338 28084 - 28084 -
logg (3.8364)  3.5909 3.5909’:8:{?% 3.7087 - 3.7087 -
x° 0.0269 - 0.0427 - 0.0427 -

tl-asp-5freq-undef M (14) 15 14.4’:%:? 13.8 13.8f81§ 15 ISt{:g
R (7.48) 10.16 10.04*399 7.45 7.457002 10.16 10.10%903
X (0.70) 0.74 0.72+902 0.68 0.68f8:8§(1) 0.74 0.72+502
Z(0.014) 0.014 0.014%0002 0.014 0.014f8:88§(1) 0.014  0.014*5002
oy (0.20) 0.35 0.35+005 020 02070030 035 0.35%04
X. (0.288) 0.210 0.200%90%3 0.274 0.275f8:83? 0.210  0.201*50%
T, (27647) 25699 257131138 27888 - 27888 -
logg (3.8364)  3.6001 3.5931’:8:(')?%; 3.8330 - 3.6001 -
x° 0.2452 - 0.4175 - 0.2452 -

Notes. Same comments than in Table 4.
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Fig. 9. Same as in Fig. 4, but for the t1-asp-4freq-undef case.

At first, with a set of four frequencies, the mass deduced is
not too far away from the input one, but the radius and overshoot-
ing are overestimated to R =9.99 Ry and «,, =0.35, as reported
in Col. 3 of Table 6.

In the top panel of Fig. 9, the x> map in the T.—log g plane
for the output parameters clearly illustrates that the global mini-
mum predicts an incorrect solution. A high number of local min-
ima have appeared so that even the re-sampling method fails in
this case to improve the results of the modelling. The local min-
ima in the 1- or 3-0 error box on classical parameters provide as
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well wrong estimations of the stellar parameters (see Cols. 5-8
of Table 6). In the bottom panel of Fig. 9, the local minimum
in the 1-0 error box is located at the very limit of the box, and
also leads to wrong estimations of the mass (16.6 M) and radius
(9.43Ro).

Despite the poor results, the values of X2 remain low,
~0.02—-0.03. The matching of the input modes by those of the
grid is actually made easier. When a mode has its £ identified, it
can only be matched to mode from the grid with a same ¢. Yet,
when ¢ is unknown, this mode can then be fitted by modes from
the grid with £=0 to 3, increasing the probabilities to match
it with a mode of closer frequency, despite being of incorrect
degree.

With the addition of one frequency in the t1-£-5Sunknow test,
the global minimum and the results of the re-sampling method
still lead to incorrect inferences when only based on the seismic
dataset (see Cols. 3 and 4 of Table 6). In Fig. 10, the number
of local minima is now reduced, yet revealing the impact of a
supplementary frequency.

Including the classical constraints. With the help of the 1-o
constraints, the solution is significantly improved; the input stel-
lar parameters are now determined with good accuracy. Further-
more, the results from the re-sampling method (Col. 6 of Table 6)
present the same accuracy than in the t1-asp-5freq exercise. Yet,
relaxing the constraint to the 3-0- constraints, the predicted stel-
lar parameters do no longer fit those of the t1 model.

A reasonably large set of frequencies, although unidenti-
fied, can however lead to an accurate asteroseismic modelling,
provided it is completed with tight constraints on the classical
parameters. However, the stellar atmospheric parameters must
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Fig. 10. Same as in Fig. 4, now illustrated for the t1-asp-5freq-undef
exercise.
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be determined with a very good accuracy, as illustrated above
when using the 3-0 error box on classical parameters.

5.3. Role of the input physics

We changed the physics of the model used as a target so that it
differed from that of the grid. We examined the consequences
on the quality of the global asteroseismic parameters, as well
as on the constraints on the internal structure. We have seen in
Sect. 5.1.1 that there is a significant degeneracy for the determi-
nation of overshooting and metallicity. This degeneracy will be
particularly accentuated if the detailed chemical composition of
the star differs from that used in theoretical models. For instance,
we recalled in Sect. 2.2 that between past determination of solar
abundances like GN93 and the revision of AGS05, the metallic-
ity decreased by ~30%. Hence we tailored the t2-gn93 exercise
to test the impact of the adopted composition. We used for the
target t2 model the solar mixture of GN93, while it is the AGS05
mixture that is adopted in the grid. The other properties of the t2
models are given in Table 2. The set of input frequencies for the
exercise are reported in Table 3 and is composed of six frequen-
cies, with pairs of modes of degree ¢y, ¢, and (5.

The output parameters slightly overestimate the parameters
of the t2 models with M =11.4 M and R = 6.07 Ry. The best-fit
model reproduces 74y, within 1% the one of the t2 model, con-
firming the influence of radial modes on the modelling. We see
in the top panel of Fig. 11 that the lowest values of the merit
function are indeed located in ridges, which actually correspond
to places of equal 74y,. The parameters a,, and Z are overesti-
mated and underestimated, respectively (see Col. 3 of Table 7).
This comes as expected from the degeneracy in @,y and Z, accen-
tuated by the difference in the chemical mixture. This effect was
already observed in the modelling of HD 129929, then from an
ad hoc change in the mixture made by the authors (Thoul et al.
2004). Actually, in reason of the predominance of nuclear energy
production by CNO cycle in B stars, for a given X and Z, a GN93
model will be more luminous than an AGS05 one. The reason is
that C, N, and O are more abundant constituents of the metal
mixture in the first case. Since we try to model a GN93 model
with AGS05 models, the Z and «a,y likely adapt and do not cor-
respond to those of the GN93 model.

Including the classical constraints. With predicted
Z=0.014 and @, =0.25 (using 1-o error box, see Col. 5 of

t2-gn93 log X2
3+ X=0.70, Z=0.012, agy=0.30 6
A 5
g 3.5F e S T i
= e 4
1 el X 1 1

!

34 32 30 28 26 24 22 20 18
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Fig. 11. Same as in Fig. 4, but for the t2-gn93 exercise.

Table 7), the discrepancy between the solution and the t2 model
is reduced, but X is now clearly overestimated, illustrating again
the degeneracy on the overshooting and chemical composition
determinations. The results of the re-sampling method are
not very different (Col. 6 of Table 7), although the errors on
the parameters are larger and so enclose the actual values of
the t2 model. In Fig. 11, the global minimum and the lowest
values of y? surrounding it, lie outside the 1-o- error box on the
classical parameters (top panel). In the bottom panel, the local
minimum found in the 1-0 error box is not well defined and
its surrounding y? values are very similar: the solution is not
well constrained, resulting in larger uncertainties on the derived
parameters. The 3-0 constraints do not bring any information
as the global minimum lies within it. This global minimum is
clearly brighter and hotter than the target t2 model.

Overall, the inaccuracy induced by the difference in the
chemical mixture remains limited to a few % on global parame-
ters such as M and R. However, it is difficult to estimate the accu-
racy of parameters such as metallicity and overshooting given
the degeneracy and compensatory role they play. Verifying how
the limits of the convective core and Vu are reproduced would
better hint at the robustness of the asteroseismic modelling on
this question. We present in Fig. 12 the internal profile of X of
the t2 and its seismic best-fit models, showing that the size in
mass of the fully mixed regions and Vu are not retrieved by the
modelling (accuracy errors of 16 and 12%, respectively). More-
over, one mode (ky, ¢1) of the input dataset is mixed with a dom-
inant g-character, in principle an optimal information on these
stellar layers. Yet, we see from Table 5 that the accuracy on
these limits is much better in terms of r/R, ~5%. It highlights
that the asteroseismic information is defined in terms of vari-
ables related to oscillations, so essentially sensitive to . While
the acoustic structure of the star can be well reproduced, this
is not necessarily the case of the mass distribution in the lay-
ers. Here it is clearly the difference in the chemical mixture that
hinders the recovery of mass of the convective core and its over-
shooting region.

We did two other tests where the target models were com-
puted with the GN93 mixture and with OPAL opacities (versus
OP in the grid), but in one case, no overshooting was included.
In both cases, the additional change in the physics did not alter
precedent conclusion: we were still able to infer M and R with a
good accuracy. But in the case with overshooting, we faced the
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Table 7. Results of the modelling for the t2-gn93 and t6-asp-diff exercises.

Exercise Parameter No constraint 1-0 box constraint 3-0- box constraint
m.f. MC m.f. MC m.f. MC

t2-gn93 M (11) 11.4 11.4701® 11.5 11.4701 11.4 11.47,®
R (5.98) 6.07 6.07 000 6.09 6.05+004 6.07 6.07 0 00®
X (0.70) 0.70 0.70%0 0ot 0.74 0.72+902 0.70  0.7070 050
Z(0.016) 0012 00125552, 0014 00147992 0012 00127502,
oy (0.20) 0.30 0.30*9.93 0.25 0.25*019 0.30 0.30*9.93
X, (0.351) 0.354 0.354*3.97 0385 03739912 0354 035470007
T. (25293) 26274 26274709 25111 - 26274 -
logg (3.9258)  3.9288  3.9288700%  3.9291 - 3.9288 -
X 1.0338 - 2.5574 - 1.0338 -

t6-asp-diff M (10) 10.2 102019 10.2 10.25,% 10.2 10.25,%
R(5.12) 5.16 5.16 000 516 5167000 511 51609 )
X (0.70) 0.72 0.724092 . 072 072050 072 0725050
Z(0.014) 0016 001670 0016  0.01670>0  0.016 0016750
oy (01) 0.05 0.055 050, 0.05 0.05:99% 0.05 0.05;5%,
X, (0.388) 0419 041975008 . 0419 04197098, 0419 04197558
Te (24487) 24015 24015436 24015 - 24015 -
logg (4.0196)  4.0212 40212700 4.0212 - 4.0212 -
X 2.5996 - 2.5996 - 2.5996 -

Notes. Same comments as in Table 4. Moreover, (1) corresponds to input models with turbulent mixing: the extra mixing of the t6 models is

equivalent to a,, = 0.05.

same degeneracy on the chemical composition and overshooting
determination. It resulted in an important discrepancy of ~20%
on the m/M limit of the fully-mixed central region. Nevertheless,
in the case without overshooting, the solution correctly retrieved
the absence of overshooting (but failed at the chemical compo-
sition). The limits on the convective core were still of ~5% in
terms of r/R, but remained of the same order when expressed in
m/M.

5.4. Nature of the extra mixing

We have considered insofar models where the extra mixing
was treated with a classical instantaneous prescription (see
e.g. Maeder 1975). Other processes can be responsible for
extra mixing near the convective core, as for example tur-
bulent mixing induced by rotation. Although this latter pro-
cess has almost the same impact on the stellar evolutionary
tracks as the overshooting (see e.g. Talon et al. 1997), the pro-
cess acts like a diffusive process leading to smoother chem-
ical composition gradients at the boundary of the convective
core. The effect is in principle noticeable in comparison to the
sharp profile generated in that same region by a very efficient
mixing.

We explored this question in the t6-asp-diff exercise, in
which turbulent mixing is implemented as a diffusive pro-
cess parametrised by a turbulent diffusion coefficient, D;. We
computed the t6 target model (see Table 2) with a value of
Dy =70000cms™2, calibrated to correspond to a model com-
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Fig. 12. Same as in Fig. 7, but for the t2 model and its best-fit model
from the t2-gn93 exercise.

puted with the Geneva code (Eggenberger et al. 2008) with
an initial equatorial rotational velocity on the ZAMS (V;) of
50kms~!. Doing so, the t6 model is equivalent (in terms of the
extent of the central fully-mixed region) to a model without dif-
fusive mixing but @,, = 0.05.
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Fig. 13. Same as in Fig. 3, but now only illustrated for the parameters
(X, Z, a,y) of the global minimum of the t6-asp-diff exercise.

The input frequency set is composed of two radial modes,
three ¢;, and two ¢, modes. The modelling with these seismic
constraints recovers with good accuracy M, R, and «,, (see
Col. 3 of Table 7), but X and Z are overestimated.

The re-sampling method does not predict different results
and it fails to determine consistent errors on the parameters (see
Col. 4 of Table 7). The reason is that the global minimum is
deeply marked in the x> map in Fig. 13, so that other solutions
hardly emerge from the MC simulations. The global minimum
lies within the 1-0 error box on T.—logg, and would do the
same considering typical 1-o observational error bars on Z/X.
The classical constraints appear as no help in this case.

Of prime importance, we finally look at the limits of the con-
vective core and Vu in Fig. 14. The limit of the convective core is
determined with a precision of 5% (see also Table 5) in m/M, as
it could be expected, since the t6 target model and the grid share
the same chemical mixture (AGS05). However, the modelling
fails at determining the location of Vu, and so to be sensitive to
the nature of the extra mixing. This is somehow expected as the
grid did not include any diffusive mixing, confirming that get-
ting constraints on the internal processes depends on the stellar
models used. It suggests that a diffusive mixing should be as well
considered in the grid for assessing its presence and efficiency in
B Cephei stars. This would add a degree of freedom, under the
form of a diffusive coefficient taken as an additional parameter to
adjust. Lovekin & Goupil (2010) tested the addition of a param-
eter in the fit, although applied to retrieve the rotation velocity
of the star. Their results were encouraging as the convergence
towards a reliable modelling of 8 Cephei stars was not hindered
by the additional parameter to fit.

We also did another test (not detailed here) considering a
target model with diffusive mixing and the GN93 mixture, still
with the grid only including instantaneous mixing. As expected,
the inaccuracy increased, in particular on the determination of
the convective core. Its inferred mass was then underestimated
by 15%. The solution also exceeded by 15% the limit in m/M
on Vyu, confirming the insensitivity to the nature of extra mixing
with an inappropriate model grid. Despite the internal structure
was less-well characterised, the global stellar parameters were
recovered with the same accuracy and precision than it the tests
where the target stars included no diffusive mixing and the GN93
mixture in Sect. 5.3.

071 best-fit mode
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Fig. 14. Same as in Fig. 7 but for the t6 model and its best-fit model
from the t6-asp-diff exercise.

6. Conclusion

The asteroseismology of S Cephei stars has already been
applied in several occasions on well-characterised targets
(see review by Aerts 2015), leading to the derivation of
the global parameters of these massive stars. These attempts
also confirmed the potential for constraining internal pro-
cesses such as rotation or mixing at the convective core
boundary. With the latest results of the BRITE space mis-
sion, new seismic data extend the constraints for some well-
known beta Cephei stars (Daszynska-Daszkiewicz et al. 2017,
Handler et al. 2017; Walczak et al. 2019). The first results
of this mission have focused on the excitation of pulsation
modes, confirming the call for a revision of stellar opaci-
ties, as previously stated from earlier studies on S Cephei
stars with fewer modes (Dziembowski & Pamyatnykh 2008;
Montalban & Miglio 2008; Salmon et al. 2012; Walczak et al.
2013; Daszynska-Daszkiewicz et al. 2013; Cugier 2014). The
new data also give the opportunity to improve the snapshot of
the internal structure that can be deduced with asteroseismology.

In this work, we explored in detail the role of the quality of
the seismic data on precision and accuracy in the derivation of
the stellar parameters and internal structure. We have developed
a method that can be systematically applied to the modelling
of B Cephei stars. It is based on a re-sampling of the observed
seismic frequencies, using Monte-Carlo simulations. It allows
for instance to methodically estimate the errors on the derived
parameters.

We applied this method in a series of hare and hound exer-
cises, for which we simulated 8 Cephei targets using theoreti-
cal stellar models. These tests aimed at defining the conditions
required to obtain reliable and accurate seismic solutions. We
also carefully characterised the dependence on the physics of
stellar models used for the modelling. We explored the poten-
tial to determine the limits of the central mixed regions (con-
vective core and overshoot region) as well as the nature of
additional mixing processes at the convective core boundary.
This would complement recent results obtained for SPBs (e.g.
Pedersen et al. 2021), stars with a similar structure albeit less
massive. The analysis of the exercises shows that:

— Ideally the set of frequencies used for the modelling of a

B Cephei star should include at least four to five frequencies,
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with the knowledge of their angular degree (£). Depending
on the presence of mixed modes and the addition of funda-
mental parameters from non-seismic observables, accurate
asteroseismic modelling with fewer modes is still possible,
but is very dependent on the modes detected. The misiden-
tification of one ¢ degree hindered to retrieve correctly the
stellar parameters: but the value of the merit function was
then significantly degraded, signalling the issue.

— In the absence of identification of the modes, a set of four
or five frequencies is not sufficient to determine the stellar
parameters on the sole basis of the seismic dataset. Provided
some fundamental parameters (effective temperature, surface
gravity) are known from non-seismic constraints, we are able
to retrieve the original stellar properties from a set of five
frequencies.

— If the nature of the extra mixing is the same between the star
and the theoretical grid, the limit of the chemically homoge-
neous central regions (convective core plus overshoot region)
is inferred with a good accuracy in terms of acoustic vari-
ables, like the radius. The extent of this region is correctly
retrieved in terms of the mass provided the chemical mix-
ture of the models is representative of the star. Therefore, the
knowledge not only of the metallicity, but also of the indi-
vidual chemical element abundances is required to identify
the chemical mixture to be adopted. This encourages to sys-
tematically carry observations for determining the detailed
abundances of 8 Cephei stars.

— When the nature of the extra mixing differs between the star
and the theoretical grid, determining the size in mass of the
convective core remains accurate when the chemical mix-
ture of the grid reproduces that of the star. However, deter-
mining the limit of the chemical composition gradient and
so the nature of the extra mixing appears unsuccessful. It
hints at including in the analysis theoretical models with
different treatments of the extra-mixing processes. Refined
seismic diagnosis tools must be developed in that specific
aim.

The re-sampling method based on Monte-Carlo method has
demonstrated its capability to improve the results of the mod-
elling when the solutions were initially poorly constrained. It
also appears reliable to deliver realistic errors on the inferred
parameters, as in most cases its error intervals were predicting
correctly the real parameters of the target stellar models. It would
be interesting to carry out further comparison with other statis-
tical indicators in the future. For instance, we could perform a
parallel analysis with the Mahalanobis distance, which use was
proposed for asteroseismology of SPB pulsators by Aerts et al.
(2018). This latter accounts directly for correlation between the
parameters by including the covariances in its expression. The
errors it predicts would be compared to those of our method. Yet,
to compute correctly the covariance matrix, the required density
and size of the grid of models have first to be estimated. As our
method enables us to refine the region of the parameter space
enclosing the solution, we could also use it as an exploratory
method for providing initial guesses of a local method, such as
the Levenberg-Marquardt algorithm (a two-step approach which
was already followed for red-giants, e.g. Buldgen et al. 2019 or
solar-like pulsators, e.g. Farnir et al. 2020).
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