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Abstract 

Compressed hydrogen gas is considered the most convenient and robust technological solution for long-
term storage. However, several safety concerns are still under investigation. This work presents an 
experimental and numerical characterization of the jet flame produced after the accidental release from 
a high-pressure tank containing pure hydrogen at pressures ranging from 90 to 450 bar and release 
diameters ranging from 1 to 5 mm. Results are expressed in terms of temperature history and flame 
length. The complete set of measurements has been reported in the supplementary materials. Both 
integral and discrete models were employed. Besides, the computational fluid dynamic was integrated 
with finite reaction rate and accurate thermodynamic properties (from the ab initio approach) and 
showed excellent agreement with experimental data. 

Keywords: Compressed Hydrogen; Jet fire; Experimental Campaign; Computational Fluid Dynamics; 
Ab initio; Flame Length. 

Highlights: 

 Experimental characterization of hydrogen jet fires up to high-pressure storage 
 Comparison of experiments, empirical correlations, and computational fluid dynamics 
 Integration of thermodynamic properties of compressed hydrogen calculated ab initio 
 Estimation of the effect of boundary conditions on the flame length 
 Evaluation of chemical and turbulence sub-models for hydrogen jet flames 

  



Nomenclature 

Symbols 

D [mm] Diameter P [bar] Pressure 
C Mole fraction of the unreacted fuel 𝑄̇ [kW] Power 
CFD Computational Fluid Dynamics  QM Quantum mechanics  
Fr Froude Number Re Reynolds number 
g [m s-2] Gravity acceleration t [s] Time 
H [m] Height T [°C] Temperature 
L [m] Length u [m s-1] Velocity 
M [kg] Mass W [m] Width 
𝑚̇ [kg s-1] Mass flow rate X [m] Distance from the releasing point 

 

Subscripts and superscripts 

ad Adiabatic conditions max Maximum 
AN Actual nozzle exit parameters p Phenomenon 
Eff Effective (notional) nozzle  R Rising phase 
f Flame S Surrounding air 
Far Far-field thermocouples  s Source 
IR Infrared region st Stoichiometric condition 
N Nozzle UV Ultraviolet region 
Near Near-field thermocouples w Wind 

 

Greek letters 

𝛼் Ratio of stoichiometric coefficients of reactants and products  
𝛼 Constant factor 
∆ℎ௖ [kJ kg-1] Heat combustion 
𝜌 [kg m-3] Density 
𝜇 [kg m-1 s-1] Dynamic viscosity 

  



1. Introduction 

The peculiar physical and chemical properties of hydrogen require tailor-made solutions addressing 
combustors, storage, and transportation systems. For storage, compressed hydrogen is currently the 
most convenient and robust solution, with an operating pressure up to 1000 bar [1]. However, 
uncertainties on safety issues arise when the operating pressure exceeds 350 bar, mostly due to the 
scarcity of experimental data related to the accidental scenario generated by the release of hydrogen 
and the subsequent ignition, i.e., jet fire. An overview of the state of the art of available data and models 
is provided in the following section. Current trends and future perspectives were reported and 
interpreted to individuate the most significant conditions to be investigated. Based on these findings, 
the accidental release of compressed hydrogen at pressures ranging from 90 bar to 450 bar through a 
nozzle whose internal diameters ranged from 1 to 5 mm was experimentally and numerically analysed 
in this work.  

According to the current literature [2], the high pressure may cause significant deviations from the real 
behaviour and the one described by currently adopted thermo-physical correlations, thus suggesting the 
implementation of properties calculated through accurate and theoretically derived approaches, such as 
quantum chemistry [3]. To this aim, the ab initio approach should be mentioned since it derives from 
first principles and requires universal physical constants, only. This method attempts to solve the 
Schrodinger equation by identifying the most stable (i.e., lower energy) spatial configuration of the 
investigated molecules and expressing partial differential equations in algebraic equations through a 
linear combination of a set of basis functions. The latter step is essential for the effective implementation 
of this method in computational sources. In this perspective, the appropriate selection of the level of 
theory and basis sets to be used is essential to guarantee optimized results in terms of computational 
time and accuracy [4] [53]. A detailed description of the available techniques for ab initio calculations 
is out of the boundaries of this work. However, Readers can refer to the dedicated literature [5] [6] [7] 
to find detailed descriptions of the fundamental assumptions and common practices adopted in this 
field. 

This work presents an integrated analysis combining experimental tests, empirical correlations, as well 
as detailed numerical models considering theoretically derived physical properties. To the best of our 
knowledge, this study reports the first attempt to implement the latter approach for the characterization 
of jet fires. The comparison of the accuracy of different numerical approaches can be intended as an 
essential step for the characterization of hydrogen storage systems using elevated pressure. The acquired 
knowledge can help the development of safe solutions and procedures, bringing new elements to 
support the decision-making process on hydrogen technologies.  

 

2. Compressed hydrogen jet fire 

An accidental release of compressed hydrogen through nozzles behaves as a choked flow jet if the 
expansion ratio is larger than 41.2 and as sonic in the range between 4.1 and 41.2 [8]. Due to its high 
reactivity, hydrogen jets are very likely to be ignited [9]. To characterize this scenario, several 
experiments have been conducted over the years [10–20]. Economic aspects have pushed for an increase 
in operative pressure, posing new challenges from a technological perspective [1] and significantly 
affecting the investigated ranges from a scientific point of view (Figure 1). Similarly, the realization of 
robust practices and procedures for safe design and operations have drastically changed the typical 
nozzle diameter (DN) of interest for a possible release (Figure 1). Indeed, most of the recent 
measurements are focused on D < 5 mm.  



 
Figure 1. Qualitative representation of the trends for investigated pressure and nozzle diameter experimentally 
investigated for the characterization of jet fires along the years [10–20]. 

 
Once ignited, a crucial parameter is the flame size or flame length 𝐿௙, which is defined by the reaction 
(combustion) zone and, for most hydrocarbons, is coherent with the visible flame [21]. Quite often, in 
the common practice, 𝐿௙ is calculated by several correlation originally derived from the classical theory 
proposed by Hawthorn et al. (1949) [10] [2]. However, this approach is only valid in the buoyancy-
controlled flow regime and sets that 𝐿௙ is proportional to DN and some thermochemical characteristics 
of the substance: the ratio between the stoichiometric coefficients of reactants and products 𝛼், the 
adiabatic flame temperature 𝑇௔ௗ, the fluid temperature at the nozzle  𝑇ே, the mole fraction of the 
unreacted fuel at the stoichiometric concentration in air 𝐶௦௧, and the mass ratio of the air and the 
flammable gas 𝑀ௌ/𝑀ே. Subsequently, Shevyakov and Komov (1977) [11] have demonstrated that the 

correlation 
௅೑

𝐷𝑁
(𝐹௥) is valid either for buoyancy or momentum controlled regimes, where 𝐹௥ is the Froude 

number defined in Equation 1. 

𝐹௥ =
௨ೞ

ඥ௚⋅௅೛
  (1) 

 

where 𝑢௦  is the velocity of the source term, g is the gravitational acceleration, and 𝐿௣  is the characteristic 
length of the phenomenon, namely the nozzle diameter in this case. Delichatsios (1993) [22] also studied 
the flame length relationships ranging from buoyancy to momentum-controlled and reported a 
maximum value of 𝐿௙/𝐷𝑁 = 210 for expanded hydrogen jets in the air. Kalghatgi et al. [12] performed 
more than 70 tests with subsonic and sonic hydrogen jet flames from a nozzle with diameters ranging 
between 1.08 mm and 10.1 mm. It was found that for subsonic and sonic flows 𝐿௙ increases with the 
mass flow rate (𝑚̇) at fixed 𝐷ே, thus in contrast with the findings reported by Hawthorn et al. (1949), 
which does not report any correlation with 𝑚̇. To this regard, Mogi et al. (2005) [13] studied subsonic, 
horizontal hydrogen jet flames from nozzles with a diameter ranging from 0.1 to 4.0 mm and pressure 
in the range of 0.1 to 400 bar. The work derived that the dimensionless flame length increases with the 
pressure 𝑃 (expressed in bar), and they confirmed the dependence of 𝐿௙ on 𝑚̇. Later, Schefer et al. 
(2006) [14] conducted a series of vertical tests that permitted to find correlations between the 𝐿௙ and 
the flame width (Wf), and between the length in the infrared (𝐿ூோ) and ultraviolet regions (𝐿௎௏). In 
addition, in 2007 the same research group published additional data on vertical jet flames for both 
subsonic and sonic flow at pressures up to 172 [15]. Based on mass and momentum conservation, these 
authors estimate the effective (notional) nozzle parameters (𝐷௘௙௙) considering the peculiar behaviour 
of hydrogen at high pressures, assuming no viscous forces, ambient pressure, and uniform velocity 
profile across the notional nozzle, sonic flow at the jet exit from the actual nozzle, and isentropic flow 
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relations [15]. In this relation, it is distinguished the actual nozzle exit parameters (AN) from the 
effective (notional) nozzle parameters (eff), and it considers the density (𝜌). Later, in 2008, Imamura et 
al. [16] conducted a series of experiments to investigate the thermal hazards of hydrogen jet flames for 
exit pressures ranging from 5 to 30 bar. In 2009, Proust et al. [17] conducted an experimental campaign 
on horizontal hydrogen jet flame in a range of pressures from 10 to 900 bar and nozzle diameters from 
1 to 10 mm. Temperature and mass flow rate were measured using K-Type thermocouples and a 
weighting device. Experimental data were used to calculate 𝑚̇ and other flow parameters at the exit 
surface by the under-expanded jet theory [23]. The analysis concluded that experimental and theoretical 
results were in remarkable agreement. In the same years, other experimental tests on horizontal 
hydrogen jet fires were conducted by Studer et al. (2009) [18]. For the sake of conciseness, only the 
main characteristics of the above-mentioned experiments were reported in Table 1 and Figure 2. 
However, further information can be found in the current literature [24]. 

 

Table 1 Main characteristics of the experiments investigated from literature. 

Source 
Pressure 
(P) [bar] 

Nozzle 
diameter 
(DN)[mm] 

Flame 
length 
(Lf)[m] 

Proposed correlations 

Hawthorn (1949) [10] < 41  ~4.7 [0.6 - 0.7] 
𝐿௙

𝐷
ൗ =

5.3

𝐶௦௧
ඨ

𝑇௔ௗ

𝛼்𝑇ே
൤𝐶ୱ୲(1 + 𝐶௦௧)

𝑀ௌ

𝑀ே
൨ 

Shevyakov and Komov (1977) [11] < 41  [1.4 - 51.7] [0.3 - 1.7]  ൬
𝐿௙

𝐷
ൗ ൰ 𝐹𝑟 

Kalghatgi et al. (1984) [12] < 41 [1.1 - 10.1] [0.2 - 1.7]  𝐿௙(𝑚̇) 

Mogi et al. (2005) [13] [3 - 1100]* [0.4 - 4.0] [0.6 - 6.0] 𝐿௙
𝐷

ൗ = 524 ⋅ 𝑃଴.ସସ; 𝐿௙ = 20.2 ∙ 𝑚̇଴.ହଷ 
Schefer et al. (2006) [14] [41 - 112] [1.9 - 7.9] [0.3 - 4.3] 𝑊௙ = 0.2𝐿௙; 𝐿௙ = 0.9𝐿ூோ; 𝐿௙ = 0.8𝐿௎௏ 

Schefer et al (2007) [15] [7 - 262] 5.1 [2.4 - 10.0] 𝐷௘௙௙ = D ∙ ඨ
𝜌஺ே𝑢஺ே

𝜌௘௙௙𝑢௘௙௙
 

Imamura et al. (2008) [16] [2 - 30]* [1.0 - 4.0] [0.3; 1.8]  

Proust et al. (2009) [17] [12 - 869] [1.0 -3.0] [1.3 - 5.8]  
Under expanded jet theory applied to 

calculate 𝑚̇. 
Studer et al. (2009)[18] [2 - 83] [4.0 - 10.0] [1.7 - 6.9]  

*spouting pressures (static pressure measured close to nozzle exit)  

 

 
Figure 2. An overview of flame length (Lf) measured at different nozzle diameters and pressures as a function of 
the published year. More specifically, a) includes data published before 1985; b) data published from 1985 to 
2008; and c) data published from 2009 on [10–20]. 

 
These studies represent part of the database commonly used to develop empirical correlations. In this 
sense, Molkov et al. [2] published a dimensionless correlation, which includes the dependence of flame 
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on both nozzle diameter and mass flow rate. Based on these results, the same authors [25] have found 
empirical correlations for the flame length 𝐿௙in the case of subsonic, sonic, and supersonic hydrogen 
jet flames (Equation 2). 

𝐿௙ = 𝛼 ∙ (𝑚̇ ∙ 𝐷𝑁)଴.ଷସ଻ 𝑚̇ [𝑘𝑔 𝑠ିଵ]; 𝐷[𝑚] (2) 

 

where 𝛼 is a constant factor equal to 76 for the best fit and 116 for representing the upper limit curve 
for the abovementioned experimental results. This equation has resulted as the most effective in 
reproducing a large set of experimental data and will be adopted in the following. 

Hydrogen release and the diffusive combustion phenomena characterizing the jet flame can be studied 
by detailed numerical approaches [26] [27] [28]. Besides, due to the difficulties and risks associated 
with the experimentation with hydrogen, simulations have become a crucial tool for studying complex 
scenarios [29] [30] [31]. A certain number of numerical studies on hydrogen can be found in the 
literature in this framework. As an example, fundamental investigations on hydrogen atmospheric 
dispersion and combustion in different geometries have been approached numerically [32–34]. Several 
studies have also been performed on the modelling of high-pressure hydrogen jet flames, with the 
application of turbulence models including the k-epsilon, the Reynolds stress equation model, and the 
Large Eddy Simulation mathematical model for turbulence [35–37].  

It generally emerges that although computational tools can potentially predict different aspects of 
hydrogen release scenarios with reasonable accuracy, they often demand a validation commitment, 
hence further experiments [38,39]. Besides, data for large-scale, pressurized release of hydrogen and 
correlated jet fires remain scarce because of safety concerns in large-scale experimental campaigns. 
Indeed, most of the current hydrogen validated experiments remain limited to small volumes or scaled 
trials [40]. 

 

3. Methodology 

3.1. Experimental procedure 
The experimental campaign reported in this work was performed in collaboration with the Italian 
National Fire and Rescue Service, and it follows a former set of experiments carried out with pressurized 
hydrogen [1]. The experiments consisted of horizontal releases of hydrogen, 1 m above the ground, 
ignited by a methane-based burner. The adopted experimental set-up can be intended as composed of 
subsections devoted to hydrogen storage, hydrogen discharge, and data collection. The storage section 
consisted of 16 bottles with a volume of 50 l each and initial pressure (P) of 450 bar, filled with hydrogen 
at 5N purity. A 15 m pipe with a constant internal diameter (D) of 7 mm connected to nozzles of 
different sizes, namely 1, 3 and 5 mm, was used as per the discharge subsection (Figure 3). The last 
subsection gathered data for the wind speed and direction as well as temperature distribution and IR 
images.  



 
Figure 3. Schematic representation of the system used to release compressed hydrogen. 

 
The wind speed and direction were logged at the height of 3 m by an onsite mobile weather station. The 
wind direction was mostly coincident with the direction of the jet (i.e., north) during the entire 
campaign. An arrangement of 16 type-K thermocouples with an estimated accuracy of ± 2.5 °C [21] 
was realized to record the temperature distribution with a data acquisition rate of 30 samples per second. 
Figure 4 reports a schematic representation of the location of thermocouples, distinguished into two 
groups according to the distance from the release point. 

 

Figure 4. Schematic representation of the arrangement of thermocouples. Thermocouples named near-field are 
indicated in orange, whereas in red far-field thermocouples.  

 
Besides, the flame structure was characterized by visible and infrared (IR) digital images recorded 
during the experiments. They were collected using a FLIR thermal imaging camera (model T1010) with 
an accuracy of ± 2 °C in all the investigated temperature ranges. The storage video frame rate of the 
images was 30 Hz. IR images are helpful to determine flame regions of high temperature since the 
emission in the infrared results primarily from the vibration of H2O molecules produced in high-
temperature combustion processes [18]. More in detail, each thermal image was analyzed, considering 
a frame representative of the steady-state phase. The accuracy of both the thermocouples and the 
thermal imaging camera (i.e., ± 2.5 °C and ± 2.0 °C, respectively) do not significantly affect the 



accuracy in estimating the jet flame 𝐿௙. At most, an incidence of 0.003% is expected when investigating 
the flame region (i.e., for temperature higher than 800 °C). Overall, 17 tests were performed at different 
nozzle diameters (DN) and the initial storage pressure (P), as reported in Table 2.  

 

Table 2. Experimental tests reported in the present work and main conditions. Measured environmental 
temperature 𝑇௔

௢ = 16 ± 2 °𝐶. 

Test Nozzle diameter (DN) [𝒎𝒎] Initial pressure (P) 
[𝒃𝒂𝒓] 

Wind velocity (uw)  [𝒎 𝒔ି𝟏] 

#1 
1 

365 1.0 
#2 360 0.5 
#3 350 0.5 
#4 

3 

450 2.0 
#5 420 2.0 
#6 380 2.0 
#7 340 1.0 
#8 300 2.0 
#9 270 0.0 
#10 240 1.0 
#11 220 0.5 
#12 

5 

340 0.0 
#13 270 2.0 
#14 240 0.5 
#15 125 2.0 
#16 120 2.0 
#17 90 1.5 

 

For the sake of this work, the flame length 𝐿௙ was assumed as the maximum horizontal distance from 
the nozzle at which a temperature of 600 K is registered, in accordance with the current literature [41].  

Since the adopted approach investigates transient phenomena, a typical trend characterized by an initial 
pseudo-steady state followed by decay is expected. Hence, attention was posed to identifying the rising 
and the steady-state phases of the investigated scenario. The steady-state has been considered as the 
phase where the temperature variation rate (dT/dt) was lower or equal to 5% of the maximum value of 
the temperature variation (dT/dt)max [42].  

To evaluate the fluid dynamic data at the outlet, the isothermal turbulent choked gas steady jet theory 
was applied [43], as suggested by Vianello et al. [1]. A turbulent gas jet propagates from the stagnant 
condition inside the containment to the zone where a different pressure generates the fuel release. It is 
worth noting that the gas velocity is chocked. Hence, if the upstream pressure increases, the mass flow 
rate increases due to the density rise, not due to the velocity rise [55]. Then, the initial momentum is 
lost, and the flow becomes predominantly governed by other agents, such as buoyancy and wind. Hence, 
after an initial and horizontal phase, the flame develops vertically. The retrieved 𝑚̇ was used to apply 
the empirical correlation expressed by Eq. 2 (α = 76) and consequently to obtain the empirical length 
flame. Moreover, the value of 𝑚̇ was used to estimate the power 𝑄̇ (Equation 3) produced by the 
hydrogen jet fire, considering the hydrogen heat combustion ∆ℎ௖ equal to 119.96 𝑘𝐽 𝑘𝑔ିଵ [44]: 

𝑄̇ = 𝑚̇ ∙ ∆ℎ௖ (3) 

 

Finally, the maximum distance at which the threshold temperature for a third-degree burn (i.e., 300 °C) 
is reached (𝑋ଷ଴଴°஼) was calculated for the sake of completeness [2]. 



3.2. Modelling approach 
Numerical evaluations were performed using either integral models [45] or computational fluid 
dynamics (CFD) [46]. The former includes the SHELL jet fire calculation method [47] [48] to estimate 
the shape and power of the flame. The adopted equation is typically included in commercial codes for 
the consequence assessment, whereas the latter uses the licensed software ANSYS Fluent. In both cases, 
several tests were performed to consider each atmospheric condition registered during the experimental 
campaign. For the CFD case, the numerical domain was characterized by length (L) and height (H) of 
12 m and 5.5 m, respectively. The extension of the domain was chosen by analyzing the thermal images 
and defining the full development of the hydrogen jet fire. Regarding the employed mesh, it was decided 
to divide the domain to facilitate a more accurate concentration of the mesh elements in the areas where 
a higher momentum was expected. Based on grid sensitivity analysis, a total of 511949 nodes and 
510787 elements were selected as optimized parameters. Hence, this setup was used for the following 
analyses (Figure 5).  

 

Figure 5. Representation of the numerical domain (left) and the mesh grid (right) adopted for the computational 
fluid dynamic analyses. The percentages of elements allocated for the main sections are reported. Please consider 
that they account for ~99% of the total number of elements. 

 
The outflow conditions were applied to the upper (E, open-air) and right (A, outlet) sides of the domain 
while to the lower part (B, ground) was applied the wall. An inlet velocity was imposed to the left side 
(D, air inlet), except for the C portion (fuel inlet), where the mass flow inlet was calculated based on 
the investigated pressure. Indeed, in C, an initial gauge pressure (i.e., the static pressure [49]) was 
defined following the experimental test to be mimicked. Additional information on the adopted sub-
models can be retrieved in the supplementary materials. Two different strategies were tested to evaluate 
the thermodynamic properties of the involved species: the use of empirical-based coefficients and the 
implementation of theoretically derived coefficients. The former implements the existing database 
present in the adopted CFD software, whereas the latter (referred to as CFD model + QM from now on) 
uses a combination of coefficients deriving from ab initio calculations. More specifically, data reported 
in the literature for nitrogen, oxygen, and low-temperature interval for hydrogen [50] were integrated 
with water and high-temperature parameters for hydrogen [51], where the CBS-QB3 level of theory 
and G3//B3LYP method were adopted, respectively. An elevated accuracy is attributed to both 
approaches [52]. The abovementioned coefficients refer to NASA polynomials expressed in a compact 
form in Equations 4-6 for the evaluation of heat capacity (cp), enthalpy (H), and entropy (S) as a function 
of gaseous temperature (T).  

𝑐௣ = 𝑅 ∙ ∑ ൫𝑎௜ ∙ 𝑇௜ିଵ൯ହ
௜  (4) 

𝐻 = (𝑅 ∙ 𝑇) ∙ ቂ
௔ల

்
+ ∑ ቀ

௔೔∙்೔షభ

௜
ቁହ

௜ ቃ (5) 

𝑆 = 𝑅 ∙ ቂ𝑎ଵ ∙ ln(𝑇) + 𝑎଻ + ∑ ቀ
௔೔శభ∙்೔

௜
ቁସ

௜ ቃ (6) 



 

where R stands for the ideal gas constant and ai for the i-th coefficient. The thermodynamic databases 
provide two values per coefficient ai to distinguish low-temperature (e.g. for T ≤ 1000 K) and high-
temperature (e.g. for T > 1000 K) ranges, following the approach commonly used [53].  

 

4. Results and discussion 

4.1. Experimental results  
For a matter of brevity, only a reduced number of data was discussed and reported in this section. The 
complete set of measurements has been reported in the supplementary materials. To provide insight on 
the flame structure and involved phenomena, a focus on Test #5, identified as a base case for this study, 
was provided at first.  

Figure 6 shows the IR image related to Test #5 (initial pressure of 420 bar and nozzle diameter 3 mm) 
at the steady-state condition. The IR image of all other tests reported in Table 1 can be found in the 
supplementary materials (Figures S17-S32). Four different temperature zones were distinguished 
(intense red, light red, orange, and yellow) corresponding to the temperature ranges T > 1400 °C, 
800 °C < T < 1400 °C, 600 °C < T < 800 °C, and T < 400 °C. Cool combustion products can also be 
seen outside the jet shape (white colour).  

 

Figure 6. IR image measured for Test #5 at steady state. Four zones are distinguished: T > 1400 °C (dark red), 
800 °C < T < 1400 °C (red), 600 °C < T < 800 °C (orange), and T < 400 °C (yellow). 

 
As expected, the momentum forces prevail on the buoyancy ones in the first region, followed by a 
buoyancy-regulated flame once the density of the plumes is significantly decreased by the occurrence 
of combustion phenomena. The geometry of the second region can be fairly described by assuming a 
tilt angle of ~ π/6 to the releasing direction (i.e., horizontal axis). In this perspective, the evaluation of 
the length of the first region is essential to properly describe the frustum of the flame. It should be noted 
that this parameter increases with a larger nozzle for any given pressure. This trend can be attributed to 
the enhanced volume to external surface ratio of the core area due to an increase in the nozzle diameter. 
Indeed, the assumed modification in the geometry of the flame positively influences the power 
generation and has a detrimental effect on heat transfer ruling, thus modifying the spatial evolution of 
the density of the gaseous mixture within the core. The length of the momentum-dominated region is 
weakly affected by the initial pressure if the tests based on a nozzle of 5 mm are neglected. Indeed, it 
can be fairly considered equal to 5 m for Test #5 and any tests conducted in this work with a nozzle 



diameter of 3 mm and 3 m for tests using a nozzle diameter of 1 mm. Conversely, the effect of pressure 
observed for tests using a nozzle diameter of 5 mm is relevant once the initial value is lower than 200 
bar (i.e., Tests #15 - 17). An explanation for this behaviour may stand behind possible mass transfer 
limitations and reduced turbulence, limiting the availability of reactants and mixing efficiency, thus 
slowing the combustion rates. 

Figure 7 shows the experimental temperature measured during Test #5 at different locations by the 
thermocouples. 
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Figure 7. Measured temperature history at different locations for Test #5 (initial pressure 420 bar and nozzle 
diameter 3 mm). a): near field; b): far-field. 

 
Following the typical jet fire description, which is still valid for hydrogen, the measured temperature is 
characterized by an initial temperature rise, followed by a profile stabilization at the maximum 
temperature. Hence decay is observed after the flow was stopped due to the residual pressure. Similar 
trends can be observed for any thermocouple and any test, as reported in Figures S1-S16 of the 
supplementary materials.  
Measured temperatures collected in this work during different tests as a function of distance 𝑋 from the 
releasing point were compared with data from the literature in Figure 8. To make the obtained results 
compared with data from the literature [54] [16] [55], the results were normalized to the corresponding 
flame length 𝐿௙ . For the sake of clarity, among the newly collected data only the ones corresponding at 
X/Lf equal to 1 and X300 °C/Lf were reported in Figure 8. 
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Figure 8. Maximum temperature as a function of distance from the nozzle (X) normalized by the flame length 𝐿௙, 
as obtained for 3 mm nozzle diameter (a) and 5 mm nozzle diameter (b). Black squares represent experimental 
data from the current literature and, more specifically, by Barlow & Carter (1996) [54], Imamura et al., (2008) 
[16], LaChance, (2010) [55]. 

The experimental data collected in this work comply with the trends observed in the literature: either 
the pressure or the nozzle size may significantly affect the extension of flame. The IR images reported 



in supplementary materials show a flame core area in which peaks in temperature are expected in the 
proximity of 0.5 ∙ 𝐿௙. In this zone, the maximum temperature range measurable in our campaign (i.e., 
higher than 1400°C) was recorded; thus, peaks of  ~ 2000 °C cannot be excluded. This temperature and 
the relative positions agree with several experimental data reported in the cited literature. For example, 
for a 1 mm nozzle diameter, the IR images at different initial pressure (Figures S17-S19) show that the 
dark red zone is not present, and the red zone reaches 2 m in length for any pressure investigated in this 
work. Conversely, the sizes of the other zones significantly change with the initial pressure and constant 
nozzle diameter. On the other hand, the dark red zone can be detected in the case of larger diameters.  

The effect of the diameter on the temperature field was observed by comparing the temperature history 
for Tests #3, #7, and #12, which have similar initial pressure (i.e., ~350 bar) and different nozzle 
diameter (e.g., 1, 3, and 5 mm) (Figure 9). 

 

Figure 9. Measured temperature history at different locations in the near field group of thermocouples for Test 
#3 (a), Test #7 (b), and Test #12 (c). 

 
An overall general increase in the temperatures is registered between 1 mm and the other diameters, 
reaching a variation up to 850 °C. On the other hand, no particular differences were observed between 
Test #7 (3 mm) and Test #12 (5 mm) for the spatial distribution of the temperature. In the case of 1 mm, 
the maximum temperature was registered by thermocouple A1 which in the other tests was always 
recorded lower temperature in the other cases. These discrepancies can be mainly attributed to the 
different initial conditions, resulting in lower momentum at the releasing point. Hence, the nozzle 
diameter significantly affects the length of the buoyancy area and the flame shape.  

The effects of the initial pressure for a given nozzle diameter on measured temperature were analysed 
by comparing results obtained in conditions described as Tests #4, #8, and 11#, hence with a diameter 
of 3 mm (Figure 10). Similarly, the obtained estimations under the corresponding initial conditions are 
reported in Figure S33, where satisfactorily prediction quality can be observed as well as trends in line 
with the ones discussed in previous sections. 

 



 

Figure 10. Measured temperature history at different locations in the near field group of thermocouples for Test 
#11(a), Test #8 (b), and Test #4 (c). 

 

The characterization of flame structure can be performed by integrating the presented data with the 
maximum temperatures registered in time and space. For the sake of completeness, two regions were 
distinguished at this stage: near-field and far-field. Table 3 reports the experimental data collected in 
this work for the maximum temperatures recorded in the near and far-field by any thermocouples 
located in the combustion zone and the duration of the rising phase (tR) for all the conducted tests. 
Besides the maximum distance at which the temperature reaches 300 °C (X300 °C) is added.  

 

Table 3. Maximum temperature measured in the near-field (𝑇௡௘௔௥) and far-field (𝑇௙௔௥), flame length (Lf), and 
duration of the rising phase (tR). Also, the maximum distance at which the temperature reaches 300 °C (𝑋ଷ଴଴°஼) 
is reported. *Steady-state not reached. **Temperature reached only in the proximity of the flame. 

Test 𝑻𝒏𝒆𝒂𝒓 [°𝑪] 𝑻𝒇𝒂𝒓 [°𝑪] 𝑳𝒇 [𝒎] 𝒕𝑹 [𝒔] 𝐗𝟑𝟎𝟎°𝐂 [𝒎] 
#1 250 190 2.4 5.8 ** 
#2 285 185 2.8 9.0 ** 
#3 370 290 2.5 * 3.0 
#4 1400 900 6.2 4.5 8.5 
#5 1215 780 5.8 6.1 8.5 
#6 1250 720 5.2 6.2 8.3 
#7 960 750 5.0 7.5 7.5 
#8 1230 550 4.8 6.5 7.1 
#9 980 680 4.7 8.9 7.1 
#10 1100 400 4.8 13.9 6.0 
#11 750 470 4.6 * 6.0 
#12 1220 1050 5.8 5.0 10.0 
#13 1260 650 6.7 3.5 10.0 
#14 1260 700 5.3 3.5 7.1 
#15 950 500 3.9 8.2 5.6 
#16 900 550 3.7 0.8 5.4 
#17 915 290 3.6 7.4 5.1 

 
It is worth mentioning that, regardless of the investigated initial conditions, the maximum temperatures 
were recorded by thermocouples A3 and A4 in the near-field and by C5 in the far-field, showing the 
time evolution of the frustum of the flame. 



For the 1 mm nozzle diameter (Tests #1÷ #3), the flame core was characterized by temperatures within 
250 °C and 370 °C, which is the maximum temperature recorded in the near field, at 2.0 m from the 
nozzle. Hence, it can be concluded that these conditions cannot generate second cascading events 
involving storage tanks since the radiation flux resulting from the maximum recorded temperature, 
calculated following the Boltzmann equation, is significantly lower than the typical threshold values 
[56]. Conversely, second cascading events can be triggered by a release from a nozzle of 3 mm and 5 
mm also in the region referred to as far-field. For the 3 mm nozzle diameter (Tests #4 ÷ #11), a 
maximum temperature of 1400 °C was observed, with temperatures ranging between 750 °C and 1400 
°C within the flame core. Eventually, for the 5 mm nozzle diameter (Tests #12 ÷ #17), a maximum 
temperature of 1260 °C and a range between 900 °C - 1260 °C were reported. Besides, at far field, Test 
12 is the only case where temperatures larger than 1000 °C were recorded although longer flames were 
observed under other experimental conditions. The reported data are in line with the trends discussed 
for the length of the momentum-dominated region, where the combination of parameters most affected 
by gaseous pressure (e.g., available reactants and mixing efficiency) and nozzle diameter (e.g., the 
surface to volume ratio) ruled the interactions between heat transferred and generated power.  

 

4.2. Numerical results  
A plot of the results obtained utilizing the CFD approach mimicking the conditions indicated as Test 
#5 is reported in Figure 11. Similarly, numerical results obtained at different pressures are reported in 
Figure S33. 

 

Figure 11. Estimated temperature distribution within the flame zone in conditions referred to as Test #5, as 
calculated by ANSYS Fluent.  

 
Regardless of the investigated nozzle diameter, jets are characterized by source Froude number (𝐹𝑟௦ =
𝑢௦/[(𝑔𝐷௦)଴.ହ ∙ (𝜌௦/𝜌௔௜௥)]) and Reynolds number (𝑅𝑒 = 𝑢௦ ∙ 𝐷௦ ∙ 𝜌௔௜௥/𝜇௔௜௥)) higher than 50 and 1×105, 
respectively. The combination of these values implies the existence of a pure momentum turbulent 
condition having inertia controlled transition region under the classification proposed by Delichatsios 
(1993) [57]. Besides, a lift-off distance can also be assessed based on the temperature distribution. For 
these reasons, the temperature profiles resulting from the numerical investigation performed in this 
work for the Test #5 (420 bar; 3 mm) is reported in Figure 12 as a function of the height from ground 
H and the downwind distance. 



 

Figure 12. Estimated temperature as a function of distance from the nozzle (X) normalized by the flame length Lf  
(equal to 5.3 m), as obtained for 3 mm nozzle diameter. Please consider that subscripts reported in the legend 
refer to the height from the ground.  

 
The maximum temperature achieved under the releasing point height is significantly limited, being 
lower than 600 °C, because of the physical properties of unburned and burned gases investigated in this 
work. If estimations at 1.0 m (i.e., the releasing height) and 1.5 m are considered, the maximum 
temperature is reached at X/Lf ~ 0.5, in compliance with indications provided in the section dedicated 
to experimental data. Besides, two peaks characterized by comparable temperatures can be observed at 
any curves reporting data at 1 m < H < 5 m, indicating that the fuel-rich pocket is crossed by the 
horizontal lines in this region. It is worth noting that second peaks reach higher temperatures in any 
curves because of the buoyancy effect and different thermal properties between substrates and air 
surrounding the flame. The distance between these peaks indicates that the abovementioned pocket has 
a maximum thickness slightly smaller than the flame length. Hence, a significant amount of hydrogen 
can be expected up to H = 5 m.  

The reported conclusion is corroborated by the maximum hydrogen content to the distance from the 
releasing point (H2,max), as estimated at different levels from the ground (H) (Table 4).  

 

Table 4. Maximum hydrogen content to the distance from the releasing point (𝐻ଶ,௠௔௫) at different levels from the 
ground (H), as estimated by ANSYS Fluent for Test #5. 

H [m] 0.50 1.00 1.50 2.00 3.00 5.00 7.00 
𝐻ଶ,௠௔௫ [%mol] 0.11 97.12 20.48 14.87 8.05 0.89 0.10 

 

4.3. Comparison of adopted approaches 
The mass flow rate, the heat power produced by the hydrogen jet fire [44], and the flame length resulting 
from the empirical model (Eq. 2) considering the best fit (α = 76) and the upper limit (α = 116) can be 
retrieved in the supplementary materials (Table S2). In the same table, the total energy produced by the 
jet fire considering the total duration of the combustion phase is also reported. 

For the sake of comparison, two different datasets were included for the ANSYS Fluent route: the 
thermodynamic coefficients included within the libraries (CFD model) and the thermodynamic 
coefficients resulting from quantum mechanical calculations (CFD model & QM). The 3 mm nozzle 
diameter was taken as a reference due to the larger availability of experimental results. It is worth noting 
that similar trends can be observed between experimental and numerical data once the maximum values 
at any distance X to height H for the latter case are considered. In this perspective, 300 °C and ambient 
temperatures can be observed at 𝑥

𝐿௙
ൗ  ~ 2.8 and 𝑥

𝐿௙
ൗ > 3, respectively. On the contrary, if only the 

estimations resulting at H = 1 m are considered, both threshold temperatures are reached at 𝑥 𝐿௙
ൗ < 1.5, 
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with obvious implications for the safety analysis. The comparison of the flame length deriving from 
different approaches considered in this work is provided in Figure 13. 

 

Figure 13. Comparison of the length flame (Lf) between measured values within the experimental campaign 
performed in this work and estimated values resulting by different methods, for the case of 3 mm nozzle diameter 
at a different initial pressure. Please consider that the calculated term refers to Equation 2, the CFD model refers 
to the case with standard thermodynamic coefficients, whereas the CFD model & QM refers to the case with ab 
initio derived properties; the Integral model refers to models reported in the literature [45]. 

 
The comparison between experimental and numerical results for the temperature distribution and flame 
length indicates that the adopted sub-models allow for fair estimations of large-scale scenarios, as well. 
Indeed, the numerical approach accurately describes the flame pattern, as demonstrated by similar flame 
patterns. More specifically, either initial jet expansion toward a height lower than the releasing point or 
lift-off distance is well captured by CFD. On the other hand, the tendency to over-predict the 
temperature should be noted. This discrepancy can be partially attributed to the lack of further 
distinctions in measured temperature above 1400 °C, or it may indicate an excess in generated heat, 
possibly due to the considered rates for the overall (apparent) reactions. Indeed, for the numerical case, 
the maximum temperatures approach the adiabatic flame temperatures due to the assumptions of the 
employed model for the evaluation of heat transfer phenomena. An almost linear trend between initial 
pressure and flame length can be observed for the estimation deriving from integral models. In this case, 
the length of flame is assumed as the maximum distance from the nozzle where the maximum heat 
radiation and temperature are reached, following the approach used for the definition of the 
experimental 𝐿௙. In contrast with the other approaches included in this work, the CFD model with 
default thermochemistry shows more than a linear trend with pressure. Furthermore, estimations 
deriving from integral models and CFD with default thermochemistry are significantly conservative on 
the safe side under any conditions considered. On the other hand, predictions determined by the CFD 
model with QM and the empirical approach are more accurate, demonstrating the effect of 
thermodynamic properties on one side and the validity of empirical correlations on the other side. 
Regardless of the implemented database for thermodynamic data, the positions indicated by the flame 
length correspond to the farthest with a non-negligible concentration of hydrogen in the direction 
perpendicular to the nozzle, thus representing an alternative criterion for evaluating the flame length in 
the case of CFD investigations. 

 

5. Conclusions 

This work presents an experimental and numerical investigation of the behaviour of hydrogen release 
from a high-pressure reservoir in the presence of an ignition source. The analysed scenario (i.e., jet fire) 
was characterized in terms of temperature evolution with time and space (distance from the releasing 
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point) and the terms of flame length. The effects of initial pressure and nozzle diameter on the measured 
properties were discussed given physical-chemical phenomena possibly characterizing the investigated 
scenario. The measured flame length was lower than 7.0 m for all the investigated pressures (90 – 450 
bar) and release diameter (1 – 5 mm). An empirical correlation from the literature (Eq. 2) developed by 
a data fitting approach can fairly reproduce the newly collected data. However, standard numerical 
models tend to over-predict the flame length. Conversely, numerical results have demonstrated that 
CFD codes can accurately reproduce jet fire scenarios only if thermodynamic properties deriving from 
accurate ab initio calculations are implemented. Eventually, the CFD approach allowed for the 
estimation of flame structure within the area surrounding the releasing point.  
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