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Compactness of Dirac-Einstein spin manifolds and
horizontal deformations.

Ali Maalaoui® & Vittorio Martino®

Abstract In this paper we consider the Hilbert-Einstein-Dirac functional, whose critical points are
pairs, metrics-spinors, that satisfy a system coupling the Riemannian and the spinorial part. Under
some assumptions, on the sign of the scalar curvature and the diameter, we prove a compactness result
for this class of pairs, in dimension three and four. This can be seen as the equivalent of the study
of compactness of sequences of Einstein manifolds as in [2, 28]. Indeed, we study the compactness
of sequences of critical points of the Hilbert-Einstein-Dirac functional which is an extension of the
Hilbert-Einstein functional having Einstein manifolds as critical points. Moreover we will study the
second variation of the energy, characterizing the horizontal deformations for which the second variation
vanishes. Finally we will exhibit some explicit examples.

Keywords: Einstein-Dirac, Hausdorff Compactness, Second Variation
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1 Introduction and main results

Let M be a closed (compact, without boundary) manifold of dimension n. We recall the energy
functional F that couples the gravity with fermionic interactions:

B(g.4) = /M Ry + (Dyth, ) — AbfPdu, ,  AER (1)

where g is a Riemannian metric on M, v is a spinor in the spin bundle ¥M on M, R, is the
scalar curvature, D, is the Dirac operator and (-, -) is the compatible Hermitian metric on ¥.M;
we will give the precise definitions in the next section.

The functional E generalizes the classical Hilbert-Einstein functional and it is invariant under
the group of diffeomorphisms of M as well; we address the reader to [8, 15, 20] for a detailed
exposition on this topic. In particular, when restricted to a fixed conformal class, this functional
gives rise to equations of Yamabe type, see for instance [16], [24], [25], [26], [27] and the
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references therein. We point out here the work in [1], where a different energy functional
coupling spinors and metric was introduced and studied; its critical points are very restrictive
since the spinor component is either a parallel spinor or a Killing spinor (under the constraint).
In particular, this shrinks the set of critical points and provides flexibility in the study of their
deformations.

In this paper we will consider the case with A > 0, which will imply that the scalar curvature
is positive, as we will see. The critical points of this functional are solutions of the system (see
next section)

R
Ricy — 799 =TV o)

2
Dyt = M\

where T9% denotes the energy-momentum tensor
1
TH(X,Y) = = (X - Uy + Y- V) (3)

here - and V denote the Clifford multiplication and the metric connection extended to the spin
bundle ¥ M.

A non-trivial spinor v is called an Einstein spinor for the eigenvalue A if it is a solution of the
previous system; in addition if n > 3, by contracting the first equation in (2), it holds

A

g:n72

2
Plg - (4)
We will consider the set

ED,c,K) ={(g9,¢) € Crit.(E); diam(M,g) <D,—-A,R,>—-KR,}, (5)

where the constant ¢ introduced in the previous definition is meant to prevent the collapsing of
the manifold (see formula (21) in the sequel). The constant K > 0 will be useful for bounding
the gradient of the spinor 9. Besides their technical use, we recall that in the literature regarding
the study of compactness of sets of Riemannian manifolds, several assumptions were considered.
For instance, in the classical theory of Gromov-Cheeger, a bound on the curvature tensor is
necessary and geometrically meaningful (since without such a bound, conical singularities can
form where the curvature blows up), as well as a bound on the diameter an a lower bound on
the volume in order to avoid collapsing. These type of assumptions were weakened in several
situations, one can check for instance [2, 3, 12]. In our setting, the bound ¢, on the energy, is
natural from a variational point of view, in the spirit of studying a moduli space of metrics. The
diameter bound is again geometrically natural to avoid a scaling non-compactness. The bound
K on the Laplacian of the curvature is actually technical. Notice that if one assumes that the
metrics are of constant scalar curvature, then we can drop the dependence on K. In fact, one
can replace this "analytic” constraint by a geometric one by assuming that the @-curvature is
bounded from below. Indeed, the Q-curvature @ has the following formula:

1
2(n—1)

2 o nd—4n?+16n—-16 _,
AgRy; — ——|Ric|” + St 12(n — 22 o

@=- (n—2)2




Hence, if @ is bounded from below, then —Ay R, is also bounded below in terms of Rg and
this is enough for our analysis. In fact, if (g,¢) € Crit.(E), then the lower bound on the
Q-curvature is equivalent to our condition —A,R; > —KR,.

We want to point out that the study of compactness and convergence of manifolds with un-
derlying spinors was investigated in [19, 23], also some cases of collapsing along the limit were
studied in [30, 31]. In our case, the functional provides more control on the spinorial component
and this allow us to keep track of its limit.

Our first theorem is a compactness (up to bubbling) type result, in terms of convergence in the
Gromov-Hausdorff sense, in the spirit of works [3, 2, 6, 28]. We have the following;:

Theorem 1.1. Let n = 3, then the space E(D,c,K) is compact in the topology induced by
the Hausdorff distance. That is, if (gi,¥r) € E(D,c, K) then there exists a subsequence again
denoted by (gi, 1) that converges in C4“(M) to (goo,%oo) for all £ > 0 and 0 < a < 1 and
Voo 18 an FEinstein spinor on (M, gso).-

Let n = 4, then there exist a compact orbifold (Moo, goo) with a finite set S of orbifold singulari-
ties, a spinor Yoo € (Mo \S) and a sequence of C™° embeddings Fy, : (Moo \ S, goo) = (M, g),
for k large enough, such that

o ((Fn)*gr, (Fx)*9r) converges uniformly on compact subsets in the C*% topology on M\ S,
0 (Goos Yoo ) for every £ >0 and 0 < a < 1 and ¢ s an Einstein spinor on (Mso\ S, goo)-

e Foreachp; € S, there exist a sequence of real numbers ry and a sequence of points x € M
such that (M, rigx,xy) converges in the pointed Gromov-Hausdorff sense to (Y;,G;, Too),
where (Y;,G;) is a Ricci flat non-flat manifold. That is, there exists a sequence of smooth
diffeomorphisms Hy, : (B(p;i,7),9;) = (M,7rgr) so that (Hj (rigx)) converges in the C*“
topology in B(p;,r) CY;, tog; for everyr >0,£>0 and 0 < a < 1.

e Moreover, there exists a parallel spinor v; oo € I'(XY;) such that Hjy converges in the
C%® topology in B(pi,r), to the spinor 1; o for every £ >0 and 0 < a < 1 and

|S|
lim inf R 2dv,, > R 24 Rm= |*dvs ..
mint [ Ry, Pvg, > [ Rm, | vgw+§A| mg, Pdv,

Notice that the set Crit.(F) is invariant under the action of the diffeomorphism group and
the previous theorem is dedicated to the study of its compactness. Hence, in order to have a
better understanding of this set, we would like to know if it has more structure. This is again
similar to the study of the moduli space of Einstein manifolds and Einstein deformations as
in [4, 5, 21]. Hence, we would like to know if transversally to the diffeomorphisms’ action,
Crit.(E) is a finite dimensional manifold. If this is the case, then combined with the previous
theorem, we could have the structure of a compact manifold with boundary. In general the
study of moduli spaces is not an easy task because of the action of the diffeomorphisms’ group
(we refer the reader to [14, 32, 1]). Our study here is the first step in analyzing the moduli
space. Our second result concerns the Dirac-Einstein deformations, which are defined by the
vanishing of the second variation of the energy functional at critical points. These are the
deformations that does not affect the set of critical points. In particular we characterize the
horizontal deformations, namely deformations of the metric at a fixed spinor. This requires
actually a carefully procedure since the spin bundle varies with the metric as well: tracking



such variations has been done by Bourguignon-Gauduchon in [10] (see also [1]). We will recall
it in the sequel; here we first determine the second variation of the functional E at a critical

point (g,v):

Theorem 1.2. Let (g + th,v + t@) denote a path of deformations, with t € (—¢,e) for a
small € > 0, h being transverse to the diffeomorphism action, that is h = 0, where (0h); =
—(divh); = =V hgj. If (g9,%) is a critical point of E, then we have

VB (). () = [ Ak + Tt
+ % (—=Atr(h) — (Ricg, h)) tr(h) + %W
+ %(T-‘“/’, nytr(h) + %(h X TV h) + %(Vtr(h) )
+ <Dh<P7 ¢> + 2<D950 - /\903 (p>d’U

where Ay, is the Lichnerowicz Laplacian acting on symmetric 2-tensors, VVtr(h) is the tensor
defined by (VVitr(h));; = ViVjtr(h), (Ax B)y; =Y p_, AixBr; and D"y = Z” hijei - Ve, .

We recall here that if h is a symmetric 2-tensor, then

Aph=V*Vh+ Ricoh+ ho Ric — 2Rh,
with Rico h+ ho Ric is defined by considering Ric as a (1, 1)-tensor, hence
(Ricoh+ ho Ric)(X,Y) = h(Ric(X),Y) + h(Ric(Y), X)

and
o
(RR)(X,Y) = R(e;, X,Y,e;)h(e;,e;)

i,
for an orthonormal basis (e1, -+ ,ey).
As a corollary, one can describe the space of horizontal Einstein-Dirac deformations. Namely,
deformations of the metric with fixed spinor that sits in the null space of V2E(g,). Roughly
speaking, let us denote by (g + th, ) a path of deformations that allows variations only on the
metric g at the given spinor v, then we have

Corollary 1.3. Let the pair (g,v) be a critical point for the functional E. Then the symmet-
ric 2-tensor h belongs to the space of horizontal Dirac-FEinstein deformations, if it solves the
following system of equations

0h =0
<Ricg — ]Zgg,h> = (T9%,h) =0

AR+ Ryh +T9% x h =0



where in the first equation, dh = 0 means that the deformation of g is transverse to the diffeo-
morphism action. Moreover, if ker (Ag + %) =0 or if g is Finstein, then we can replace the
second equation by tr(h) = (Ricg, h) = 0; in particular, the space of horizontal Dirac-Einstein
perturbations is finite dimensional.

In sections 5, we provide some examples of computations of the second variation. For instance,
we consider the example of a manifold with a real Killing spinor and the example of Sasakian
manifolds with Quasi-Killing spinors.

Acknowledgment: The authors want to extend their thanks and gratitude to the referee for
the comments and suggestions that led to this improved version of the paper.

2 Notations and basic formulas

In this section we are going to introduce some definition about spin geometry and we recall
some basic formulas that we will need in the sequel. Essentially we will use the same notation
as in [20], where we address the reader for the full detailed exposition.

Let XM be the canonical spinor bundle associated to M, whose sections are simply called
spinors on M. This bundle is endowed with a natural Clifford multiplication

Cliff : TM ® ¥M — XM,

which we will denote by - in the sequel; also we denote the canonical hermitian metric on XM
by (-,-) and the induced metric connection by V. We will also denote by (-,-) := Re(:,-), the
real part of the hermitian metric which defines an Euclidean dot product on ¥ M. Some useful
relations: for X, Y € I'(T'M),vy € I'(X¥M), where I" is used here to denote smooth sections of
the given bundles,

Vx(Y ¢)=(VxY) - +Y - (Vxv).
If (e1,...,en) is a local orthonormal frame, it holds, for k =1,...,n
Vet = ex(¥) = Y Thjei-ej -1,
ij=1

where T, are the coefficients of the connection for the frame (ey, ..., ep), Ve, €; = > 7 .e;.
We denote by D : XM — XM the Dirac operator acting on spinors in the following way

D= e -Vei.
i=1
Now, let
R(X,Y)Z =VxVyZ —NyVxZ -V xy|Z
be the curvature tensor on M, in the local orthonormal frame (eq,...,e,), we denote

Rmijkl = Rm(ei7 ej7 €k, el) = _g(R(eZa ej)eka 61)7



chjl—ch €j,€r) E Rmyju, Rg= E Ricy;,

where Rm, Ric, R, are the Riemann tensor, the Ricci tensor and the scalar curvature of M
respectively. We can extend the curvature tensor on the spinor bundle XM by

R(X, Y)Y =VxVy¢ = VyVxtp — Vix ¢,
and it holds )

R(X,Y)b = =3 R(X,Y) ¥,

where in the right hand side we used the notation for the Clifford multiplication of a 2-form
with a spinor, that is:

R(X,Y) -9 =Y Rm(ei,e;, X,Y)e; - e; - .

i<j

Similarly,

Ric(X Zelo (e;, X) -1, Ry = 7261 - Ric(e;) -9
i=1

Moreover, if M admits a parallel spinor, that is ¢ € XM such that V¢ = 0, then M is Ricci-flat.
Let us also write the following formula (Lemma 1.2 in [20])

2Ric(X) ¢ = D(Vx¢) — Vx(Dy) — Zez Viv.x)¥, X eT(TM), ) € T(SM)

which implies the Schrédinger-Lichnerowicz formula
1
D*)p = —Ay + YRR (6)

where —A = V*V is the Laplacian of the connection. Finally, we recall the formulas for the
first variation of the Dirac operator, the volume form and the scalar curvature, in order to
compute the variation of the energy functional. The behaviour of the spinor bundle under
small changes of the metric has been done by Bourguignon-Gauduchon in [10], where they
introduced a natural isomorphism to identify spinor bundles related to different metrics on the
same manifold. So, we denote by Sym(0,2) the space of all symmetric (0,2)-tensor fields on M
and we will still denote by (-,-) the induced metric on Sym(0,2). It holds

d
@’t:()(Dth%Hh?1/’g+th>g+th = —(T9% h), he Sym(0,2) (7)

with T9% the energy-momentum tensor introduced in (3); here ¢ is a sufficiently small real
parameter and we have set Dy, the Dirac operator of the metric g 4 th, also ¥4y, is the
push forward of ¢ by using the isomorphism defined in [10]. We recall also, for h € Sym(0,2)

1 .
dvg-l‘th = §<gv h>dvg7 Rg+th = —At’l‘(h) + 52(h) - <RZC, h>a (8)

7‘ d
dt lt=0 dt lt=0

where §%(h) = 377, _, V'V7h,;. Finally, putting together formulas (7) and (8) we obtain the
system (2) for the critical points of the energy functional FE.



3 Proof of Theorem 1.1

Let £(D, ¢, K) the set introduced in (5). For the sake of simplicity, in the sequel sometimes we
will omit the dependance from g and . We will start with the following

Lemma 3.1. There exists a positive constant C(n, ), depending on the dimension n and the
positive real parameter \, such that, if (g,v) € E(D, ¢, K) then

[¥]lec < C(n,A).

Proof. By formula (4) and since Dgz/) = M%) from the Schrédinger-Lichnerowicz equation (6)
we obtain ,
|91

—A¢+Aﬂ;j5w:AWx (9)

Now we let f = 2|¢[* and we have

~Af = (-84}~ Ve < -5 f + 2025,

where the laplacian acting on f is the usual metric laplacian on M, the one acting on v is the
Laplacian of the connection V*V; we denote them in the same way since it is clearly understood
which we use. Hence,

—Af+§f§2ﬁf

At a maximum point x¢g € M, we have g < 2)\2. Thus R < 4)\2. But, again by formula (4) we
get
B2 < 4(n — 2)A,

Next we prove the following

Proposition 3.2. For any metric g such that (g,¢) € E(D,c,K), we have that |Ricg| is
uniformly bounded in terms of A and n and K. In particular the Sobolev constant of g is
uniformly bounded from below and if p € M and r > 0 sufficiently small, then there exists a
positive constant C' depending on A\,n, K and D such that

vol(B(p,r)) > Cr™.

Proof. Notice that the uniform bound on 1 above, implies a uniform bound on the scalar
curvature R. The next step is then to find a bound on |T9'¥|. So as above, we compute —AR:

CAR = -2 Ay
n—2

(- — 1vuP)

2 (=] e - vup). (10)

n—2



Since (g,v) € £(D, ¢, K) we have

n—2 R
N S e L

2\

K R
< {2 + A% — 4} |2

A

Therefore, |V)|? is uniformly bounded. Thus, we see that |T9%| is also uniformly bounded,
hence |Ric| is also uniformly bounded in terms of A and n and K. Now, the uniform bound on
the Ricci curvature and the diameter of the metric g implies, by the result of Croke [13], that
the Sobolev constant is uniformly bounded from below. Where here, the Sobolev constant cg
is defined as the best constant c¢ satisfying the inequality

1 _2
lul, 2, 0y < I 0llz2an) + Vol M) F [l 2qan, Y € COH(A),

if M is compact and
1
lull 22y oy < 2IVullz2 ), Vu € Cot (M),

2n <
n—2 (M)

if M is not compact. By using the equivalence between the Sobolev inequality and the isoperi-
metric inequality, as in [28], we have that

n—1

vol(0B(x,p)) > C1 (vol(B(r,p)) " .

for all z € M and p > 0 such that B(x,p) C B(p,r) and where C; is the lower bound on the
Sobolev constant. Integrating this last inequality yields the desired result. O

We notice that as a byproduct of Proposition 3.2, the total volume of the metric ¢ is uni-
formly bounded: this follows from the Bishop-Gromov inequality and the uniform bound on
the diameter.

We focus now on the case n = 4; in fact, from the Chern-Gauss-Bonnet formula in dimension

4, we have that
1
M =
X(M) = 2o

in particular a uniform bound on the Ricci curvature implies automatically a uniform bound on
Jos |Bm|*dvg. Therefore we are going to prove a local L bound on |Rm/| provided smallness
on its L?-norm. This will be done through a sequence of propositions.

/ |Rm|* — 4| Ric|* + R? dv,,
M
Proposition 3.3. Let (g9,v) € E(D,K,c¢), p € M and r > 0 sufficiently small. There exists
eo(A, K, D) > 0 such that, if
/ |Rm|*dv < e,
B27‘

then there exists C(\, K, D) > 0 such that

IRl s, < C(IRm 123, + vol(Bs)¥) (11)



and
||VRm||L2(BT) S C|:||Rm||%2(327) + HRT)’L‘|L2(32T) + ’UOl(BST) + ’UOZ(BgT)%:|, (12)

where we set B. = B(p,r).

Proof. Given two tensors A and B, we will use A * B to denote a bilinear expression of A and
B. We recall then from [18, Lemma 7.4], that

ARm = Rm *« Rm + V?Ric, (13)
where
(V2Ric)ijk1 = —R’L'leﬂ'k + Ricil,jk + R’L'Cjk,il — Ricik,jly
where the comma denotes the covariant derivative in local coordinates (eq, ..., e, ). Since Ric—

%g = T9%, we need to compute the contribution of T9% in V2Ric. By the definition (3) of
T9¥ we have

Tg_’d) = —i(<€i . Veﬂﬁﬂﬁ) + <€j . vﬁiw’w>)'

We set Si; = (e; - Ve,1,9) and we compute the Laplacian of S;;. For simplicity, we can assume
that we are in inertial coordinates at a given point x, that is I‘fj(x) =0 and g;;(z) = d;;.

VSkVEkSij = vSk [<el : Vekveﬂlhw + <ei : Vija Vekib) + <vekei . vej'l/% w>]
1
= Ve llei - [Ve, Vet — S Rex, ¢5)(¥)], 4)]

+ <61' : vek vej 11[}5 Vek1/’> <ei ° vej/l/}; Vekvek¢>
+ <vekvek € ve]-l/)v '(/)> <Vekei : Vek v(ijw) ¢> + 2<vekei . v@jw7 Vekw>
= <ei . vekvej Vek% "/J> <ei : [ve] vek + vek vej']wa vek"/}>

(e Ve, Ve, Vo) = 5ei - Ve Rlew, €3 (6),6) + R Vi
= <€i . vejvekvekw7w> + Rm * V1/) * w + VRm 1/) * T/J
+ <€i . [VejVek + Vekvej]w, vek¢> + <€i : v€j¢7 vekvek¢>'

+
_|_
+

Summing in k, the first term after the last equality yields
R R
95| (5 -2) 0] oo = (§-2) e v

and the last term yields

(f _ AZ) (i - Vi, ).

Therefore,

R
Asij:2<4—A2> Sij + Rm V) b + VRm x 9 * 1 + V2 * Vb

Notice that since Ay € L and since Ric is bounded uniformly, we have from [17], the existence
of C' depending on A\, K and D such that

IV2¥llL2(m,) < CUAYI L2 (B + [Vl 22(Bs)) < CVol(Bay)?. (14)



Also, recall that S;; € L* uniformly. Hence, if we let n > 0 be a smooth cutoff function such
that n =1 on B, and n = 0 outside By, there exists C(\, D) such that

192 0i)llx ) < € (IAMS o) + 1]l 25
< C(HanHLz(Bw) +[nVRm||p2B,,) + VOZ(B4r)%>- (15)
Hence, if we set H = V2Ric, we have
Inf 25,y < C(IV2MSi)ll12(5,) + Vol(Bar)? ).
Therefore,
[nH |25,y < CUnRm| 12 (5,,) + 11V Rml| L2y, + Vol (Bar)?)- (16)
We go back now to the equation (13) for Rm. We have
A(nRm) =nRm* Rm +nH + VRm x V1.
Thus, we get
IV(Rm)|122 5, < C(HanHM(BzT)IIRmHQLz(BQr) + [nkmllz2 (. [nH | 22(5,,)
+ IR 2, 0V R 25, )
Now using estimate (16),
IVRm)|Z2 (5, < C(IlRmHL?(Bzr)H??RmH%qu,,.) + 1Bml 28, IV (nRm)|| 22 (8.,
+ [[Rm|| L2 (B,,) [||Rm||L2(BQT) + VOZ(BST)%D,

where we used above that V(nRm) = nVRm + (Vn) * Rm and supp(n) C Bs,. Using the
inequality 2ab < aa® + ébQ for a positive a chosen so that Ca < 1, we have the existence of
another constant C'(\, K, D) such that

IV ORI 55,y <C(IRmI 123,00 InRM 4,

1Rl 23 [ 1Bl 23,0 + Vol(Bsp) ] ) (17)

By the Sobolev inequality we have
1
InRmlE s,y < C(IBMIL2 0 [nRM s 5, + 1Bl 1230 | 1Bl 123, + V(B ] ).
In particular, there exists eg = €o(A,n, D) > 0 such that if ||[Rm/| z2(p,,) < €0, then
|Bml g,y < C(I1Bml|L2(5,.) + Vol(Bsr)? ).

Also, from (17), we obtain

IV R[22, < 0(||Rm||i2(3w) + | Rml|12(5,,) + Vol(Bsy) + Vol(BST)%>.

10



Now we recall the following classical lemma (see [6, Lemma 4.6] for a proof) that we use in the
next proposition:

Lemma 3.4. Consider two functions u € L} . and f € L}, . such that u >0 and f > 0 and

loc
Au > — fu.

Then there exists € > 0 and r > 0 sufficiently small, such that if fB f* < e then
%
supugC(/ f4> .
B% B,

Proposition 3.5. [e-regularity] There exist £1(A\, K, D) >0 and 0 < ro < 1 such that, if

We have then

/ |Rm|*dv < &1, 1 <o,
Bier

then there exists C'(\, K, D) such that

sup |Rm| < C(\, K, D).
Br
2

Proof. The proof is based on the previous Lemma 3.4, considering u = |[Rm|? + 1. Since
Au> ~C(|Rm| + |H|)u,

we need an estimate for |||Rm| 4 [H|||+(p,). Proposition 3.3 provides us with an estimate for
| Rm|[z4(B,), so we will estimate ||H||z4(p,)-
First, we use the commutation relation between A and V; to write

AV = VA + Rm x Vi + VRm * 1.
Hence, again using [17], we get

V39l 2(5,) < CUIAVY[l2(B,,) + IV L2(8,.)):

therefore, by Sobolev inequality again, we have

V297405, < C|Vol(Bay) + [|Rm|72(p,,y + IVRM|725,.) | (18)

where we have used the fact that —Ay + %w = A%¢ and the uniform boundedness of ¥, R and
V1. This provides an estimate for the terms of H containing VZR. Now we compute AV;S;;.
So we start by noticing

ViAS;j =VRx Sij + VRm + Vb % b + Rm x V) % ¢
+ Rm « Vp « Vb + V2Rm 1 0 + V31 x Vap + V2 * V2.
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Hence

194883 225,y <C(VOl(Bo)E + IV Rm| 2,y + Rl oo,y IV o,

+ V2Rl s,y + V28l 250 + 19200305, )
But
IV2Rmllpas,) < CURMIZs(5,,) + [ HIlz2(5,0))
< C|Rmlf3as,,) + VRl 25,y + 1Rl 25,y + Vol(Bsy)* + Vol(Bag,).
Therefore
IVkASi 1225,y <C[IVRmlla(s,,) + [Bml3as,,) + [V Eml3 s,
+ |1 Bmllzss,) (vol(Bar)E + | Rml 2, + IVRm 12(3,,))
+ | Rinl|z2(s,,) + Vol(Bir)* |

Using,
AV;CS” = VkAS” + Rm VSU + VRm 1,

we get that
|AV Sl z2(5,) <C[IVRmllLa(s,,) + [ Bmlls s, ) + IVEm s, )
1Bl s, (vol(Boy) + 1Bl 2y + IV Em] 25, )
+ | Rm|| 2B,y + Vol(Bier)? |.
Therefore, we have
IV2Siillz2(s,) <C[IVRmlli2(5y) + 1R 5y, + VR 5,
+ |1 Bmll s, (vol(Bur)E + | Rl 12, + IVEm 23,0
1R 25,y + Vol (Baz)¥ -
Thus, Sobolev inequality yields
1928351148,y <C[IV Bmllzamy) + | Bml3as,,, + IV Rl 5, )
1R 1,y (v0l(Bag)® + [ Rl s,y + I VRm 2,
+ [|Rm||12(B,,) + VOl(B327')%:|7 (19)
and combining (19) and (18) we obtain
|H (s, <CIVRmI 125y + | Rl3 (5, + VR,
+ IBml| s, (vol(Bur)E + | Rml 2., + IVRm 23,0

+ IRl 25y, + Vol (Bszr) ¥

12



Now using (11) and (12) of Proposition 3.3, assuming that || Rm||12(p,,) < €0, we have
[ H 245, SC<V01(3327~)% + Vol(Bsa,) + Vol(Bsar)* + [|Rml| 12 (8,4,) + | Bml 72,0,
M,y + B2, ). (20)

Hence, there exist £1(A, K, D) and ro(\, K.D) such that if [|[Rm||p2(p,,,) < €1 and 7 < rq, then
||[Rm| + |H|||z+(B,) < &. Thus, it follows from Lemma 3.4 that

supu < C(\, K, D).
Br

Let us recall now the following definition:

Definition 3.6. Let (M,g) be a Riemannian manifold. We say that (M,g) has an adapted
(r,N,C%%) (resp. (r, N,W"P)) harmonic atlas, if there is a covering (B(xk,7))1<k<n of M
made of geodesic balls of radius r, for which the balls B(xy,5) cover M and B(xy,7) are
disjoint, such that each B(xzy,10r) has a harmonic coordinate chart (U, i), such that the
metric tensor in these coordinates is C*® (resp. W¥P) and on B(xy,10r), there exists a
constant C' > 1 such that
07151‘]‘ < gij < Coy;
and
r N gijllcee < C, (resp. 5 lgillwe < O).

The C%* (resp. W¥P)- harmonic radius at z, rj, () is the maximum radius r for which B, (r)
has harmonic coordinates.
Now we will complete the proof of Theorem 1.1.

Proof. (of Theorem 1.1, case n = 4) First we notice that if (g,v) € £(D, ¢, K) then
A
e= [ Rydvy < S0 1rol(M.g) < D00l (0,), 1)
M

therefore the volume is uniformly bounded from below. Now given a sequence (g;,%;) €
&(D,c, K), then, combining the lower bound on the volume with the uniform bound on Ricg,
||Rm|| 2 and the diameter assumption, we have from [3, Theorem 2.6] the convergence of a sub-
sequence of (M, g;) in the Gromov-Hausdorff topology to a four dimensional orbifold (M., goo)
with finitely many singularities. We can assume without loss of generality that My, \ S — M.
Moreover the convergence to goo is in C® away from the singularities in the Cheeger-Gromov
sense. Also, around the singularity the metric blows up to an ALE (Asymptotically Locally
Euclidean) manifold (see [3, Theorem 1.2] and the definition therein). We will denote by S the
set of singularities and M° = M, \ S that we identify with M \ S.

Let 7 < 7 as defined in Proposition 3.5 and let us consider a covering of (M, g;) by balls
B(wy, ) such that B(xg, 5) are disjoint. We let

I=<ke N;/ |Rmy,|*dv,, <e1p,
B(zy,167)

13



and we define
Gi(r) = U B(zg, ).
kel

Similarly, we let

Hz("“) = U {B(xk,r); A(Ik 167) |ng'i|_(2]i dvgi > 61} :

Notice that M; = H;(r) UG;(r). This is a splitting of M; into a good set where one can control
the curvature and a bad set where there is no L* control on the curvature. In fact, following
[2, 28], one can show that the number of balls in the definition of H;(r) is finite and uniformly
bounded in 7 and r < .

By Propositions 3.2 and 3.5, one has a uniform lower bound on the injectivity radius of G; (see
for instance [12, Section 3]). In particular (G;(r), g;) has an adapted (r, N, W%P) harmonic atlas
with a uniform lower bound on the injectivity radius. Now in a harmonic coordinate patch, we
recall that the metric satisfies the quasilinear elliptic equation

_Agigi + 891 * g; = RZ-Cg/L..
From the first equation in the system (2), any g; is a solution of

R

Ricy, = =" Y + T90V,
and since ; satisfies
R,,
—Ag i + 291' Pi = A,

we have a uniform C*® bound on 1; leading to a C%® bound on T9¥i. Therefore, we have a
uniform C%® bound on g;. This can be naturally iterated to get a C** bound on g;. Therefore,
there exists a subsequence of (G;(r), g;) that converges in the C* topology to an open manifold
(Gr, g%) and ¢; — ¥~ in the C* topology.

We choose now a sequence r; — 0 such that ;1 < %rj and we let

G = {z € M;z € Gy(ry,) for some m < j}.
Then we have
GlcG?c---c(M,g).
We also have that G, C G,,,,. So we set MO = U;";lGTj C M. Now using a diagonal

argument, we can extract a subsequence of (Gf, gi, ;) that converges in C%* to (M°, goo, Voo)
for all £. This proves the convergence away from a finite set of points, namely, the singular set.
It remains then to study the convergence in the neighborhood of points in this latter set. The
singular set S can then be defined by S = M, \ M°. In particular, we can characterize S by

p € M, such that there exists xx € M,r > 0,e; > 0 with
S =

 — p and lim inf lim inf/ \ngk|2dvgk >
r—0 k—oo B(zk,r)

14



Now let us take a point pg € S. We know that there exists xp € (M, g) such that xp — po.
Since S is finite, we pick § > 0 so that B(pg,25) NS = {po} and let

ry= sup |Rmg,],
z€B(xr,0)

and we notice that ry — co. We can then, consider a sequence of pointed Riemannian manifolds
(M, i, x)) where g, = rrgr. Under this new rescaled metric g, we have:

R; .
Ricg, — é"k Gr = /T
(22)

Using the same procedure as above, knowing that now we have Rmg uniformly bounded in
every ball B, C B(zy,r,d) we have the convergence of the space (M, gk, i) to (Y, 7,z ) in the
pointed Hausdorff topology. In fact, as in [28], one can show that for every ball B(zs,r) C Y,
there exists a smooth diffeomorphism ®; : B(zs,) — M, so that ®} g, converges to g in
C*Y(B(wo,1)) for all £ € N. Moreover, since |Ricg, |> = %|Ricgk\2, we see that g is indeed
a Ricci-flat, non-flat metric and from equation (22), ¥ converges to a harmonic spinor ¥, in
C**(B(2o0,7)) for every r > 0. That is on (Y,g) we have that

Dgtpoe = 0.

Using a result of [22, Lemma 5.1], we know that there 1), is asymptotic to a parallel spinor
at infinity. Next, using [6, Theorem 1.5], we have that the mass of (Y, g) is zero. Thus, we see
that ¥, is actually parallel.

To prove the last point of Theorem 1.1, we use again the splitting M = G;(r) U H;(r). Thus

we have
/ |ngi 31 dvgz‘ :/ |ngi
M Gi(r)

First we notice that since the convergence of the metric is in the C** sense in G;(r),

5271- dvgi +/ ) ‘ngi 5211 dvgi'

H;

i—00

hminf/ |Rmyg, |2 dvg, z/ |[Rmgr |2 dvgr .
Gi(r) G =

On the other hand, since r is arbitrary and by scale invariance,

S|

1iminf/ |Rmy, |2 dv,, zliminf/ |Rmg, |2, dvg, > / |Rmyg |2 dvg ,
i~ S, gilgs 779 e A gilgs =79 ; v, Ir 195, VG
which leads to the desired inequality. O

We notice that in the case n = 3 we have the compactness result as a corollary from the uniform
boundedness of the Ricci curvature proved in Proposition 3.2, that is

Corollary 3.7. The space £(D, ¢, K) is compact in dimension 3.
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Proof. The uniform bound on the Ricci curvature induces a uniform bound on the curvature
tensor in dimension 3. Hence, one has automatically a global version of Proposition 3.5. Now
combining this uniform bound with the diameter and the volume bound, provides a uniform
lower bound on the injectivity radius.The limiting process is then similar to the one in dimension
4 and the desired result follows (see for instance [3], [6], [28]). O

Remark 3.8. Let us make the following remarks:

i)

ii)

our proof does not require the manifold M to be fixed. Indeed, one can take a sequence
(Mg, gr,¥r) and the limiting procedure still works under the same kind of bounds, with
an additional upper bound on ba(My), the second Betti number of My. The bound on by
allows to have a uniform upper bound on the L? norm of the curvature tensor. The rest
of the proof follows from Cheeger’s finiteness theorem (see [11, 29]). That is £(D,c, K)
contains only a finite number of diffeomorphism classes;

we can also take the A\ to be varying in a compact set [a,b] with a > 0. The case when
a = 0 is different in nature and was investigated in [19)];

1) the constant ¢ in the definition of € is of a variational nature but it can be replaced by a

4

iv)

non-collapsing geometric condition. That is VolgM > c;

the introduction of the constant K, was necessary to get a bound on the gradient of the
spinor and hence a uniform bound on the Ricci. But notice that one can impose another
condition that would replace that bound. For instance if P9 is the Penrose operator defined
by P{Y = Vx¢ + %X - D, one can impose that |P9y| < K. This condition combined
with the equation of the spinor (9) and the uniform bound of ||¢| L~ will lead to a uniform
bound on ||V||L~. In fact, one can rewrite the first equation of (2) as follows:

) R ~
Ricg — 799 — TZ%”Z”

where 1
TG = = l(ei - P, ) + (e - PLw,¥));
As we mentioned above, the bound —AqRy, > —K R, can be replaced by a more geometric
condition in dimension 4. Namely, the Q-curvature Qg is bounded from below by —K.
Indeed, recall that Qg = %(—AgR + R? — 3| Ricy|?). Therefore, if Q, > —K, then
—AyR > —6K — R?,

and this is enough to carry out the estimates needed in Proposition 3.2.

Second Variation

In this section we want to compute the second variation of E at a critical point (g,%). For the
sake of simplicity, in the sequel sometimes we will omit the dependance from ¢ and 1) whenever
there is no confusion. We first recall the variation of some geometric quantities under the
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9g(t) h.

perturbation of the metric. So we consider a variation of metrics g(t) such that

at |t=0 —
Then one has:
aRiCij . 1
=3 (ALhij + ViVitr(h) + Vi(oh); + V;(5h); )
o —A(tr(h)) + 6°h — (Ric, h),
Ot |1=0
where (6h); = —(divh); = —V7hi;, 6%(h) = Z;L,jzlvivjhij and Ay is the Lichnerowicz

Laplacia on 2-tensors. Now since we are dealing with variations involving spinors, we need an
effective way of differentiation spinors. We state here the results developed in [7] (we also refer
the reader to [1, Section 4.2]). Consider the manifold M = I x M, where I is a small interval
centered at zero, where the variation g(t) is defined. On M we define the metric § = dt> + g(t).
We denote by V¢ the Levi-Civita connection on (M ,g) and ”e” the Clifford multiplication on
¥ M. Then we have

X -Yypy=veXeq, (23)

where v is the normal vector to the M as a submanifold of M. We can take v = %. Therefore,
if X and Y € TM, we have

VSY = VxY +§(W(X),Y)r, (24)

where W is the Weingarten map, i.e. W(z) = —~V§(u. Now on the spinor bundle the covariant
derivative can be expressed as follow for ¢ € XMy, and X € TM:

1
Vo =Vxp— 3V W(X)ep. (25)

In our case, as shown in [7], we have

JW(X),Y) = —3h(X,Y)
(26)
Rmy(X,Y,U,v) = %((Vyh)(X, U) — (Vxh)(Y, U)).

Now, we are ready to compute the second variation of E. Let us call
. R
Ex(g,%) = Ric, — ~Lg — T*,

and
Ea(g,¢) = Dgtp — Aip.

We first compute the variation with respect to v since it is easier. So we assume that g is fixed

and %n:o = . Then we have

0F1

ﬁltzo = FW%SD) ;

where the tensor F' is defined by

FXY) = 1 (X Vyp+ Y - Vxp ) + (X - Vyp 4+ V-Vt ).
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Also,

0F,
— =D,p — Ap.
Ot |t=0 9% 14
Now we move to the variation in the g direction as described above. We start by the term 8;}" .

So let us consider again the quantity S;; = (e;-V,%, ) and let us compute its variation. Then
using the metric § and assuming that the spinor v is parallel transported along the variation
and using the fact that Vv = 0 and (23), we have

08
at |t=0

= V(e - Ve, 0)g, = (€ - Vi Ve, 00,9) g,
But from (25) we have
C C C 1
VOVt = VS (VEv+ JveW(e)) o )

1
= Rmg(v,e;) + V7, 1%+ SV Vi W(e;) o9

[v.e;
1
= Bmg(v, ;) + Vig ¥ + 5v e VW (e;) o (27)
1
= Rmg (v, e;)¢ + Vw(e) ¥ + v ¢ [V, W(ej) = W(e)] o v
1
= Bmg(v, ;)Y + V(e ¥ + 5v o [Rmg(ej,v)v] e ¢ (28)

where here we use the Riccati equation for the Weingarten map (VSW)(X) = Rmg(X,v)v +
W?2(X). Now we have (with the convention that ey = v),

1
Rm@(yvej)w: D) Z ng(ep,eg,V,ej)epoegow

0<p<l<n

and
ng(ej, Z/)U [ ] ’(/J = ng(ej, v, v, ek)ek [ ] ’(/J

Hence

1 1
Rmg(v,ej)p — Jve [Rmg(ej, v)v] @ i) = —3 Z Rmg(ep,er,v,e5)e, @ eq o).

1<p<t<n

But using (26), we have
1
Rmg(ep, ee,v,¢5) = =5 (Ve(h)p; = Vp(h)es)-

and W (e;)r = —%hj,. Therefore,

1 1
Vo Vet = 1 > ((Wh)pj - (Vph)gj)e,, e = ShipVe, .

1<p<t<n
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We finally notice that

1 1
(i - Viv(eyy¥,¥) = —5haulei - Ve, ¥, ¥) = —5 (h x S)ij,

where here we set (A x B);; = > ¢_, AixByj. Also, rewriting the term below

T S ((Tohdas = (Vb Jep e .0) = 1 S (Vyhysler e eq )

1<p<g<n PFAGFL

We can define a 3-tensor @ by Q(X,Y,Z) = (X AY A Z) - ,) in a way that, we can write
the later term as 2(Vh) x Q. Therefore, we have

0T}, 1

ot jt=0 2

1 ~
(h X T)Zj — TG(Vh X Q)”,

where Q is the symmetrization of Q. But since Q is totally skew-symmetric, we have that
Q = 0. Now, given a symmetric 2-tensor h, we define the operator D" by

n
'Dhgo = Z hijei . vejgo.

ij=1
With this notation we have
0Dy 1

1 1
——— h _ . _—— .
ot o 2D @+4V(tr(h)) ® 45(11) ®.

To summarize the previous computations, if we denote by VVir(h) the tensor defined by
(VVtr(h));; = V;V, tr(h) and sym(V(6h)) the symmetric tensor defined by (sym(V(dh)))i; =
Vi(0h); + V;(6h);, we write the second variation of E:

VE( 0)[(he0). (b)) = [ 5 (Ach TTtr(h) + sym(T (50)). )

M

+ % (=Atr(h) + 8%h — (Ric, b)) tr(h) + glhl?

(h xT,h)

N | =

DM Wr(h) +
+ 2(—%1?}11/) + inr h) -4 — iah ), )
+2(F(p,%), h) +2(Dp — Ap, @) dv.

—~

We have ) )
(F(e,9), h) = 5(D"b, ) + 5 (D", ¥)
and 1
—§<Dh¢ﬂ/}> = (T, hy).

This will allow us to finalize the proof of our result.
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Proof. (of Theorem 1.2) Let us take now a deformation of g that is transverse to the diffeomor-
phism action, that is 6h = 0. Then in the previous formula we have

V2B V)l (ol = [ 5(Auh+ TG

+ %( — Atr(h) — (Ricy, h>)t7"(h) + %WZ

ST yr(h) L (X T )+ 2 (Vtr(h) -, )
+ (D09} + 2Dy — Ap, ) dv.

Now we move to the case of horizontal deformations.

Proof. (of Corollary 1.3)
A horizontal deformation is a deformation of the metric while the spinorial part is fixed. Namely,

¢ = 0. First recall that
A 2
Ry = —[¥I".

n—
Since the right hand side is invariant under the deformation of the metric, we have that the

variation of R, is zero. Hence
—Atr(h) — (Ricg, h) = 0.

On the other hand, an Einstein-Dirac deformation, is defined by the vanishing of V2FE. Hence,
Aph+VVitr(h) + Ryh + (T9% hyg + h x T9¥ =0
and if we take the trace of this last equation, we get
2Atr(h) + Rytr(h) +n(T9% h) + (T9¥ h) = 0. (29)

But
<T9’w, h) = (Ricg — %g, h) = —Atr(h) — %tr(h).

Thus, equation (29) becomes
R,
(1 —n)Atr(h) + E3 (1 —n)tr(h) =0,

or equivalently
—Atr(h) — %tr(h) =0.
Since (Ricg, h) = —Atr(h), the conclusion follows. O

Remark 4.1. Some comments are in order:
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i) We notice that a conformal variation of the metric cannot be an Einstein-Dirac deforma-
tion. Indeed, if h = ug then the second condition yields

Aul[* =0,
hence if u is smooth, then it must be zero.

it) The functional E that we are studying has X as a fized parameter and the Euler-Lagrange
equation asserts that A\ must be an eigenvalue for Dy for all critical metrics g. In partic-
ular if one studies Finstein-Dirac deformations, one needs to take into consideration the
stability of the eigenvalue A. We recall from [10, Theorem 24] that the variation of an
eigenvalue of the Dirac operator under the metric reads as

oA :i/ (T9% b dv.
Ot |t=0 2 S

Hence, our perturbations h need to satisfy the integral version of (T9¥ h) = 0.

111) Let us go back to the case of general deformation and focus on the ones satisfying oh =
tr(h) = 0. This is motivated by the following: if M is not diffeomorphic to the sphere
then T,S*(M) = C>°(M)g @ Im(5}) @ (ker(d,) Ntr;*(0)). The first factor corresponds
to conformal changes of the metric and in this setting the problem was investigated in
[27, 16, 9]. The second factor corresponds to the tangent space of the orbits of the group
Dif fo(M). So we want to focus on the third factor. Then we have

V2 E(g. 0)l(h ) (ho)) = [ GALRI) + TR

M

1
+ 5<h x T9Y hY + (D"p,¢) + 2(Dyp — Mg, ) do.

5 Some examples

5.1 Example 1: real Killing spinors

We consider a real Killing spinor 1, that is Vx1 = —uX - 9 for a real constant g > 0, for all
tangent vector X. In this case g has to be Einstein and

Dp=—p> ei-e;-tp=nup.
In particular A = nu. Also
1 1,
Ti; = —ZK—M% ey —peje Y, P)) = §M|7/1\ Gij»

R =4n(n — )p? = L[y
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Thus [1|? = 4(n — 1)(n — 2)u. Now we compute the terms in the second variation:

2 2
(T x h,h) = “‘;M (girhjr-h) = %\hl2 =

n

—2
5 BIB” = 2(n = 1)(n = 2)p?[h[?,

and
D'y = —p Y hijei - ej -1 = ptr(h).
i,J

In particular if t7(h) = 0 we have D"t = 0. So the second variation reads

1 R n—2
VB Ol 0). (ol = [ SR+ 51 + " RIRE +2(Dp — Xy phi
1 -2
= / —(Aph,h) + on R|h|? +2(Dy — \p, p)dv.
M2 4n

5.2 Example 2: Quasi-Killing spinors

Now we consider a Sasakian spin-manifold (M?™*! g ¢, ). A quasi-Killing spinor satisfies

Vxt¢ =aX -+ bn(X)E- 9,

where ¢ is the Reeb vector field of n. We recall from [20, Theorem 6.6.] that if M is simply

connected with
2—m 2m2 —m —2

m—lg+ m—1

then it does carry a WK-spinor (weak Killing spinor) built from quasi-Killing spinors with

Ric = 77®777

1 2m? —m—2
—tD, p=gTMTC
“==y T m 1)

So let us compute the second variation at such solutions. For the sake of simplicity we will do

the computations for a = % and b = —%. Notice that in this case we have R = %
Also, if ¢ is an (a, b)-quasi-Killing spinor then it is an eigenspinor of the Dirac operator with
eigenvalue A = —(2m + 1)a — b. We calculate now the values of the tensor T*:
2m? —m — 2
T = —2g;5 + nen.
m—1

Also:
D' = " hije; - Vit = b(h() - €1, ),
,J

where we considered h as an endomorphism, that is h(§) = Z?Zlﬂ hi 2m+1€;. Now, we compute

2m —m — 2

(h x T, h) = =2|h|* + —

h(©)*.

Replacing it in the formula for the second variation of F, it yields
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VB ) () = [ Ak b+ L

(h(&) - € -1b ) +2(Dyp — A, ) dv.

2m? —m — 2 9

G

om2 —m—1

4(m —1)

One might notice the difference here compared to the case of real Killing spinors: if one wants
to consider variations that preserves the associate metric to the contact structure 7, then we
necessarily have h(€) = 0 and the second variation takes a similar form as the one of a Killing

spinor.
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