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\textbf{Abstract.} The Internet Computer Protocol is described as a third-generation blockchain system that aims to provide secure and scalable distributed systems through blockchains and smart contracts. In this position paper, this innovative architecture is introduced and then discussed in view of its modeling and simulation aspects. In fact, a properly defined digital twin of the Internet Computer Protocol could help its design, development, and evaluation in terms of performance and resilience to specific security attacks. To this extent, we propose a multi-level simulation model that follows an agent-based paradigm. The main issues of the modeling and simulation, and the main expected outcomes, are described and discussed.
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\section{Introduction}

Cloud computing has undoubtedly been the fastest growing and most successful in delivering technical and economic benefits for application and system development in recent years [30, 26]. Starting from startups up to large companies, everyone is adopting cloud computing to get rid of the risk of capital investment, cutting the cost of hardware and software infrastructure, and availing themselves of services according to their demand. This is why paradigms such as 'Infrastructure-as-a-Service (IaaS)', 'Platform-as-a-Service (PaaS)', and 'Software-as-a-Service (SaaS)' have emerged. In general, however, cloud service providers maintain their customers with an opaque knowledge about the location
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and storage of data, the privacy offered to users, and the type of hardware infrastructure used. This leads firstly to a problem of trust by users [19]. Secondly, security and privacy are undermined by the centrality of these solutions, which more easily attracts cyber-attacks, i.e. single points of failure [30]. In addition, it should not be forgotten that centralized solutions will not be able to support the huge amount of data generated globally by users and Internet-of-Things devices for much longer [26]. Finally, it is commonly difficult to assess if Quality of Service (QoS) guarantees are met and Service Level Agreements (SLA) negotiated between users and the cloud provider are satisfied, due to the absence of trusted logs [5]. All this motivates the transition towards a completely decentralized approach. The benefits of this solution are many. In fact, the decentralization of the system removes the presence of a single point of failure, allows for inherently increasing scalability, curbs illicit activities of malicious nodes, and can also provide for accountability guarantees. Clearly, in order to realize a similar kind of system, it becomes necessary to encourage node participation that can be somehow rewarded through incentive mechanisms [33].

The Internet Computer Protocol (ICP) architecture\(^5\) aims to establish a network of networks by defining a protocol for combining the resources of several decentralized computers into the reading, replication, modification, and procurement of an application state. A network of nodes runs the protocol through independently-operated data centers to provide general-purpose (largely) transparent computations for end-users. On the other hand, the development of applications on top of the ICP is facilitated by reliable message delivery, transparent accountability, and resilience. The typical use-case would involve users interacting with a decentralized application as is on a public or private cloud. This is enabled by the use of Canisters, i.e. tamper-proof and autonomous smart contracts hosted on-chain, that can be run concurrently and interact with each other. With respect to other smart contract implementations, such as Ethereum’s ones, the Canisters enable applications, systems, and services to be created and accessed by users without incorporating websites running on centralized cloud hosting, e.g. a canister can directly serve HTTP requests created by end-users through their browser. All of this paves the way for the creation of decentralized services where the user is constantly at the center of the process.

However, the design of the ICP requires a complete understanding of the technologies involved and the interactions among these building blocks. There is a need for viable modeling and simulation strategies that allow for what-if analyses and manageable evaluation studies. In this paper, we describe the rationale behind the design of an ICP digital twin that could serve this purpose. Due to the complexity of the system, high levels of detail should be kept only when needed, while coarse simulations should be exploited when dealing with a high number of involved nodes. This leads to a multi-level simulator design [13].

This paper is structured as follows. Section 2 provides the necessary background about the technologies used in the ICP and a discussion of the related
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work. Section 3 presents a specific introduction of the ICP; while in Section 4, the main modelling and simulation issues of the ICP are discussed. Finally, Section 5 provides the concluding remarks.

2 Background and Related Work

2.1 Related Technologies

In this section, we briefly describe the background technologies and methodologies that are necessary for understanding the ICP architecture and evaluating the main problems that are related to its modelling and simulation.

Blockchains Informally, a blockchain is a public ledger that may hold any data, e.g., transactions between different parties, email records, or even daily grocery records. The ledger is distributed among all network participants, and it is immutable once written down. As the name suggests, a blockchain is a chain of blocks while each block contains a set of records. Moreover, a block also contains a timestamp and the hash value of the previous block. If any adversary user tries to change intermediate blocks, he/she has to change all following blocks. However, this is impossible since the ledger is decentralized. For any new block, it will not automatically join the chain until the majority of parties agree so. Blockchains have made impacts on various areas [20].

Consensus Algorithms Consensus algorithms allow (the majority of) nodes to agree on the status of the ledger. That is, they agree on the validity of transactions in a block, the validity of the block itself, and if there is more than one proposed block, on which block is appended to the chain. There are different types of consensus algorithms. Among them, two are worthy of mention here, i.e. proof-based algorithm and vote-based algorithm [24]. In a proof-based algorithm, parties need to solve a cryptography puzzle, and the first successful one gets the right to append the block. In a vote-based algorithm, if a party wants to append a block, there must be more than $T$ parties appending the same block where $T$ is a threshold number.

Smart contracts Smart contracts are a set of instructions (or the source code from which such instructions were compiled from) stored in the blockchain and automatically triggered once the default condition is met [2]. This execution is triggered via a transaction and will produce a change in the blockchain state. Each node executing the instructions receives the same inputs and produces the same outputs, thanks to a shared protocol. Smart contracts enable the execution of a service without a trusted human third party validator to check the terms of an agreement, however the smart contract issuer must be sure that the behaviour implemented is correct [2]. For instance, the creation of smart contract-based services may enable users to interact with devices/vehicles or favor interoperability in smart cities [14, 32].
2.2 Related Work

While there are no specific simulations of the ICP architecture, some simulators have been proposed for modelling blockchains and distributed ledgers technologies. The main difference between the simulators is the level of detail (and the corresponding simulation methodology) that has been chosen for modelling the system to be represented. For example, in [27], some of the authors of this paper have proposed an agent-based simulation to investigate some well-known network attacks on blockchains and distributed ledgers. In [1], the authors present BlockSim which is a discrete-event simulator of blockchain systems (implemented in Python) that specifically considers the modeling and simulation of block creation through the proof-of-work consensus algorithm. A totally different approach is introduced in [22], in which the queuing theory is used for modelling blockchain systems. In [29], the authors propose VIBES which is another blockchain simulator but specifically designed and implemented for large-scale peer-to-peer networks and able to simulate blockchain systems beyond Bitcoin and support large-scale simulations with thousands of nodes. Finally, in [25], the authors propose an approach that is based on stochastic blockchain models (i.e. Monte Carlo simulations).

3 The Internet Computer Protocol (ICP)

The ICP is defined as the third generation of the blockchain systems [31], where the first generation is Bitcoin [23], and the second generation is Ethereum [4]. The ICP provides an infinite blockchain where we may hold everything. Unlike previous blockchain systems, it aims to be scalable and to run at web speed. The main technical components of the Internet Computer are the Canister [6] and the Network Nervous System (NNS) [7]. The canister is a special type of smart contract. Users may interact with a canister directly as long as they know the identity of the canister. In the ICP, communication between the different nodes is demanded to the Network Nervous System (NNS, see Section 3.1).

The ICP has a four-layer structure. From bottom to top, there are data centers, nodes, subnets, and canisters. Data centers are hardware devices for holding nodes, and each node is a physical computer providing computational power. Each data center may have many nodes, and nodes from different data centers could build up a subnet. Each subnet hosts many canisters, which is the application program on the ICP. Figure 1 reports a high-level representation of this design structure. Each subnet handles the trust and immutability of the Canister with a blockchain. The blockchain grows in rounds, and, in each round, a randomly selected node proposes a block containing the canister inputs and the hash of the previous block. If the majority of nodes agree on the subnet’s state and the validity of the new block, this new block is appended to the blockchain.

The ICP design guarantees the availability of canisters in subnets. In fact, by implementing a replication approach, the canisters do not suddenly stop running in case of localised failures. As long as more than two-thirds of replicas are online, the canister is available. A critical requirement for this approach is that
all replicas must catch up with the latest state. In previous blockchains, like Bitcoin and Ethereum, this would require downloading the whole blockchain. The ICP provides a CatchUp Package (CUP) [8] so that a node only needs to download a limited amount of data to catch up with the current state of the blockchain. The CUP contains an intermediate replica state and a subsequent of the blockchain. With the replica state, the node can compute the next state on itself, and with the sub-blockchain, it can verify the replica states.

The ICP community claims that their blockchain could scale out to billions of users [9]. Since each canister can only support up to 4 GB of memory (i.e. due to the limitations of WebAssembly) then the Internet Computer uses a multi-canister architecture. For example, for a video-sharing application, it would be possible to split the user-uploaded content into multiple chunks and store them into multiple canisters. When a user wants to retrieve a video, the user makes a query call to the front-end canister, which in turn will make cross-canisters requests to multiple storage canisters. It is worth noticing that all these operations are transparent to users. Table 1 summarizes the main terms used to describe the ICP architecture.

### 3.1 Network Nervous System

To obtain a scalable and highly efficient system, the ICP must be able to host any number of canisters and to run them concurrently. The ICP introduces a novel Decentralized Autonomous Organization (DAO) that is called Network Nervous System (NNS). The NNS is designed for managing all the base nodes of the system through a Proof-of-Stake consensus protocol.

More specifically, NNS is a set of initial canister programs that oversee the whole network. For example, a data center may apply to the NNS to join the network. NNS also manages how the subnets are formed and how the replication of the nodes is managed. Moreover, the NNS is in charge of upgrading the ICP. For example, the users are enabled to submit proposals for changing the ICP.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canister</td>
<td>A special type of smart contract.</td>
</tr>
<tr>
<td>Catch Up Packages (CUP)</td>
<td>A schema for state synchronization.</td>
</tr>
<tr>
<td>Data Center</td>
<td>The decentralized hardware of the ICP architecture.</td>
</tr>
<tr>
<td>Network Nervous System (NNS)</td>
<td>A special canister serving as the governance body.</td>
</tr>
<tr>
<td>Node</td>
<td>The peer computer in data centers.</td>
</tr>
<tr>
<td>Subnet</td>
<td>The blockchain for providing computing resources.</td>
</tr>
</tbody>
</table>

*Table 1. Main terms used in the ICP architecture.*
design and implementation. NNS will host the proposal and then allow users to vote on the proposal. Finally, the NNS will implement and deploy the proposal, if the majority of the users have approved it.

3.2 Chain Key Cryptography

Most likely, the main scientific breakthrough provided by the ICP is the Chain Key Cryptography [16, 10]. In the ICP, a canister is replicated through a subnet, and those nodes in the subnet have to agree on the computation results. The high-level process is described below:

1. each node holds a secret key share;
2. if enough nodes agree on the result then they can jointly sign the message with their respective key share;
3. the user may verify the received message with a single public-key.

If some nodes have failed or crashed then the NNS will add new nodes to the subnet, and the remaining active nodes will reshare the secret key while keeping the same public key. In the ICP, all subnets have a public key and corresponding secret key shares, and all those public keys could be verified with a single 48-byte public key. Even if the Internet Computer had millions of nodes, the network would only need one public key to verify all messages. This technology is called Chain Key Cryptography[10]. The used protocol builds on Shamir secret sharing [28] and BLS signature [3], and moreover, it facilitates the secret sharing keys creation and refreshing.

4 Modelling and Simulation of the ICP architecture

The aim of the Modelling and Simulation (M&S) techniques is to reproduce the behaviour of the system under investigation, in order to (i) study the dynamics of interaction among the various components, (ii) evaluate the resilience of the system under specific conditions (e.g. cyberattacks or failures) and (iii) assess the impact of possible future extensions or features to the system before its implementation or even to support their design. Specifically for the ICP architecture, different aspects are of interest under a M&S viewpoint. First of all, it is important to model the consensus protocol, in order to analyze how the block creation flow is working.

While state-of-the-art works regarding the simulation of Distributed Ledger Technology (DLT) focus on Bitcoin-like protocols, with only one blockchain collecting the incoming data [27], we are interested in modeling a DLT where multiple partial blockchains (i.e. subnets) work asynchronously in parallel, exchanging information when necessary. Furthermore, we think that, what is needed to model, are also the aspects specifically related to the DAO (i.e. the Decentralized Autonomous Organization [18]), that is in charge of managing the policies and the future developments of the DLT. This is because the level of security,
scalability, decentralization and also the economical sustainability of the whole architecture strongly depends on the DAO’s decisions.

A common problem in M&S is the level of detail to be chosen when abstracting the real system to a simulation model. In fact, a fine grained model that considers the very detailed aspects (such as the transmission of every network packet in the distributed system of interest) would permit a high-level model accuracy at the cost of a relevant complexity in the management of the obtained model and in the execution overhead of the simulator. On the other hand, a high-level model in which, for example, the communication aspects in the distributed system are neglected, would permit the building of a very simple (and fast) simulator with poor accuracy. Choosing the most appropriate level of detail to be used in the M&S is not easy and it is strongly linked to the desired outcomes of the simulator. For example, the modelling of some specific cyber-security attacks in a distributed system often requires a very specific level of abstraction in the communications. For these reasons, we think that in a scenario such as the ICP architecture in which we are interested in many different aspects of different abstraction layers, a solution based on a fixed level of abstraction would not be optimal. In fact, we plan to employ an approach that is based on multi-level modelling and simulation [17]. This approach is not new but it is still not very common in the simulation of complex systems. More in detail, we plan to build an ICP model in which the different components are represented by two (or more) simulated models that will be alternatively used depending on the specific analysis that we are interested in. For example, when the specific aspects related to the DAO will be investigated, some low-level details of the model will not be required and therefore the “high-level” (i.e. coarse-grained) version of some components will be used. On the other hand, when the security of the consensus protocol will be investigated then the “fine-grained” models will be required.

4.1 Design and implementation of an ICP simulator

In order to model and simulate the ICP architecture, we decided to employ an agent-based approach. Agent-Based Simulation (ABS) is a widely diffused technique that in the years gained a lot of popularity in many different fields such as engineering, economics, and computational social sciences [21]. In ABS, the most relevant system components and modules are represented by means of agents. Every agent is then characterized by a specific behavior and interacts with other agents using interactions (that are often implemented as messages). In other words, the system evolution is represented through changes in the local state of the agents (and of the environment) in which they are located.

Referring more specifically to the modeling of the ICP architecture, two types of agents populate our simulation scenario: firstly, there are the clients of the system, which can carry out transactions and requests to the system. Secondly, there are the nodes of the ICP, each one localized in a specific data center, and operating in a specific subnet. Figure 2 shows a possible modelling of the ICP nodes. All the nodes are located in a certain datacenter, belong to a specific
subnet and maintain a set of blocks as well as a set of transactions still to validate.

The current implementation of the ICP architecture relies on a very low number of nodes, since 32 subnets exist, each one with 13 nodes contributing to store the transactions (except the NNS, which is dealt with as a special subnet, composed of 40 nodes) [11]. Thus, for the modelling and simulation of the current setup of the ICP architecture, the simulator’s scalability is not a big concern. However, it is expected and already planned that the future developments of the ICP will lead to a considerable growth of the network size, with many more nodes and subnets involved in the validation of transactions. We plan to use the developed simulation tools to be able to investigate and properly assess how such a network growth should be managed. For example, right now it is easy for the nodes to be directly in contact with all the other peers belonging to the same subnet, but with many more nodes managing a single subnet, a gossip algorithm might be adopted to efficiently disseminate blocks and transactions inside each subnet [12]. Moreover, from a simulation point of view, more simulated entities entail a larger amount of computing resources employed and a greater execution time. Thus, Parallel And Distributed Simulation (PADS) [15] approaches might be necessary to efficiently carry out the tests.

5 Conclusions

The Internet Computer Protocol (ICP) architecture is a third generation blockchain system that is being designed, implemented, and deployed to provide a secure and a scalable way for creating very large-scale distributed systems. In this position paper, we have introduced the ICP architecture and its main problems in terms of modelling and simulation. In fact, the usage of proper simulation techniques would permit us to investigate some very relevant aspects of the ICP architecture and support its design. The main issues related to the modelling and simulation of the ICP concern the specific level of detail used for abstracting the system in a model that can be then evaluated using a simulation. In the following of this paper, we described our current effort in the creation of an agent-based simulator of the ICP that is able to both provide the desired
level of detail and the needed scalability. The creation of the ICP simulator is an ongoing activity that requires a relevant effort in many different phases (e.g., design, implementation, and validation) that will likely permit us to release a preliminary version of the simulator in the next months.
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