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Abstract We examine long-wavelength correlation func-
tions of massive scalar fields in de Sitter spacetime. For the
theory with a quartic self-interaction, the two-point func-
tion is calculated up to two loops. Comparing our results
with the Hartree–Fock approximation and with the stochastic
approach shows that the former resums only the cactus type
diagrams, whereas the latter contains the sunset diagram as
well and produces the correct result. We also demonstrate
that the long-wavelength expectation value of the commu-
tator of two fields is equal to zero both for spacelike and
timelike separated points.

1 Introduction

Quantum field theory in expanding spacetimes is crucial for
exploring the origin and the evolution of the universe. Scalar
fields in de Sitter spacetime are of particular importance for
understanding the period of inflation and the growth of quan-
tum fluctuations during this period.

Free scalar fields on the de Sitter background – both
massive and massless – have been studied extensively (see,
e.g., [1–8]). It has been shown that for massive fields there
exists a one-parameter family of de Sitter-invariant states;
this includes the Bunch–Davies vacuum, whose modes in the
Poincare patch match with the adiabatic in-vacuum modes
in the remote past. From this family, only the Bunch–
Davies vacuum has finite renormalized values of 〈φ2〉 and
the energy-momentum tensor of the scalar field.

The massless minimally coupled scalar field also has the
Bunch–Davies state, but it is no longer de Sitter invariant.
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It is, however, invariant under the E(3) subgroup, which is
the group of translations and rotations in the flat spatial sec-
tions of de Sitter spacetime. One of the manifestations of
the breakdown of de Sitter invariance is the presence of an
infrared divergence in the theory. Hence, to evaluate corre-
lation functions, an infrared cutoff should be introduced in
momentum space. As a result, expectation values of products
of fields are explicitly time-dependent; for example,

〈φ2(x, t)〉ren = H3t

4π2 + Constant,

where H is the constant Hubble parameter in the Poincare
patch of de Sitter space (see (3) below) and t = 0 denotes
the beginning of de Sitter stage [4–6] (see also [7]), e.g., aris-
ing from a previous generic anisotropic and inhomogeneous
stage with curvature much exceeding H2 that does not require
fine tuning of pre-inflationary initial conditions. At late
times, the first term on the right side dominates. This time-
dependent term arises solely from long-wavelength modes,
that is, modes with physical wavelengths much greater than
the Hubble scale.

A similar result is obtained for small gauge-invariant met-
ric tensor perturbations – gravitational waves (GW) – of the
de Sitter background [9]:

〈hi j hi j 〉ren = 16GH3t

π
+ Constant,

where G is Newton’s gravitational constant and i, j = 1, 2, 3
(in [9] this is calculated in the synchronous gauge, but it
does not matter, since the tensor perturbations hi j are gauge
invariant). In the context of the inflationary scenario where
the duration of de Sitter (inflationary) stage is finite, i.e. our
past light cone is finite, this formula just corresponds to the
standard expression for the primordial power spectrum of
tensor perturbations generated during inflation, summed over
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polarizations: Pg = 16GH2

π
, where slowly varying H is esti-

mated at the moment of the first Hubble radius crossing,
k/a(t) = H(t), for each mode with a comoving momentum
k. In [9], these results were explicitly presented in another
equivalent form – as the energy density of primordial GW
after the second Hubble radius crossing at the subsequent
radiation dominated stage.

In the massive case there is no infrared divergence, but if
0 < m2 � H2, the leading contribution to 〈φ2〉ren, which is
given by [4–6,8]

〈φ2(x, t)〉ren = 3H4

8π2m2 + O
((

m2/H2
)0)

,

still derives entirely from the long-wavelength modes.
When there is a self-interaction, each successive term in

the weak coupling perturbative expansion contains higher
and higher powers of Ht or H2/m2, depending on whether
the theory is massless or massive. This means that perturba-
tion theory breaks down when the value of Ht or H2/m2

overwhelms the smallness of the coupling constant [10–12].
A non-perturbative method for calculating the expectation
values of the coarse-grained theory, containing only the long-
wavelength fluctuations of a scalar field, was developed by
Starobinsky in [13] and further developed in many papers,
in particular in [14,15]. An important result of Starobinsky’s
approach is that expectation values can be determined by
using a probability distribution function that is a solution
to a simple Fokker–Planck equation. The emergence of the
Fokker–Planck equation from the full quantum evolution of
the theory was presented in more recent works [16–22].

Due to the non-perturbative nature of Starobinsky’s
stochastic approach, it is important to check it by com-
paring its results with those obtained from the standard
field-theoretic perturbative approach whenever the latter is
possible. This was done in the one-loop (Hartree–Fock, or
Gaussian) approximation in [23,24]. Here we consider the
two-loop case in the regime when the scalar field mass
and its quartic interaction are sufficiently small. A num-
ber of two-loop calculations for scalar fields with quartic
self-interaction in de Sitter spacetime were made using the
stochastic approach and different quantum field theoretical
methods [25–36].

In our previous paper [12], we considered a massless min-
imally coupled scalar field with a quartic self-interaction.
We calculated the long-wavelength part of 〈φ2(x, t)〉 and
〈φ4(x, t)〉 to second order in the coupling constant and devel-
oped a method for taking the late-time limit of these perturba-
tive series. This method was inspired by the renormalization
group and is based on the assumption that expectation values
of products of fields at coinciding spacetime points satisfy
autonomous first-order differential equations. We then com-
pared our results with the results of the stochastic approach
and found them to be in good agreement.

In this paper we turn to the study of the massive case. In
Sect. 2 we review the quantization of a free massive scalar
field in de Sitter space. Section 3 presents a perturbative cal-
culation of the long-wavelength part of the two-point func-
tion. Section 3.1 contains the zeroth-order computation and
a comparison with the untruncated two-point function of the
free theory. In Sect. 3.2 we outline the “in-in” formalism
and use it to calculate the one- and two-loop corrections in
Sects. 3.3 and 3.4. For coinciding spacetime points our pertur-
bative expression agrees with those obtained in [26,29,35].
We compare our results with the Hartree–Fock approxima-
tion in Sect. 4 and with the stochastic approach in Sect. 5. In
Sect. 6 we argue that the perturbative expression for the two-
point function can be reorganized into a sum of exponential
functions that depend on the two given points in a de Sitter
invariant way.

2 Scalar field in de Sitter spacetime

We will study a massive scalar field with a quartic self-
interaction,

S =
∫

d4x
√−g

(
1

2
gμν∂μφ∂νφ − 1

2
m2φ2 − λ

4
φ4
)

, (1)

propagating in the de Sitter background represented as an
expanding spatially flat Friedmann universe (the Poincare
patch) with the metric

ds2 = dt2 − a2(t)δi j dx
i dx j , (2)

where the scale factor a(t) is

a(t) = eHt . (3)

Here t is a cosmic time coordinate and H is the Hubble
constant or the inverse of the de Sitter radius. The cosmic
time in an expanding de Sitter universe runs in the interval
−∞ < t < ∞. It will also be convenient to use a conformal
time coordinate η, which is related to the cosmic time t by the
condition dt = a(η)dη. Expressed in terms of the conformal
time, the metric is

ds2 = a2(η)(dη2 − δi j dx
i dx j ), (4)

where

a(η) = − 1

Hη
, (5)

and η runs from −∞ to 0.
We will assume that the coupling constant and the mass are

small: λ � 1, m2 � H2. However, as we will see from the
perturbative loop expansion, it has to be assumed addition-
ally that the mass is not too small:

√
λH2 � m2 � H2. Note

that there is no need in the last condition for the stochastic
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approach, but we have to impose it since we want to com-
pare the stochastic approach with the results of perturbation
theory.

When λ = 0, the equation of motion for the rescaled field
χ ≡ a(η)φ is

χ ′′ − ∇2χ − 1

η2

(
2 − m2

H2

)
χ = 0,

where primes denote derivatives with respect to the confor-
mal time and ∇2 is the three-dimensional Laplacian.

To quantize the field φ(x, t), we expand it in terms of
creation and annihilation operators

φ(x, t) =
∫

d3k
(2π)3

{
φk(η)eik·xak + φ∗

k (η)e−ik·xa†
k

}
,

where a†
k and ak satisfy the usual commutation relations.

The mode functions χk ≡ a(η)φk then obey the differential
equation

χ ′′
k + k2

[
1 − 1

k2η2

(
2 − m2

H2

)]
χk = 0,

where k = |k|. The general solution of this equation can be
expressed as a linear combination of Hankel functions:

χk(η) = √−kη
[
Ak H(1)

ν (−kη) + Bk H(2)
ν (−kη)

]
,

where the index ν is

ν =
√

9

4
− m2

H2 . (6)

The choice of the coefficients Ak and Bk defines a vacuum
state |0〉 annihilated by ak:

ak|0〉 = 0 for any k.

If one wants to have a vacuum that in the remote past
η → −∞ (or, equivalently, for modes with very short phys-
ical wavelengths, −kHη � H ) behaves like the vacuum in
Minkowski spacetime,

χk(η) → e−ikη

√
2k

,

one should choose

χk(η) = −
√

π

2

√−ηH(1)
ν (−kη) .

Such a choice is called the Bunch–Davies vacuum [3]. The
mode functions of the original field, φk = a−1χk , are then
given by

φk(η) = −
√

π

2
H(−η)3/2H(1)

ν (−kη). (7)

As long as m > 0, this state is de Sitter invariant [7].

Throughout this paper we will be assuming that m2 �
H2, in which case the order (6) of the Hankel function
becomes

ν ≈ 3

2
− u, with u ≡ m2

3H2 � 1. (8)

3 Perturbative calculation of the two-point correlation
function

In this section we present a perturbative calculation of the
long-wavelength part of the two-point function. There are
two reasons why it is meaningful to consider exclusively the
long-wavelength modes.

The first reason is physical. The fluctuations relevant for
the formation of the observed large-scale structure of the
universe are those whose wavelength, by the end of inflation,
has been stretched to a size much larger than the Hubble
horizon.

The second reason is mathematical. Calculations are much
simpler if instead of the modes (7), one uses their long-
wavelength limit. At the same time, in many cases the results
can reflect the behavior of the untruncated theory. In the
small mass limit, the long-wavelength two-point function
matches with the untruncated one for large separations and
for coinciding spacetime points. For the free theory, this is
explicitly shown at the end of Sect. 3.1. Perturbative correc-
tions (which we calculate in Sects. 3.3 and 3.4) consist of
products of Wightman functions and retarded Green’s func-
tions, integrated over momenta and intermediate time coordi-
nates. Here too the leading contribution in small mass derives
entirely from the long-wavelength limit of these functions.

3.1 The free theory

At the level of the free theory, the two-point function in a
vacuum state |0〉 defined by a set of modes φk(η) is given by

〈φ(x, t1)φ(y, t2)〉λ0 ≡ 〈0|φ(x, t1)φ(y, t2)|0〉
=
∫

d3k
(2π)3 φk(η1)φ

∗
k (η2)e

ik·(x−y)

= 1

2π2

∫ ∞

0
dk k2 sin kr

kr
φk(η1)φ

∗
k (η2),

(9)

where on the last line the integration over the angles was
performed, and r ≡ |x − y|.

The long-wavelength part of (9) consists of modes with
physical momenta much less than H :

k

a(η1)H
= −kη1 < ε,

k

a(η2)H
= −kη2 < ε,
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where ε is a small constant parameter, ε � 1. Expanding the
mode functions (7) in this limit yields

φk(η) ≈ i H√
2
(−η)3/2(−kη)−ν = i H√

2k3
(−kη)u . (10)

The long-wavelength part of the two-point function is then
given by

〈φ(x, t1)φ(y, t2)〉λ0,L

= H2(η1η2)
u

4π2

∫ −ε/ηm

0

dk

k

k2u sin(kr)

kr
, (11)

whereηm is the earliest time that accompanies the momentum
k: ηm ≡ min(η1, η2), and the subscript L stands for “long-
wavelength”.

In the case of coinciding spacetime points, Eq. (11) gives

〈φ2(x, t)〉λ0,L = H2(−η)2u

4π2

∫ −ε/η

0

dk

k1−2u = H2

8π2

ε2u

u
.

(12)

By expanding ε2u for small values of u

ε2u = 1 + 2u ln ε + O(u2 ln2 ε),

we see that if we choose ε in such a way that it satisfies the
following conditions

exp
(
−u−1
)

� ε � 1, (13)

then ε2u in Eq. (12) may be replaced by 1:

〈φ2(x, t)〉λ0,L = H2

8π2u
= 3H4

8π2m2 . (14)

It is very important that 〈φ2〉λ0,L appears to be anomalously
large – much larger than H2. This makes 〈φ2〉L a very good
approximation for the total renormalized value of 〈φ2〉ren,
both here and at higher loops, since small-scale and renor-
malization contributions to this quantity are of the order of
H2 (possibly up to a logarithmic multiplier).

To consider a more general case, it is convenient to intro-
duce a new integration variable w ≡ kr and rewrite Eq. (11)
as

〈φ(x, t1)φ(y, t2)〉λ0,L = H2

4π2

(
η1η2

r2

)u ∫ −εr/ηm

0

sin w

w2−2u dw.

(15)

In order to analyze this expression, let us look at the fol-
lowing quantity: given two points in de Sitter spacetime, there
is a de Sitter invariant function associated with them [7,8]:

Z(X,Y ) = −H2ημνX
μY ν, (16)

where X and Y represent coordinates in five-dimensional
Minkowski embedding spacetime with the metric ημν =
diag(1,−1,−1,−1,−1). We describe this function in more
details in Appendix A. The explicit expression for (16)

depends on the coordinate system. In spatially flat coordi-
nates (4) that we use throughout this paper it has the form:

Z(x1, η1; y, η2) = η2
1 + η2

2 − |x − y|2
2η1η2

. (17)

The important property of this quantity is that it allows us
to distinguish between timelike and spacelike related points.
If points are timelike separated, then Z > 1; if points are
lightlike separated, then Z = 1, and if points are spacelike
separated, then Z < 1.

If (x, t1) and (y, t2) are related in such a way that

Z > 1 − 1

2ε2 , (18)

then it can be deduced from

η2
1 + η2

2 − |x − y|2
2η1η2

> 1 − 1

2ε2

that

−r/ηm < 1/ε,

where ηm ≡ min(η1, η2) and r ≡ |x − y|. This means that
the upper limit of the integral in (15) is smaller than 1, so we
can use the approximation sin w ≈ w and obtain

〈φ(x, t1)φ(y, t2)〉λ0,L = H2

4π2

(η1η2

r2

)u ∫ −εr/ηm

0

dw

w1−2u

= H2

8π2

ε2u

u

(
η1η2

η2
m

)u
. (19)

As explained earlier, ε2u can be replaced by 1 if it satisfies
the condition (13). Hence in terms of the cosmic time we
have

〈φ(x, t1)φ(y, t2)〉λ0,L = H2

8π2u
e−uH |t1−t2|. (20)

There are two important subcases of (18) for which the
two-point function is given by the above expression. One
is when points (x, t1) and (y, t2) are timelike or lightlike
separated; the other is when these points have coinciding time
coordinates and the physical spatial distance between them
satisfies a(t)r < (εH)−1. In the latter instance, from Eq. (20)
we obtain the same result as in Eq. (14). This means that as
far as the long-wavelength correlation function is concerned,
there is no difference between coinciding spacetime points
and points on a constant time hypersurface that are separated
by a proper distance less than (εH)−1.

Turning to the case where the upper limit of the integral
in (15) is bigger than 1, that is,

(−r/ηm) > 1/ε, (21)

it can be shown by using (17) that

Z < 1 − 1

2ε2 � −1;
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therefore, this corresponds to the regime of large spacelike
separation between points. Let us split the integral in (15)
into two parts
∫ −εr/ηm

0

sin w

w2−2u dw =
∫ ∞

0

sin w

w2−2u dw −
∫ ∞

−εr/ηm

sin w

w2−2u dw.

(22)

The first integral can be calculated exactly∫ ∞

0

sin w

w2−2u dw = − cos(πu)�(2u − 1) = 1

2u

(
1 + O(u)

)
,

while the second integral can be shown to be smaller than
(1 − 2u)−1:∣∣∣∣
∫ ∞

−εr/ηm

sin w

w2−2u dw

∣∣∣∣ <
∫ ∞

−εr/ηm

w2u−2dw <
1

1 − 2u
,

where the second inequality follows from (21). Hence in the
small mass limit (u � 1), the second term on the right-hand
side of (22) can be neglected, and we conclude that in the
regime of large spacelike separation the two-point function
equals

〈φ(x, t1)φ(y, t2)〉λ0,L = H2

8π2u

(η1η2

r2

)u

= H2

8π2u
e−uH(t1+t2)(r H)−2u . (23)

As we can see, in this regime the equal-time two-point func-
tion,

〈φ(x, t)φ(y, t)〉λ0,L = 3H4

8π2m2 (RH)
− 2m2

3H2 , (24)

depends only on the physical spatial distance R ≡ reHt .
Let us compare the long-wavelength results we have

obtained so far with the untruncated two-point function. This
two-point function is calculated by using Eq. (9) with mode
functions given by (7). The result is well known [3,8]: for
spacelike separated points, it is equal to

〈φ(x, t1)φ(y, t2)〉λ0

= H2(1 − u)(2 − u)

16π sin πu
F

(
3 − u, u; 2; 1 + Z

2

)
, (25)

where F is a hypergeometric function, which is real for Z <

1 and has a branch cut that runs from Z = 1 to +∞. To study
(25) in the limit of coinciding spacetime points, we expand
it around Z = 1:

〈φ(x, t1)φ(y, t2)〉λ0

→ H2

8π2

(
1

u
− 2 + 1

1 − Z
− ln

(1 − Z)

2
+ O(u)

)
(26)

as (x, t1) → (y, t2); O(u) contains terms that are finite as
well as terms that diverge as Z → 1. It is evident from

the above expression that the term leading in u is free of
ultraviolet divergences and coincides with the result (14),
obtained by the long-wavelength truncation.

When points are timelike separated, the untruncated cor-
relation function equals

〈φ(x, t1)φ(y, t2)〉λ0

= H2(1 − u)(2 − u)

16π sin πu
F

(
3 − u, u; 2; 1 + Z ± iε

2

)
,

(27)

where ε is a positive real infinitesimal. The plus sign in front
of ε refers to the case when (x, t1) is in the past light cone of
(y, t2), and the minus sign to the case when (x, t1) is in the
forward light cone of (y, t2). The +iε and −iε prescriptions
push the branch cut in the complex (1 − Z)-plane slightly
above and slightly below the negative real axis, respectively.
Consequently, the sign of the imaginary part of (27) depends
on the sign of t1 − t2: when (t1 − t2) > 0, the imaginary part
of (27) is negative, and when (t1 − t2) < 0, the imaginary
part of (27) is positive.

It follows from Eqs. (25) and (27) that for |Z | � 1,

〈φ(x, t1)φ(y, t2)〉λ0 → H2

8π2u

(
1 + O(u0)

)
|Z |−u . (28)

For large timelike separations, Z is much greater than unity
and can be approximated as Z ≈ 0.5eH |t1−t2|. Therefore,
(28) becomes

〈φ(x, t1)φ(y, t2)〉λ0 → H2

8π2u
e−uH |t1−t2|,

which matches with its long-wavelength counterpart (20).
For large spacelike separations, Z � −1 and, with the addi-
tional assumption that −r/ηm � 1, it can be approximated
as Z ≈ −0.5H2r2eH(t1+t2). Hence (28) reduces to

〈φ(x, t1)φ(y, t2)〉λ0 → H2

8π2u
e−uH(t1+t2)(r H)−2u,

which also coincides with its long-wavelength analog (23).
Just as in flat spacetime, the expectation value of the com-

mutator of two fields vanishes for spacelike separated points
and is nonzero for timelike separated points. For example, if
(x, t1) is in the future of (y, t2), then

〈[φ(x, t1), φ(y, t2)]〉λ0

= i H2(1 − u)(2 − u)

8π sin πu
Im

{
F

(
3 − u, u; 2; 1 + Z − iε

2

)}
.

On the other hand, it follows from Eqs. (20) and (23) that

〈[φ(x, t1), φ(y, t2)]〉λ0,L = 0 (29)

both for timelike and spacelike related points. The vanishing
of the commutator in (29) indicates that the long-wavelength
part of the field in a sense behaves like a classical quantity.
As we will see, the perturbative corrections don’t change the
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value of the long-wavelength commutator: it remains equal
to zero.

3.2 The “in-in” formalism

To calculate perturbative corrections to the two-point func-
tion, we will work in the interaction picture and use the “in-
in” formalism [37–42]. In this formalism the two-point func-
tion can be written as

〈φ(x, t1)φ(y, t2)〉
= 〈0∣∣U †(t1,−∞)φI (x, t1)U (t1,−∞)

×U †(t2,−∞)φI (y, t2)U (t2,−∞)
∣∣0〉. (30)

Here, |0〉 is the vacuum state of the free theory andU (t,−∞)

is the unitary time-evolution operator:

U (t,−∞) = T e−i
∫ t
−∞ dt ′ HI (t ′),

U †(t,−∞) = T ei
∫ t
−∞ dt ′ HI (t ′),

where T stands for time-ordering, T – for anti-time-ordering.
Just as in “in-out” formalism, φI -s are interaction picture
fields with time evolution governed by the free theory Hamil-
tonian and HI is the interaction Hamiltonian in the interaction
picture. In what follows we suppress the subscript I of the
interaction picture fields.

Unlike in “in-out” formalism, conditions on fields and
states are not imposed at both very early and very late times,
but only at very early times: both the vacuum state |0〉 and
its Hermitian conjugate are defined at −∞.

For practical calculations it will be convenient to rewrite
Eq. (30) in a slightly different form. Let us represent the
time-evolution operator and its Hermitian conjugate as

U (t1,−∞) = U †(∞, t1)U (∞,−∞),

U †(t2,−∞) = U †(∞,−∞)U (∞, t2).

Using the right-hand side of these equalities to replace the
product U (t1,−∞)U †(t2,−∞) in (30) gives

〈φ(x, t1)φ(y, t2)〉 = 〈0∣∣U †(t1,−∞)φ(x, t1)U †(∞, t1)

×U (∞, t2)φ(y, t2)U (t2,−∞)
∣∣0〉

= 〈0∣∣T (φ(x, t1)e
i
∫∞
−∞ dt ′ HI (t ′))

×T
(
φ(y, t2)e−i

∫∞
−∞ dt ′ HI (t ′))∣∣0〉. (31)

The second equality is obtained by noticing that on the right-
hand side of the first equality the first three operators are anti-
time-ordered and the last three operators are time-ordered.

The right-hand side of (31) can be interpreted in the fol-
lowing way: we start with the initial state at −∞, evolve
forward to t2 where the operator φ(y, t2) is inserted, then
continue to evolve forward to ∞; afterwards, we evolve back-
ward to t1 where the operator φ(x, t1) occurs, then continue
to evolve back to −∞. This is why the “in-in” formalism

is also called “closed-time-path” formalism. This interpreta-
tion makes it possible to write (31) in terms of a single time-
ordered expression [41,43]: label the fields on the forward-
flowing part of the path with a “+” superscript, and the fields
on the backward-flowing part of the path with a “−” super-
script; thereby, (31) can be written as

〈φ(x, t1)φ(y, t2)〉
= 〈0∣∣T (φ−(x, t1)φ+(y, t2)e

−i
∫∞
−∞ dt ′ [H+

I (t ′)−H−
I (t ′)])∣∣0〉,

(32)

where H±
I (t) ≡ HI [φ±(t, x)], and the time-ordering oper-

ation is extended in the following way: two “+” fields are
ordered as usual,

T (φ+(x, t)φ+(y, t ′)) = θ(t − t ′)φ+(x, t)φ+(y, t ′)
+θ(t ′ − t)φ+(y, t ′)φ+(x, t),

“−” fields always occur after “+” fields,

T (φ+(x, t)φ−(y, t ′)) = φ−(y, t ′)φ+(x, t),

T (φ−(x, t)φ+(y, t ′)) = φ−(x, t)φ+(y, t ′),

and two “−” fields are ordered in the opposite of the usual
sense,

T (φ−(x, t)φ−(y, t ′)) = θ(t ′ − t)φ−(x, t)φ−(y, t ′)
+θ(t − t ′)φ−(y, t ′)φ−(x, t).

We can use Wick’s theorem to express the time-ordered
products in (32) in terms of field contractions, but unlike in
“in-out” formalism, there are four types of Wick contractions
(and hence, four propagators)

〈0|T (φ+(x, t)φ+(y, t ′))|0〉
= θ(t − t ′)G>(x, t; y, t ′) + θ(t ′ − t)G<(x, t; y, t ′),

〈0|T (φ+(x, t ′)φ−(y, t ′))|0〉 = G<(x, t; y, t ′),
〈0|T (φ−(x, t)φ+(y, t ′))|0〉 = G>(x, t; y, t ′),
〈0|T (φ−(x, t)φ−(y, t ′))|0〉

= θ(t ′ − t)G>(x, t; y, t ′) + θ(t − t ′)G<(x, t; y, t ′),
where G>(x, t; y, t ′) and G<(x, t; y, t ′) are the Wightman
functions

G>(x, t; y, t ′) ≡ 〈0|φ(x, t)φ(y, t ′)|0〉
=
∫

d3k
(2π)3 eik(x−y)G>

k (t, t ′),

G<(x, t; y, t ′) ≡ 〈0|φ(y, t ′)φ(x, t)|0〉
=
∫

d3k
(2π)3 eik(x−y)G<

k (t, t ′).

In terms of the conformal time, the momentum representa-
tions of the Wightman functions are given by

G>
k (η, η′) = φk(η)φ∗

k (η
′)

123
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Fig. 1 One-loop diagram

= πH2

4
(−η)3/2(−η′)3/2H(1)

ν (−kη)H(2)
ν (−kη′), (33)

G<
k (η, η′) = φ∗

k (η)φk(η
′) = G>

k (η′, η), (34)

where we have used the mode functions (7) associated with
the Bunch–Davies state.

3.3 The one-loop correction

The interaction Hamiltonian of the scalar field with quartic
self-interaction is given by

HI (t) =
∫

d3x
(
a3(t)

λ

4
φ4
)

.

The one-loop correction to the two-point function can be
obtained by expanding Eq. (32) to first order in the coupling
constant λ:

〈φ(x, t1)φ(y, t2)〉λ
= −i
∫ ∞

−∞
dt ′ 〈0|T

(
φ−(x, t1)φ+(y, t2)

×
[
H+
I (t ′) − H−

I (t ′)
])

|0〉.

Taking the contractions that lead to the connected diagram
(Fig. 1) and switching from the cosmic time t to the conformal
time η yields

〈φ(x, t1)φ(y, t2)〉λ
= −3iλ

∫ 0

−∞
dη′a4(η′)

∫
d3k

(2π)3 e
ik·(x−y)

×
[
θ(η1 − η′)GC

k (η1, η
′)G<

k (η2, η
′)

+ θ(η2 − η′)GC
k (η2, η

′)G>
k (η1, η

′)
] ∫

d3�

(2π)3 G
>
 (η′, η′),

(35)

where GC
k (η, η′) ≡ G>

k (η, η′) − G<
k (η, η′). Note that the

product θ(η − η′)GC
k (η, η′) is nothing but the momentum

representation of the retarded Green’s function.
To evaluate the long-wavelength part of (35), let us look

at the small (physical) momenta expansion of the Wightman
functions. It follows from Eq. (10) that

G>
k (η, η′) ≈ H2

2k3 (−kη)u(−kη′)u ≈ G<
k (η, η′). (36)

The long-wavelength part of the integral over � in Eq. (35)
is equal to 〈φ2〉λ0,L (cf. Eq (12)):

∫ −ε/η′
d3�

(2π)3 G
>
 (η′, η′) ≈ H2

4π2

∫ −ε/η′

0

d


(−η′)2u

= H2

8π2

ε2u

u
. (37)

In order to extract the leading terms from the difference of
the Wightman functions, it is convenient to rewrite it in terms
of the Bessel functions of the first and second kind; from
Eqs. (33) and (34) we have

GC
k (η, η′) = i

πH2

2
(−η)3/2(−η′)3/2

×
[
Yν(−kη)Jν(−kη′) − Jν(−kη)Yν(−kη′)

]
,

which in the long-wavelength limit gives

GC
k (η, η′) ≈ − i

2ν
H2(−η)3/2(−η′)3/2

×
[
(−kη)−ν(−kη′)ν − (−kη)ν(−kη′)−ν

]

≈ − i

3
H2(−η)u(−η′)3−u + i

3
H2(−η)3−u(−η′)u .

In what follows we will only keep the first term of this approx-
imation,

GC
k (η, η′) ≈ − i

3
H2(−η)u(−η′)3−u, (38)

since (as it will become clear from the calculations below)
the part of the two-point function that would arise due to the
second term would be suppressed by an extra factor of u.

Substituting Eqs. (36), (37) and (38) into Eq. (35) gives

〈φ(x, t1)φ(y, t2)〉λ,L

= λH2

16π2

ε2u

u
(η1η2)

u
{∫ η1

−∞
dη′

η′

∫ −ε/ηm d3k
(2π)3

eik·(x−y)

k3−2u

+
∫ η2

−∞
dη′

η′

∫ −ε/ηm d3k
(2π)3

eik·(x−y)

k3−2u

}

= λH2

32π4

ε2u

u

(η1η2

r2

)u{∫ η1

−∞
dη′

η′

∫ −εr/ηm

0

sin w

w2−2u dw

+
∫ η2

−∞
dη′

η′

∫ −εr/ηm

0

sin w

w2−2u dw

}
,

(39)

where ηm is the earliest time that accompanies the momen-
tum k: ηm ≡ min(η1, η2, η

′). This momentum cutoff is cho-
sen in such a way as to ensure that all the physical scales
associated with the comoving scale k are smaller than εH
(that is, −kη1 < ε, −kη2 < ε and −kη′ < ε). To make the
calculations more tractable, let us assume that t1 ≥ t2 (that
is, η1 ≥ η2), in which case ηm = min(η2, η

′). In the second

123
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term in curly brackets, ηm is then equal to η′. In the first term,
ηm is determined by splitting the time integral into two parts
∫ η1

−∞
dη′

η′

∫ −εr/ηm

0

sin w

w2−2u dw

=
∫ η2

−∞
dη′

η′

∫ −εr/η′

0

sin w

w2−2u dw

+
∫ η1

η2

dη′

η′

∫ −εr/η2

0

sin w

w2−2u dw ; (40)

hence, Eq. (39) becomes

〈φ(x, t1)φ(y, t2)〉λ,L

= λH2

32π4

ε2u

u

(η1η2

r2

)u {
2
∫ η2

−∞
dη′

η′

∫ −εr/η′

0

sin w

w2−2u dw

+
∫ η1

η2

dη′

η′

∫ −εr/η2

0

sin w

w2−2u dw

}
. (41)

If the points (x, t1) and (y, t2) are related in such a way
that Z > 1−(2ε2)−1, the upper limit of the integral over w in
the second term in curly brackets is less than unity. Since η′
in the first term is less than η2, the upper limit of the integral
over w in here is also less than unity. Hence in both terms
sin w can be replaced by w,

∫ −εr/η

0

sin w

w2−2u dw ≈
∫ −εr/η

0

dw

w1−2u = ε2u

2u

(
r

−η

)2u

,

after which we obtain

〈φ(x, t1)φ(y, t2)〉λ,L

= − λH2

64π4

ε4u

u3

(
η1

η2

)u (
1 − u ln

η1

η2

)

= − λH2

64π4

ε4u

u3

(
1 + uH(t1 − t2)

)
e−uH(t1−t2).

Had we assumed that t2 > t1, this result would still be true
but with t1 and t2 exchanged. Therefore it can be generalized
as

〈φ(x, t1)φ(y, t2)〉λ,L

= − λH2

64π4u3

(
1 + uH |t1 − t2|

)
e−uH |t1−t2|. (42)

Specifically, in the case of coinciding spacetime points one
finds

〈φ2(x, t)〉λ,L = − 27λH8

64π4m6 . (43)

Note that even though the second term in the parenthesis
of (42) has an additional factor of u, this term cannot be
neglected because it is greater than unity when |t1 − t2| >

1/u.
As explained in Sect. 3.1, when −εr/η2 > 1 (and conse-

quently Z < 1 − 1
2ε2 ), the integral over w in the second term

in the curly brackets of Eq (41) can be approximated as
∫ −εr/η2

0

sin w

w2−2u dw ≈
∫ ∞

0

sin w

w2−2u dw = 1

2u

(
1 + O(u)

)
.

(44)

Performing the η′ integration then produces
∫ η1

η2

dη′

η′

∫ −εr/η2

0

sin w

w2−2u dw ≈ 1

2u
ln

(
η1

η2

)
. (45)

To evaluate the first term, we split the time integral as follows:

2
∫ η2

−∞
dη′

η′

∫ −εr/η′

0

sin w

w2−2u dw

= 2
∫ −εr

−∞
dη′

η′

∫ −εr/η′

0

sin w

w2−2u dw

+2
∫ η2

−εr

dη′

η′

∫ −εr/η′

0

sin w

w2−2u dw.

The second term on the right side of the above equality should
be treated the same way as integrals (44) and (45),

2
∫ η2

−εr

dη′

η′

∫ −εr/η′

0

sin w

w2−2u dw ≈ 1

u
ln

(−η2

εr

)
, (46)

since the ratio −εr/η′ in here stays greater than unity. In the
first term this ration stays smaller than unity, and hence this
term can be calculated as

2
∫ −εr

−∞
dη′

η′

∫ −εr/η′

0

sin w

w2−2u dw

≈ 2
∫ −εr

−∞
dη′

η′

∫ −εr/η′

0

dw

w1−2u = − 1

2u2 . (47)

Upon substituting Eqs. (45), (46) and (47) into Eq. (41),
we obtain the long-wavelength correlation function at large
spacelike separations:

〈φ(x, t1)φ(y, t2)〉λ,L

= − λH2

64π4

ε2u

u3

(η1η2

r2

)u [
1 + u ln

(
ε2r2

η1η2

)]
,

which in terms of cosmic time becomes

〈φ(x, t1)φ(y, t2)〉λ,L = − λH2

64π4u3

(
r2H2eH(t1+t2)

)−u

×
{

1 + u ln
(
r2H2eH(t1+t2)

)}
.

(48)

If we considered the case t2 > t1, this result would still be
true.

The comparison of Eqs. (42) and (48) with (20) and (23)
reveals that the effective parameter of the perturbative expan-
sion is not λ but λ/u2, so the perturbation theory is valid as
long as λ � m4/H4.

123



Eur. Phys. J. C (2022) 82 :345 Page 9 of 19 345

Fig. 2 Diagram with two independent loops

3.4 The two-loop correction

Upon expanding (32) to second order in λ and taking all of the
possible field contractions that produce connected graphs, we
obtain several diagrams with different topologies that con-
tribute to the two-point function at λ2-order.

3.4.1 Two independent loops

Taking the field contractions that correspond to the diagram
with two independent loops (Fig. 2), one finds

〈φ(x, t1)φ(y, t2)〉(1)

λ2

= −9λ2
{∫ 0

−∞
dη′a4(η′)

∫ η′

−∞
dη′′a4(η′′)

×
∫

d3k
(2π)3 e

ik·(x−y)
[
θ(η1 − η′)GC

k (η1, η
′)G<

k (η2, η
′′)

+ θ(η2 − η′)GC
k (η2, η

′)G>
k (η1, η

′′)
]
GC

k (η′, η′′)

+
∫ η1

−∞
dη′a4(η′)

∫ η2

−∞
dη′′a4(η′′)

∫
d3k

(2π)3 e
ik·(x−y)

×GC
k (η1, η

′)GC
k (η2, η

′′)G>
k (η′, η′′)

}

×
∫

d3�

(2π)3 G
>
 (η′, η′)

∫
d3p

(2π)3 G
>
p (η′′, η′′).

Using the small momenta approximations (36), (37) and (38)
gives

〈φ(x, t1)φ(y, t2)〉(1)

λ2,L
= λ2H2

256π6

ε4u

u2

(η1η2

r2

)u

×
{∫ η1

−∞
dη′

η′

∫ η′

−∞
dη′′

η′′ +
∫ η2

−∞
dη′

η′

∫ η′

−∞
dη′′

η′′

+
∫ η1

−∞
dη′

η′

∫ η2

−∞
dη′′

η′′

}∫ −εr/ηm

0

sin w

w2−2u dw, (49)

whereηm is the earliest time that accompanies the momentum
k: ηm ≡ min(η1, η2, η

′, η′′). We can evaluate (49) by going
through steps similar to the ones in the previous subsection; it
is slightly more tedious here since splitting the time integrals
produces more terms.

When Z > 1 − (2ε2)−1, we obtain

〈φ(x, t1)φ(y, t2)〉(1)

λ2,L
= λ2H2

512π6u5
e−uH |t1−t2|

Fig. 3 Snowman diagram

×
(

1 + uH |t1 − t2| + 1

2
u2H2|t1 − t2|2

)
, (50)

which for coinciding spacetime points becomes

〈φ2(x, t)〉(1)

λ2,L
= 243λ2H12

512π6m10 . (51)

In Z < 1 − (2ε2)−1 regime, with the additional assumption
that −εr/min(η1, η2) > 1, evaluating (49) yields

〈φ(x, t1)φ(y, t2)〉(1)

λ2,L
= λ2H2

512π6u5

(
r2H2eH(t1+t2)

)−u

×
{

1 + u ln
(
r2H2eH(t1+t2)

)

+1

2
u2 ln2
(
r2H2eH(t1+t2)

)}
. (52)

3.4.2 Snowman diagram

Next, we consider the snowman diagram (Fig. 3). Contrac-
tions corresponding to this diagram produce the following
result:

〈φ(x, t1)φ(y, t2)〉(2)

λ2

= −9λ2
∫ 0

−∞
dη′a4(η′)

∫
d3k

(2π)3 e
ik·(x−y)

×
[
θ(η1 − η′)GC

k (η1, η
′)G<

k (η2, η
′)

+ θ(η2 − η′)GC
k (η2, η

′)G>
k (η1, η

′)
] ∫ η′

−∞
dη′′a4(η′′)

×
∫

d3p
(2π)3

(
G>

p (η′, η′′) + G<
p (η′, η′′)

)
GC

p (η′, η′′)

×
∫

d3�

(2π)3 G
>
 (η′′, η′′).

The long-wavelength approximation of this expression has
the form:

〈φ(x, t1)φ(y, t2)〉(2)

λ2,L
= λ2H2

64π6

ε2u

u

(η1η2

r2

)u

×
[ ∫ η1

−∞
dη′

η′ (−η′)2u +
∫ η2

−∞
dη′

η′ (−η′)2u
]

123
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×
∫ −εr/ηm

0

sin w

w2−2u dw

∫ η′

−∞
dη′′

η′′

∫ −ε/η′′

0

dp

p1−2u , (53)

where, as before, ηm is the earliest time that accompanies the
momentum k: ηm ≡ min(η1, η2, η

′). Evaluating this in the
case Z > 1 − (2ε2)−1 gives

〈φ(x, t1)φ(y, t2)〉(2)

λ2,L

= λ2H2

512π6u5

(
1 + uH |t1 − t2|

)
e−uH |t1−t2|, (54)

which for coinciding spacetime points reduces to

〈φ2(x, t)〉(2)

λ2,L
= 243λ2H12

512π6m10 . (55)

On the other hand, when Z < 1 − (2ε2)−1, Eq. (53) gives

〈φ(x, t1)φ(y, t2)〉(2)

λ2,L
= λ2H2

512π6u5

(
r2H2eH(t1+t2)

)−u

×
{

1 + u ln
(
r2H2eH(t1+t2)

)}
.

(56)

3.4.3 Sunset diagram

For the field contractions that correspond to the sunset dia-
gram (Fig. 4) we obtain the following expression:

〈φ(x, t1)φ(y, t2)〉(3)

λ2

= −6λ2
{∫ 0

−∞
dη′a4(η′)

∫ η′

−∞
dη′′a4(η′′)

×
∫

d3k
(2π)3

d3q
(2π)3

d3p
(2π)3

d3�

(2π)3

×(2π)3δ3(k + p + l + q)eik·(x−y)

×
[
θ(η1 − η′)GC

k (η1, η
′)G<

k (η2, η
′′)

+θ(η2 − η′)GC
k (η2, η

′)G>
k (η1, η

′′)
]

×
[
G>

p (η′, η′′)G>
q (η′, η′′) + G>

p (η′, η′′)G<
q (η′, η′′)

+G<
p (η′, η′′)G<

q (η′, η′′)
]
GC

 (η′, η′′)

+
∫ η1

−∞
dη′a4(η′)

∫ η2

−∞
dη′′a4(η′′)

×
∫

d3k
(2π)3

d3q
(2π)3

d3p
(2π)3

d3�

(2π)3

×(2π)3δ3(k + p + l + q)eik·(x−y)GC
k (η1, η

′)

×GC
k (η2, η

′′)G>
 (η′, η′′)G>

p (η′, η′′)G>
q (η′, η′′)

}
. (57)

Let us use the delta function on the fourth line to perform the
integral over � and the delta function on the second to last
line to perform the integral over k:

Fig. 4 Sunset diagram

〈φ(x, t1)φ(y, t2)〉(3)

λ2

= −6λ2
{∫ 0

−∞
dη′a4(η′)

∫ η′

−∞
dη′′a4(η′′)

×
∫

d3k
(2π)3

d3q
(2π)3

d3p
(2π)3 e

ik·(x−y)

×
[
θ(η1 − η′)GC

k (η1, η
′)G<

k (η2, η
′′)

+ θ(η2 − η′)GC
k (η2, η

′)G>
k (η1, η

′′)
]

×
[
G>

p (η′, η′′)G>
q (η′, η′′) + G>

p (η′, η′′)G<
q (η′, η′′)

+G<
p (η′, η′′)G<

q (η′, η′′)
]
GC

 (η′, η′′)

+
∫ η1

−∞
dη′a4(η′)

∫ η2

−∞
dη′′a4(η′′)

×
∫

d3q
(2π)3

d3p
(2π)3

d3�

(2π)3 e
i(�+p+q)·(x−y)GC

k (η1, η
′)

×GC
k (η2, η

′′)G>
 (η′, η′′)G>

p (η′, η′′)G>
q (η′, η′′)

}
,

where on the seventh line  = |k+p+q|, and on the last two
lines k = |� + p + q|. Because in the long-wavelength limit
GC -s are momentum-independent, the momentum integrals
decouple in this limit and one obtains

〈φ(x, t1)φ(y, t2)〉(3)

λ2,L
= λ2H2

12
(η1η2)

u

×
{

3

r2u

[ ∫ η1

−∞
dη′

η′ (−η′)2u
∫ η′

−∞
dη′′

η′′ (−η′′)2u

+
∫ η2

−∞
dη′

η′ (−η′)2u
∫ η′

−∞
dη′′

η′′ (−η′′)2u
]

×
∫ −εr/ηm

0

sin w

w2−2u dw

(∫ −ε/η′′

0

dp

p1−2u

)2

+ 1

r6u

∫ η1

−∞
dη′

η′ (−η′)2u
∫ η2

−∞
dη′′

η′′ (−η′′)2u

×
(∫ −εr/η′

m

0

sin w

w2−2u dw

)3}
, (58)

whereηm is the earliest time that accompanies the momentum
k: ηm ≡ min(η1, η2, η

′, η′′), and η′
m is the earliest time that

accompanies the momenta �, p and q: η′
m ≡ min(η′, η′′). For

Z > 1 − (2ε2)−1, evaluating (58) gives
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〈φ(x, t1)φ(y, t2)〉(3)

λ2,L

= λ2H2

1024π6u5

(
1 + 2uH |t1 − t2|

)
e−uH |t1−t2|

+ λ2H2

3072π6u5
e−3uH |t1−t2|. (59)

For coinciding spacetime points, (59) reduces to

〈φ2(x, t)〉(3)

λ2,L
= 81λ2H12

256π6m10 . (60)

In the opposite regime, Z < 1 − (2ε2)−1, Eq. (58) yields

〈φ(x, t1)φ(y, t2)〉(3)

λ2,L

= λ2H2

1024π6u5

(
r2H2eH(t1+t2)

)−u

×
{

1 + 2u ln
(
r2H2eH(t1+t2)

)}

+ λ2H2

3072π6u5

(
r2H2eH(t1+t2)

)−3u
. (61)

Could the ultraviolet divergences and renormalization
change the results obtained in this section? To answer this
question, let us look, for example, at one of the terms in (57)
rewritten in coordinate space:
∫ η2

−∞
dη′a4(η′)

∫ η′

−∞
dη′′a4(η′′)

∫
d3v
∫
d3wGC (y, t2; v, t ′)

×G>(x, t1;w, t ′′)GC (v, t ′;w, t ′′)
[
G>(v, t ′;w, t ′′)

]2
.

Ultraviolet divergences in this expression occur when
(v, t ′) = (w, t ′′). Recall that G> ≡ 〈φ(v, t ′)φ(w, t ′′)〉λ0 ;
hence, around Z = 1 it is given by (26) for spacelike related
points and by

G>(v, t ′;w, t ′′) → H2

8π2

(
1

u
− 2 − 1

Z − 1 ± iε

− ln
(Z − 1)

2
± iπ + O(u)

)

for timelike related points. As shown in Sect. 3.1, the first
term in this expression arises solely from modes with small
physical momenta.

To write the function GC ≡ G> − G< = 2 Im(G>), we
can use the identity

1

x ± iε
= P

1

x
∓ iπδ(x),

where P means the principal value. For timelike related
points,

GC (v, t ′;w, t ′′) → H2

4π2

(
± iπδ(Z − 1) ± iπ

)
,

and for spacelike related points it is equal to zero.

In the product GC (v, t ′;w, t ′′)
[
G>(v, t ′;w, t ′′)

]2
, the

leading term in u that does not produce UV divergences

is of the order H6/u2 and derives entirely from the long-
wavelength modes. On the other hand, the leading term con-
taining UV divergences is of the order H6/u. Therefore, the
renormalization does not affect the value of the two-point
function at leading order in small mass.

Now, taking this into account and combining (14), (43),
(51), (55) and (60), we get the final expression for the average
value of 〈φ2〉 at coinciding spacetime points in the equilib-
rium Bunch–Davies state:

〈φ2〉 = 3H4

8π2m2 − 27λH8

64π4m6 + 81λ2H12

64π6m10 + O(λ3). (62)

We have not obtained any instability at the two-loop level
conjectured in [44]. This result is in qualitative agreement
with general considerations in [25,27,30]. Note, however,
that the constancy of 〈φ2〉 does not mean that there is no par-
ticle creation in this state. Although the notion of particles is
not well defined in the long-wavelength (super-Hubble, anti-
WKB) regime and 〈φ2〉 includes contributions from both cre-
ated particles and vacuum polarization, from the fact that the
effective number of particles in each Fourier mode k grows
with time in the super-Hubble regime, one may say that strong
particle creation occurs in the Bunch–Davies state, but this
growth is exactly compensated by the universe expansion.
This also shows that it is misleading to call the Bunch–Davies
state a vacuum, at least if m2 � H2. However, it is certainly
the equilibrium state.

Our expression (62) agrees with the results in [26,29],
which were also obtained by quantum field theory calcula-
tion.

4 Comparison with the Hartree–Fock approximation

Let us follow paper [14] and write the equation of motion for
the scalar field with the action (1),

�φ = −m2φ − λφ3,

where � ≡ gμν∇μ∇ν is the covariant d’Alembertian. Mul-
tiplying both sides of this equation by φ, using the identity

φ�φ = 1

2
�φ2 − ∂μφ∂μφ,

and taking expectation values of the field operators results in
the following equation

1

2
�〈φ2〉 − 〈∂μφ ∂μφ〉 = −m2〈φ2〉 − λ〈φ4〉.

If we use the Hartree–Fock (Gaussian) approximation,
〈φ4〉 = 3〈φ2〉2, this equation can be rewritten as

1

2
�〈φ2〉 − 〈∂μφ ∂μφ〉 = −m2〈φ2〉 − 3λ〈φ2〉2. (63)
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In the case of a massless noninteracting field, the long-
wavelength part of 〈φ2〉 is given by

〈φ2(x, t)〉L =
∫ −ε/η d3k

(2π)3 φk(η)φ∗
k (η) = H2

4π2

∫ −ε/η

κ

dk

k

= − H2

4π2 ln

(−κη

ε

)
, (64)

where Eq. (10) with u = 0 was used to express the mode
functions. We introduced an infrared cutoff κ for the comov-
ing momentum k since the integral is divergent at k = 0. In
terms of cosmic time (64) becomes

〈φ2〉L = H3

4π2 (t − t0), (65)

where t0 ≡ (1/H) ln(κ/Hε); thus, it grows linearly with
time [4–8]. This means that the only term that survives in the
d’Alembertian operator is the first time derivative:

�〈φ2〉L = 3H
∂

∂t
〈φ2〉L . (66)

The second term on the left side of Eq. (63) contains two
derivatives and, therefore, is a constant proportional to ε2,

〈∂μφ ∂μφ〉L ∝ ε2; (67)

hence, it can be neglected.
When λ and m are small, expressions (66) and (67) are

still approximately correct, so Eq. (63) reduces to

∂

∂t
〈φ2〉L = H3

4π2 − 2m2

3H
〈φ2〉L − 2λ

H
〈φ2〉2

L , (68)

where the first term on the right side is needed to recover (65)
in the limit of zero mass and coupling. As t → ∞, all of the
solutions to this equation approach an equilibrium value that
satisfies

H3

4π2 − 2m2

3H
〈φ2〉L − 2λ

H
〈φ2〉2

L = 0. (69)

For λ = 0, we have

〈φ2〉L = 3H4

8π2m2 . (70)

When λ �= 0, Eq (69) gives

〈φ2〉L = m2

6λ

⎛
⎝
√

1 + 9λH4

2π2m4 − 1

⎞
⎠ ; (71)

we chose the root that coincides with (70) in the limit λ → 0.
Assuming that λH4/m4 � 1, and expanding (71) yields

〈φ2〉L = 3H4

8π2m2 − 27λH8

64π4m6 + 243λ2H12

256π6m10 + O(λ3). (72)

Comparing this expansion with the two-loop results of the
previous section (with (62) in particular), we see that they
match at zeroth- and first-order in λ, but there is a mismatch
at second order: the λ2-term in (72) omits the contribution of

the sunset diagram and is equal to the sum of (51) and (55).
As a result, in the Hartree–Fock approximation this term is
4/3 times smaller. Also, it has to be concluded that Eq. (71)
resumes all cactus type diagrams of the perturbation theory.

5 Comparison with the stochastic approach

The stochastic approach argues [13,14] that the behavior of
the long-wavelength part of the quantum field φ(x, t) in de
Sitter spacetime can be modeled by an auxiliary classical
stochastic variable ϕ with a probability distribution ρ(ϕ, t)
that satisfies the Fokker–Planck equation

∂ρ

∂t
= H3

8π2

∂2ρ

∂ϕ2 + 1

3H

∂

∂ϕ

(
∂V

∂ϕ
ρ(t, ϕ)

)
; (73)

that is, the expectation value of any quantity constructed from
the long-wavelength part of φ(x, t) is equal to the expecta-
tion value of the same quantity constructed from the variable
ϕ. V (ϕ) is a function of the stochastic variable and has the
same functional form as the corresponding potential of the
quantum field theory: for the theory with the action (1) this
potential has the form

V (ϕ) = 1

2
m2ϕ2 + λ

4
ϕ4. (74)

At late times any solution of the equation (73) approaches
the static equilibrium solution

ρeq(ϕ) = N−1 exp

(
− 8π2

3H4 V (ϕ)

)
, (75)

where N is the normalization fixed by the condition
∫ ∞

−∞
ρeq(ϕ) dϕ = 1.

In particular, with the potential (74) we can calculate this
normalization explicitly

N =
∫ ∞

−∞
exp

[
− 8π2

3H4

(
λϕ4

4
+ m2ϕ2

2

)]
dϕ

= m√
2λ

exp(z)K 1
4
(z), (76)

where K 1
4
(z) is a modified Bessel function of the second

kind, and z ≡ π2m4

3λH4 . The distribution (75) can be used to

compute the expectation value of ϕ2:

〈ϕ2〉 =
∫ ∞

−∞
ϕ2ρeq(ϕ)dϕ

= N−1
∫ ∞

−∞
ϕ2 exp

[
− 8π2

3H4

(
λϕ4

4
+ m2ϕ2

2

)]
dϕ.

(77)
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The integral above can be expressed in the following way:

∫ ∞

−∞
ϕ2 exp

[
− 8π2

3H4

(
λϕ4

4
+ m2ϕ2

2

)]

= πm3

4λ3/2 exp(z)
[
I 1

4
(z) − I− 1

4
(z) + I 5

4
(z) − I 3

4
(z)
]

+ 3H4

8πm

exp(z)

λ1/2 I 1
4
(z), (78)

where Iν(z) are modified Bessel functions of the first kind.
Combining the right sides of (76) and (78), and using the
connection formula

Kν(z) = π

2

I−ν(z) − Iν(z)

sin(νπ)

and the recurrence relation

Iν−1(z) − Iν+1(z) = 2ν

z
Iν(z),

we obtain a fairly concise expression for (77)

〈ϕ2〉 = m2

2λ

K 3
4
(z)

K 1
4
(z)

− m2

2λ
. (79)

Interestingly, this result is in agreement with the expres-
sion obtained in [45] for the amplitude of the zero mode
in Euclidean de Sitter space.

Expanding (79) in the limit λH4/m4 � 1 (which corre-
sponds to z � 1) gives

〈ϕ2〉 = 3H4

8π2m2 − 27λH8

64π4m6 + 81λ2H12

64π6m10

−24057λ3H16

4096π8m14 + O(λ4). (80)

As we can see, this result coincides exactly with the result
(62) of the quantum field theory calculations of Sect. 3, and
unlike the Hartree–Fock approximation (72), it includes the
contribution of the sunset diagram; that is, the λ2-term is
equal to the sum of (51), (55) and (60). In Eq. (80) we have
also given the expression for the term proportional to λ3. The
corresponding expression obtained by the field-theoretical
methods will be presented in the future work [46].

Note also that in the opposite limit z → 0, the known
expression for the massless self-interacting field arises [14]
that would require summation of all loops in the standard
field-theoretic approach:

〈ϕ2〉 =
√

3

2π2

�(3/4)

�(1/4)

H2

√
λ

≈ 0.132
H2

√
λ

. (81)

In this case, the Hartree–Fock approximation (71) produces
the result that is only 1.17 times smaller than (81) (see [14]).

Interestingly, by differentiating the formula (76) with
respect to m2 and using the recurrence relations for the mod-

ified Bessel functions of the second kind (see e.g. [47]),

z
d

dz
Kν(z) + νKν(z) = −zKν−1(z),

and the fact that K−ν(z) = Kν(z), one can express an arbi-
trary average value 〈ϕ2n〉 in terms of the ratio K 3

4
(z)/K 1

4
(z).

For example, for 〈ϕ4〉, we obtain

〈ϕ4〉 = 3H4

8π2λ
+ m4

2λ2

(
1 −

K 3
4
(z)

K 1
4
(z)

)
.

As discussed in [14], the long-wavelength two-point func-
tion of φ(x, t) too can be calculated by using the classical
stochastic variable ϕ: if the points (x, t1) and (y, t2) are time-
like or lightlike related, this correlation function is given by

〈φ(x, t1)φ(y, t2)〉L = 〈ϕ(t1)ϕ(t2)〉. (82)

If the correlation function 〈ϕ(t1)ϕ(t2)〉 depends only on the
absolute value of the time difference T ≡ |t1 − t2|, it can be
expressed as [14,48]

〈ϕ(t1)ϕ(t2)〉 =
∫ ∞

−∞
ϕ �(ϕ, T )dϕ, (83)

where the function �(ϕ, T ) satisfies the Fokker–Planck
equation (73),

∂�

∂T
= H3

8π2

∂2�

∂ϕ2 + 1

3H

∂

∂ϕ

(
∂V

∂ϕ
�(ϕ, T )

)
, (84)

with the initial condition

�(ϕ, 0) = ϕρeq(ϕ), (85)

and ρeq(ϕ) is the equilibrium solution (75). Derivatives of
〈ϕ(t1)ϕ(t2)〉 at T = 0 can be computed by using Eqs. (83)–
(85):

∂

∂T
〈ϕ(t1)ϕ(t2)〉

∣∣∣∣
T=0

= − H3

8π2 , (86)

∂2

∂T 2 〈ϕ(t1)ϕ(t2)〉
∣∣∣∣
T=0

= H2

24π2

(
3λ〈ϕ2〉 + m2

)
, (87)

and so on. It is easy to confirm that the T -derivatives of
the two-point correlation function computed in Sect. 3 (for
Z > 1 − 1

2ε2 case) satisfy these equalities as well.

6 Exponentiation of the perturbative series

Let us put together the calculations of Sect. 3: up to two
loops, for Z > 1 − (2ε2)−1 the long-wavelength two-point
correlation function is given by

〈φ(x, t1)φ(y, t2)〉L
= H2

8π2u
e−uHT − λH2

64π4u3

(
1 + uHT

)
e−uHT
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+ λ2H2

512π6u5

(
1 + uHT + 1

2
u2H2T 2

)
e−uHT

+ λ2H2

512π6u5

(
1 + uHT

)
e−uHT

+ λ2H2

1024π6u5

(
1 + 2uHT

)
e−uHT

+ λ2H2

3072π6u5
e−3uHT + O(λ3),

where T ≡ |t1 − t2|. It will be convenient to reorganize this
expression in the following way:

〈φ(x, t1)φ(y, t2)〉L
= H2

8π2u

(
1 − λ

8π2u2 + 5λ2

128π4u4

)
e−uHT

− λH3T

64π4u2

(
1 − 3λ

8π2u2

)
e−uHT

+ λ2H4T 2

1024π6u3 e
−uHT + λ2H2

3072π6u5
e−3uHT + O(λ3)

= H2

8π2u

(
1 − λ

8π2u2 + 5λ2

128π4u4 + O(λ3)

)

×
[

1 − C1
λHT

8π2u
+ C2

2

(
λHT

8π2u

)2

+ O(λ3)

]
e−uHT

+ λ2H2

3072π6u5
e−3uHT + · · · , (88)

where C1 ≡ (1 − 3λ
8π2u2 )(1 − λ

8π2u2 + 5λ2

128π4u4 )−1 and C2 ≡
(1 − λ

8π2u2 + 5λ2

128π4u4 )−1. Upon expanding C1 and C2 in
powers of λ, the second term in the square brackets of (88)
becomes

−C1
λHT

8π2u
= −λHT

8π2u
+ λ2HT

32π4u3 + O(λ3),

and the third term

C2

2

(
λHT

8π2u

)2

= 1

2

(
λHT

8π2u

)2

+ O(λ3).

Hence the expression in square brackets reduces to

1 − λHT

8π2u
+ λ2HT

32π4u3 + 1

2

(
λHT

8π2u

)2

+ O(λ3).

To second order in λ, this matches with the first three terms
in the Taylor series of the exponential function

exp

[
−λHT

8π2u

(
1 − λ

4π2u2

)]
, (89)

so it is plausible that an infinite series of diagrams may be
resummed into this exponent. With this assumption, we arrive
at

〈φ(x, t1)φ(y, t2)〉L
= H2

8π2u

(
1 − λ

8π2u2 + 5λ2

128π4u4 + O(λ3)

)

× exp

[
−uHT

(
1 + λ

8π2u2 − λ2

32π4u4 + O(λ3)

)]

+ λ2H2

3072π6u5
exp
[
−3uHT

]
+ · · · . (90)

Similarly, for Z < 1 − (2ε2)−1 we obtain

〈φ(x, t1)φ(y, t2)〉L
= H2

8π2u

(
1 − λ

8π2u2 + 5λ2

128π4u4 + O(λ3)

)

×
(
r2H2eH(t1+t2)

)−u
(

1+ λ

8π2u2 − λ2

32π4u4 +O(λ3)
)

+ λ2H2

3072π6u5

(
r2H2eH(t1+t2)

)−3u + · · · , (91)

and it is evident that in this regime the equal-time correlation
function depends only on the physical spatial distance R ≡
reHt .

From the expressions (90) and (91), we see that the per-
turbative corrections don’t change the long-wavelength part
of the commutator: just as in the free theory case, it is equal
to zero both for timelike and spacelike related points.

When |Z | � 1, both (90) and (91) can be expressed in
a de Sitter invariant form. As was noted in Sect. 3.1, for
large timelike separations 2Z ≈ eHT , and for large spacelike
separations 2Z ≈ −H2r2eH(t1+t2). Therefore,

〈φ(x, t1)φ(y, t2)〉L
= H2

8π2u

(
1 − λ

8π2u2 + 5λ2

128π4u4 + O(λ3)

)

×|Z |−u
(

1+ λ

8π2u2 − λ2

32π4u4 +O(λ3)
)

+ λ2H2

3072π6u5
|Z |−3u + · · · (92)

both for large timelike and large spacelike separations. This
expression is also correct for coinciding spacetime points,
since in this case Z = 1 and (92) gives the same result as (90)
with T set equal to zero. In [26], momentum representation of
the unequal-time correlation function is calculated by using
the Schwinger-Dyson equations to resum the infinite series
of self-energy insertions. A comparison of its results with
(90)–(92) is presented in Appendix B.

As was shown in [14], correlation functions deduced by
the stochastic approach have a form of an infinite sum of
exponentials; e.g., if points are timelike related, the two-point
function is given by

〈φ(x, t1)φ(y, t2)〉L = 〈ϕ(t1)ϕ(t2)〉 = N
∞∑
n=1

A2
ne

−�nT ,
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where N is the normalization constant (76). By comparing
this with Eq. (90), we can identify the first three coefficients
An and �n :

N A2
1 = H2

8π2u

(
1 − λ

8π2u2 + 5λ2

128π4u4 + O(λ3)

)
,

A2 = 0, N A2
3 = λ2H2

3072π6u5
+ O(λ3),

�1 =
(

1 + λ

8π2u2 − λ2

32π4u4 + O(λ3)

)
uH,

�3 = 3uH + O(λ).

These coefficients coincide with the results of [33,35] where
they are derived using some versions of the stochastic
approach (e.g., [35] uses the formulation of the stochastic
theory in terms of a supersymmetric one-dimensional field
theory).

As T → ∞, the two-point function (90) decays with the
characteristic correlation time

Tc ∼ 1

uH
= 3H

m2 � 1

H
.

Similarly, it follows from (91) that as R → ∞, the equal-time
correlation function decays with the characteristic correlation
length

Rc ∼ 1

H
exp

(
3H2

2m2

)
.

The behavior of (91) differs from a much faster exponential
decay of the equal-time correlation function in flat spacetime:
〈φ(x, t)φ(y, t)〉flat ∼ √m/r3e−mr as r → ∞.

7 Conclusions

In Minkowski spacetime, quantum fluctuations decay quickly
with scale and are significant only at short distances. The
situation is different in de Sitter spacetime. Here the expo-
nential expansion stretches short-wavelength modes to super-
Hubble scales without decreasing its amplitude too much. On
super-Hubble scales, the amplitude of fluctuations is scale-
independent for the massless minimally coupled scalar field,
and only weakly decays with scale when 0 < m2 � H2.

In this article we have calculated – up to two loops – the
long-wavelength two-point function for a scalar theory with
a small mass and a quartic interaction. It has been shown
that it is de Sitter invariant for coinciding points as well as at
large spacelike and large timelike separations. We have also
demonstrated that the commutator of the long-wavelength
part of the field is equal to zero both at the free theory level
and with the perturbative corrections.

Our results are in agreement with Starobinsky’s stochas-
tic approach in which the coarse-grained quantum field is
equivalent to a classical stochastic quantity.
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Appendix A: Geodesics in de Sitter spacetime

De Sitter spacetime can be represented as the four-dimensional
hyperboloid

(X1)2 + (X2)2 + (X3)2 + (X4)2 − (X0)2 = H−2 (A.1)

embedded in five-dimensional Minkowski spacetime. In this
appendix we set H = 1.

For two points in de Sitter spacetime, the only invariant
quantity associated with these points is the function

Z(X,Y ) ≡ X1Y 1 + X2Y 2 + X3Y 3 + X4Y 4 − X0Y 0.

(A.2)

Let us consider the spacetime interval between these points:

s2(X,Y ) ≡ (X0 − Y 0)2 − (X1 − Y 1)2 − (X2 − Y 2)2

−(X3 − Y 3)2 − (X4 − Y 4)2. (A.3)

Using the hyperboloid equation (A.1) (with H = 1) and the
definition of Z from Eq. (A.2), we obtain

Z(X,Y ) = 1 + 1

2
s2(X,Y ). (A.4)

Thus, if the interval between X and Y is timelike, then
Z(X,Y ) > 1; if the interval is spacelike, then Z(X,Y ) < 1,
and if the interval is lightlike, then Z(X,Y ) = 1. Note the
if Y is the antipodal point of Y (that is, Y = −Y ), then
Z(X,Y ) = −Z(X,Y ); hence, if Z(X,Y ) < −1, the inter-
val between X and Y is timelike.

Let us show that the geodesics in de Sitter spacetime are
intersections of the hyperboloid with hyperplanes passing
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through the origin of the ambient spacetime just like the
geodesics on the sphere are the great circles. To simplify
notations, we will consider two-dimensional de Sitter space-
time embedded into 3-dimensional flat spacetime. In terms
of the spherical coordinates

X0 = sinh t,

X1 = cosh t cos φ,

X2 = cosh t sin φ, (A.5)

which cover all of the de Sitter hyperboloid, the metric has
the form

ds2 = dt2 − cosh2 tdφ2. (A.6)

The Christoffel symbols for this metric are

�
φ
φt = tanh t, �t

φφ = sinh t cosh t. (A.7)

The equations for the geodesics are

d2φ

dτ 2 + 2�
φ
φt
dφ

dτ

dt

dτ
= 0, (A.8)

d2t

dτ 2 + �t
φφ

(
dφ

dτ

)2

= 0. (A.9)

Upon substituting the expressions for the Christoffel symbols
(A.7) into Eqs. (A.8) and (A.9), we obtain

d2φ

dτ 2 + 2 tanh t
dφ

dτ

dt

dτ
= 0, (A.10)

d2t

dτ 2 + sinh t cosh t

(
dφ

dτ

)2

= 0. (A.11)

Equation (A.10) gives

dφ

dτ
= A

cosh2 t
, (A.12)

where A is an integration constant. Substituting the expres-
sion (A.12) into Eq. (A.11) yields

d2t

dτ 2 = − A2 sinh t

cosh3 t
. (A.13)

Multiplying Eq. (A.13) by 2(dt/dτ) produces

d

dτ

(
dt

dτ

)2

= A2 d

dτ

(
1

cosh2 t

)
. (A.14)

After integrating Eq. (A.14), we obtain

dt

dτ
=
√

A2

cosh2 t
+ B, (A.15)

where B is an integration constant. Comparing Eqs. (A.12)
and (A.15) gives the expression for the geodesics in terms of
the variables φ and t :

dφ

dt
= A

cosh t
√
A2 + B cosh2 t

. (A.16)

The equation for a plane passing through the origin of the
ambient spacetime can be written as

αX0 − βX1 − γ X2. (A.17)

To obtain the expression for the intersection of (A.17) with
the de Sitter hyperboloid, one should substitute the expres-
sions (A.5) into Eq. (A.17):

α sinh t − β cosh t cos φ − γ cosh t sin φ = 0. (A.18)

We can rewrite Eq. (A.18) as follows:

α tanh t =
√

α2 + β2 sin(φ + φ0). (A.19)

Equation (A.19) gives the differential equation

α

cosh2 t
dt =
√

α2 + β2 cos(φ + φ0)dφ. (A.20)

From Eq. (A.19) we find that

cos(φ + φ0) =
√

1 − α2

β2 + γ 2 tanh2 t, (A.21)

and using Eqs. (A.20) and (A.21), we obtain

dφ

dt
= α

cosh t
√

(β2 + γ 2 − α2) cosh2 t + α2
. (A.22)

The Eq. (A.22) coincides with Eq. (A.16), and hence we have
shown that intersections of planes through the origin with the
de Sitter hyperboloid are geodesics.

This result should not depend on the choice of the coordi-
nate system. However, for completeness we will reproduce
it in the flat coordinates

X0 = sinh t + 1

2
x2et ,

X1 = xet ,

X2 = cosh t − 1

2
x2et . (A.23)

In these coordinates the metric is

ds2 = dt2 − e2t dx2, (A.24)

and the equations for the geodesics are

d2x

dτ 2 + 2
dx

dτ

dφ

dτ
= 0, (A.25)

d2t

dτ 2 + e2t
(
dx

dτ

)2

. (A.26)

Integrating Eq. (A.25) gives

dx

dτ
= Ce−2t , (A.27)
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where C is an integration constant. Substituting the expres-
sion (A.27) into Eq. (A.26) and proceeding in a manner sim-
ilar to that used for the spherical coordinates yields

dt

dτ
=
√
C2e−2t + D. (A.28)

Then,

dx

dt
= Ce−2t

√
C2e−2t + D

. (A.29)

This equation can be integrated explicitly:

x(t) = F − 1

C

√
D + C2e−2t . (A.30)

In terms of the coordinates (A.23), intersections of planes
through the origin of the ambient spacetime with the de Sitter
hyperboloid are given by

δ

(
sinh t + 1

2
x2et
)

+ εxet + η

(
cosh t − 1

2
x2et
)

= 0.

(A.31)

Solving this quadratic equation with respect to x , we find

x(t) = − ε

δ − η
+
√

ε2 − δ2 + η2

(δ − η)2 + e−2t . (A.32)

The form of Eq. (A.32) coincides with Eq. (A.30).
For any two points in Minkowski spacetime, there always

exist a geodesic that connects these points. This geodesics
can be timelike, lightlike or spacelike, but it always exists. In
de Sitter spacetime the situation is different. Let us take two
arbitrary points X and Y on the de Sitter hyperboloid. When
is it possible to connect them by a geodesic?

To answer this question, consider the plane that passes
through these two points and the origin of the coordinates.
Note that if some point U belongs to the intersection of
this plane with the de Sitter hyperboloid, then its antipodal
point U = −U also belongs to this intersection. If the angle
between this plane and the plane X0 = 0 is less than π/4, its
intersection with the hyperboloid is an ellipse. In this case,
all vectors tangent to this curve are spacelike, and we can
call this geodesic spacelike. Therefore, Z(X,Y ) < 1 for any
two points on the ellipse, and since their antipodal points are
also on this ellipse, Z(X,Y ) < 1 as well. Hence, any two
points that can be connected by an elliptical geodesic should
satisfy the condition that −1 < Z(X,Y ) < 1.

If the angle between a plane through a pair of points and
the origin and the plane X0 = 0 is ≥ π/4, its intersection
with the hyperboloid gives a hyperbola with two branches.
Any two points on the same branch are timelike related (or
lightlike related if the angle is equal to π/4), which means
that Z(X,Y ) ≥ 1. The antipodal point of any point on a given
branch is located on the other branch, and hence for any two

points lying on different branches Z(X,Y ) ≤ −1. The latter
points, obviously, cannot be not connected by any geodesic.

Appendix B: A comparison with the results in
p-representation

For completeness of presentation and for convenience of
readers, in this Appendix we will present a detailed compar-
ison of our results (90)–(92) with the two-point function cal-
culated in [26] in the framework of momentum representation
[49]. We will use formulas from [26] and considerations of
Appendix B of [30] concerning the relation between Green’s
functions in p-representation and in coordinate space.

In d+1 dimensional flat de Sitter space, where the Hubble
parameter is set to be equal to 1, the metric is

ds2 = η−2(−dη2 + dX · dX). (B.33)

A Green’s function can be represented as follows:

G(x, x ′) =
∫

dd K

(2π)d
eiK·(X−X′)G̃(η, η′, K ). (B.34)

De Sitter symmetries ensure that the correlation function has
the following p-representation [49]:

G̃(η, η′, K ) = (ηη′) d−1
2

K
Ĝ(p, p′), (B.35)

where

p = −Kη, p′ = −Kη′.

Now, let us suppose that for the Green’s function which we
would like to calculate the expression Ĝ is proportional to√

pp′
(pp′)ν

. (B.36)

Then, one can show [30] that the substitution of the expres-
sion (B.36) into the formula (B.34) gives the following
expression for the case of the large spacelike interval between
the points x and x ′:

1

(4π)d/2

1

�(d/2)

(ηη′)ε

ε|X − X′|2ε
, (B.37)

where the parameter ε is connected with the d, ν and the
scalar field mass m as follows:

ν =
√
d2

4
− m2 = d

2
− ε, ε ≈ m2

d
. (B.38)

Using the de Sitter invariance and the formula (B.38), we can
rewrite the formula (B.37) as follows:

1

(4π)d/2

d(2|Z |)−ε

m2�(d/2)
, (B.39)

where Z is, as usual, the de Sitter invariant function (17).
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The symmetrized two-point function calculated in [26] is
given by (see Eq. (46) of [26])

F̂(p, p′) = √pp′ F̃ν

(
c+

(pp′)ν̄+−ε
+ c−

(pp′)ν̄−−ε

)
. (B.40)

Correspondingly, its coordinate representation F(x, x ′) is
related to (B.40) in the same way that (B.39) is related to
(B.36):

F(x, x ′) = d

(4π)d/2�(d/2)
F̃ν

(
c+
m2+

|Z |−ε+ + cm
m2−

|Z |−ε−

)
,

(B.41)

where

F̃ν = [2ν�(ν)]2

4π
. (B.42)

Here the exponents ε+ and ε− are defined as

ε± = d

2
− ν̄± + ε, (B.43)

where

ν̄± =
√

ν2 ± 2εν̃ + ε2, (B.44)

ν̃ =
√

ν2 + σρ

4ε2 , (B.45)

σρ = λ2

ε2

N + 2

24N 2

�2(d/2)

4πd+2 , (B.46)

where N is the number of scalar fields. The quantities ν and
ε in Eqs. (B.41)–(B.46) are defined as

ν =
√
d2

4
− M2 = d

2
− ε, ε ≈ M2

d
, (B.47)

where the mass M is obtained by taking into account the local
contribution to the self-energy [26]. The relation between the
mass M and the mass parameterm of the Lagrangian is given
by the equation

M2 ≈ m2 + cdλ

M2 , (B.48)

where

cd = (N + 2)d�
( d

2

)
12N · 2π

d
2 +1

. (B.49)

Solving Eq. (B.48) perturbatively up to quadratic terms in λ,
one finds

M2 = m2

2
+
√
m4

4
+ cdλ = m2

(
1 + cdλ

m4 − c2
dλ

2

m8

)
.

(B.50)

Now we are in a position to calculate the exponents ε±.
First of all, from Eq. (B.45) it follows that up to quadratic

terms in λ,

ν̃ = ν + σρ

8ε2ν
. (B.51)

Then, from Eq. (B.44) it follows that

ν̄± = ν ± ε ± σρ

8εν(ν ± ε)
, (B.52)

and hence,

ε+ = ε − σρ

8εν2 , (B.53)

ε− = 3ε + σρ

8εν2 . (B.54)

Using the formulas written above we obtain the following
expression for ε+:

ε+ = m2

d

(
1 + λd(N + 2)�(d/2)

24Nπd/2+1m4

−λ2d2(N + 2)(N + 5)�2(d/2)

576N 2πd+2m8

)
. (B.55)

Substituting the values d = 3 and N = 1 into Eq. (B.55) and
taking into account that the coupling constant λ in [26] is 6
times greater than the coupling constant in the present paper,
we can see that ε+ coincides with the exponent of the first
term in our Eqs. (90)–(92).

The expression for ε− also coincides with the correspond-
ing exponent in our Eqs. (90)–(92), where its is calculated
only at λ0 order, because the coefficient in front of the expo-
nential is already proportional to λ2.

Let us now calculate the coefficients in front of the expo-
nentials in Eq. (B.41). The coefficients c± are given by [26]

c± = ν̃ ± ν

2ν̃
. (B.56)

Using Eqs. (B.45) and (B.46), we obtain

c+ = 1 − λ2d2(N + 2)�2(d/2)

384N 2πd+2m8 . (B.57)

c− = λ2d2(N + 2)�2(d/2)

384N 2πd+2m8 . (B.58)

We should also find the “masses” m± arising in Eq. (B.41).
They are given by

ν̄± − ε =
√
d2

4
− m2±. (B.59)

Using the definitions given above, we find that

m2+ = M2 − λ2d2(N + 2)�2(d/2)

192N 2πd+2 (B.60)

and

m2− = 3M2 + λ2d2(N + 2)�2(d/2)

192N 2πd+2 . (B.61)
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Recall that in Eq. (B.41) the expressions c+
m2+

and c−
m2−

are mul-

tiplied by the factor d
(4π)d/2�(d/2)

F̃ν . Hence, the coefficient
in front of the second exponential equals

d

(4π)d/2�(d/2)
F̃ν

c−
m2−

= λ2d3(N + 2)�3(d/2)

4608N 2π
3
2 d+3m10

. (B.62)

Rescaling the coupling constant and substituting N = 1 and
d = 3 into Eq. (B.62), we see that it is in agreement with the
corresponding coefficient in our Eqs. (90)–(92).

The coefficient in front of the first exponential in Eq. (B.41)
equals

d

(4π)d/2�(d/2)
F̃ν

c+
m2+

= d�(d/2)

4π
d
2 +1m2

(
1 − λd(N + 2)�(d/2)

24Nπ
d
2 +1m4

+λ2d2(N + 2)(4N + 11)�2(d/2)

1152N 2πd+2m8

)
. (B.63)

After suitable substitutions, the expression (B.63) coincides
with the coefficient of the first term of Eqs. (90)–(92).
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