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A B S T R A C T   

Artificial Intelligence (AI) techniques have been implemented in the field of Medical Imaging for more than forty 
years. Medical Physicists, Clinicians and Computer Scientists have been collaborating since the beginning to 
realize software solutions to enhance the informative content of medical images, including AI-based support 
systems for image interpretation. Despite the recent massive progress in this field due to the current emphasis on 
Radiomics, Machine Learning and Deep Learning, there are still some barriers to overcome before these tools are 
fully integrated into the clinical workflows to finally enable a precision medicine approach to patients’ care. 
Nowadays, as Medical Imaging has entered the Big Data era, innovative solutions to efficiently deal with huge 
amounts of data and to exploit large and distributed computing resources are urgently needed. In the framework 
of a collaboration agreement between the Italian Association of Medical Physicists (AIFM) and the National 
Institute for Nuclear Physics (INFN), we propose a model of an intensive computing infrastructure, especially 
suited for training AI models, equipped with secure storage systems, compliant with data protection regulation, 
which will accelerate the development and extensive validation of AI-based solutions in the Medical Imaging 
field of research. This solution can be developed and made operational by Physicists and Computer Scientists 
working on complementary fields of research in Physics, such as High Energy Physics and Medical Physics, who 
have all the necessary skills to tailor the AI-technology to the needs of the Medical Imaging community and to 
shorten the pathway towards the clinical applicability of AI-based decision support systems.   

Introduction 

Beyond the discovery of the basic principles on Medical Imaging, 
Physicists have been contributing to the development of instrumenta-
tion and software techniques useful for the medical field during the last 
century [1]. Even today, new technological challenges arise continu-
ously, as a consequence of scientific progress, unmet daily needs or 
sanitary emergencies. 

Since the mid-eighties, Physicists have been collaborating with Cli-
nicians to complement imaging systems with software tools for auto-
mating reading of medical images [1]. The initially proposed 
approaches, mainly rule-based decision systems [2], were mostly 
replaced by machine learning (ML) techniques in the 1990 s. At that 
time, the most widely used paradigm for medical image analysis was a 
pipeline of algorithms consisting of image filtering, identification of 
regions of interest, hand-crafted feature extraction, and feature classi-
fication with ML. Among the ML techniques more-widely implemented, 
Artificial Neural Networks (ANN) dominated the 1990 s, kernel methods 

such as Support Vector Machines (SVM) were very popular in the 2000 s, 
whereas a renewed interest in Neural Networks, especially in Deep 
Learning (DL) models, characterized the last decade. 

Even though the driving application of Artificial Intelligence (AI) in 
medicine has been represented by the Decision Support Systems (DSS), 
developed to assist Clinicians in the field of diagnostic imaging espe-
cially in large-scale screening programs, a number of other imple-
mentations in several different fields of Medicine have arisen in the last 
40 years [3–8]. 

In this work, we will focus on the most recent applications of AI in the 
Medical Imaging field, including both radiological imaging and radia-
tion therapy [9–12]. 

Regardless the specificity each development deserves, the currently 
most widely implemented tasks in the field of automated image analysis 
based on ML and DL can be grouped into three main categories:  

1) image segmentation, i.e. image-to-image conversion, consisting into 
a pixel/voxel-wise assignment of a medical image into different 
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regions of interest (such as organs, lesions and background), which is 
currently efficiently performed by Convolutional Auto Encoders 
(CAE) and U-nets [13,14];  

2) image classification via Radiomics, i.e. image-to-label conversion in 
two steps, which comprises the image segmentation into regions of 
interest, then their characterization in terms of Radiomic features 
[15], generally followed by a ML- or DL-based predictive models 
[16];  

3) image classification via DL, i.e. image-to-label conversion in a single 
step, which is completely data driven, and implements DL methods, 
such as Convolutional Neural Networks (CNN), to directly analyse 
medical images and assign them to a diagnostic/prognostic category 
without the need for specific preprocessing [6,17]. 

Each task can be accomplished with different methods, having 
different strengths and weaknesses, and the choice among the different 
approaches depends on the segmentation/classification problem to be 
solved, and also on the need to have a fully interpretable analysis 
pipeline [18]. Nonetheless, all the methods mentioned above are typi-
cally characterized by an extremely large number of free parameters, 
and thus they all need large amounts of annotated data to be properly 
trained. 

Despite recent advances in the development of ML, DL, and the 
ability of computers to handle large amounts of data, the integration of 
these technologies into clinical workflows and their application to 
personalized medicine requires additional research and development 
efforts. Pilot studies conducted in single centres, and in many cases with 
limited amounts of data, are certainly necessary to highlight new 
problems that can be faced with AI-based solutions. Nonetheless, large- 
scale validation to probe the generalization ability and the reliability of 
AI-based systems, together with further developments to favour the 
interpretability and explainability of their outputs are strongly needed 
to make these solutions acceptable by the medical community and 
applicable in the clinical routine. 

An agreement between the Italian Association of Medical Physicists 
(Associazione Italiana di Fisica Medica, AIFM) and the Italian National 
Institute for Nuclear Physics (Istituto Nazionale di Fisica Nucleare, 
INFN) was signed to strengthen the synergy between the two fields, 
which constitutes a fruitful groundwork for interdisciplinary inter-
change and development with stimulating prospects, including the 
possibility of initiating a rapid diffusion of effective and reliable AI- 
based clinical tools. One of the actions proposed in the field of AI is 
reported in this paper. 

This paper aims to investigate the possibility of overcoming the 
current barriers that prevent the development, large-scale validation 
and reliability assessment of AI-based DSS relying on complex multi-
modal heterogeneous patients’ data. Easy-to-use technologies to effi-
ciently handle and mine the Medical Imaging Big Data need to be 
developed, consolidated and made available to the Clinics to shorten the 
pathway towards precision Medicine. We suggest the synergy between 
the Medical and High-Energy Physics research fields as a fruitful strategy 
to achieve efficient practical solutions to overcome the current technical 
obstacles and to lead to a significant step towards the reliable, quality- 
assured and efficient implementation of AI-based solutions in the med-
ical field. 

This paper is structured as follows: the expected advantages of the 
use of AI-based tools in several fields of Medical Imaging are highlighted 
in section 2; then, the main current barriers that prevent the use of AI- 
based solutions in clinical workflows are discussed in section 3; 
finally, a strategy synergically developed by the Medical and High- 
Energy Physics communities to speed up the translation of AI-based 
research tools into the Clinics is presented in section 4. 

AI potential impact on medical imaging workflows 

Medical Physicists within the Hospital are fundamental not only to 

maintain a uniform standard of services for all patients but also to face 
the new challenges ahead. The rapid development of new information 
technologies represents a strong incentive to use decision-making sys-
tems based on AI in Healthcare and many studies are already available 
describing applications to diagnose and treat diseases or epidemics and 
manage their socio-economic impacts. 

AI, when used appropriately, can be a powerful tool to aid Physicians 
in making diagnosis by correlating clinical and imaging data, in moni-
toring patients using imaging, in optimizing the management of 
Healthcare spaces (Intensive Care Units) or in the coordination of 
regional networks for the on-site management of patients. 

Machine learning and deep learning algorithms can change the 
clinical workflow in almost all the fields of Medicine from Diagnostics to 
Therapy and quality assurance. Interdisciplinary work between different 
professionals is necessary to reach the goal, and Medical Physicists can 
play an important role since they are a bridge between technology and 
medicine. Many reviews are available in literature describing the AI 
applications in Medical Imaging, Radiation Therapy (RT), Quality 
Assurance (QA) fields, also describing the role of Medical Physicists 
[1,19–22]. 

One of the first applications of AI in the medical field is radiological 
imaging due to the fact that patients’ images are complex, and it is 
difficult to discriminate, detect and classify lesions on them [23]. In fact, 
both normal tissue and tumour volume can vary and show different 
characteristics, therefore it is fundamental to use a robust analysis 
method [24]. In this field, ML applications have increased with the 
coming of DL and a boost was impressed in segmentation, detection and 
classification of the lesions, but also in imaging reconstruction, artifact 
reduction and to estimate the dose delivered to the patient [23,25]. 

AI has also strongly entered Radiotherapy in all steps of the patient’s 
workflow to ensure the best treatment for the patients [26]. The 
boundaries between diagnostics and treatment have been mitigated, 
thus, many AI applications are also used in Radiotherapy. A large 
amount of images are produced in Radiotherapy from the diagnostic 
images to the treatment ones as well as those acquired during the 
Adaptive Radiotherapy to automatically check lesion position during the 
radiation delivery through patient positioning images [27]. ML and DL 
applications are used in treatment planning systems, to evaluate the 
treatment response, to follow the tumour during the treatment, and to 
evaluate the dose delivered to the patient. AI systems are also available 
for clinical DSS for dose adaptation [25]. 

In addition to the optimisation, also the QA and the patient-specific 
dosimetry can be improved by utilising AI methods [28]. AI approach to 
QA led to the development of more performing systems helping Medical 
Physicists to control more advanced equipment [29]. 

As deeply discussed in a number of recent reviews [30,31], the fields 
of application for AI-based DSS in Healthcare are wide and diverse, with 
a high potential to lead to more accurate patients’ diagnosis, shorten the 
diagnostic pathway, efficiently monitoring the treatment courses and 
possibly predicting a treatment outcome, in most cases leading also to a 
reduction of the costs of the Healthcare service. 

Current limitations to the use of AI-based solutions in clinical 
workflows 

Despite Medical Imaging has long been approaching the Big Data Era 
for a while, efficient strategies and infrastructures to organize and mine 
the every-day-growing resources of knowledge are still lacking. This is 
one of the challenges to face [19]. Collecting Big Data samples is not a 
straightforward task, both because they should be large enough to be 
representative of the population affected by the specific pathology to be 
investigated, and mainly because for training and validating an AI-based 
DSS, data should be carefully annotated and continuously updated. This 
operation requires the use of valuable time by medical experts. Due to 
the huge effort required to collect and annotate meaningful datasets, it 
would be utmost important to make previously collected data Findable, 
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Accessible, Interoperable and Reusable (FAIR) [32]. 
In addition to efficient strategies for data collection, reuse and 

sharing, another fundamental ingredient to develop a DSS is the avail-
ability of a well-equipped computing infrastructure to train the AI-based 
models, and to make extensive validations of the performance achieved 
on new, previously unseen data. Training a DL algorithm requires 
specialized hardware, such as general-purpose GPUs (GPGPUs), 
adequately large RAM, and fast access to storage. A computing platform 
devoted to the secure collection and analysis of clinical and imaging data 
of subjects was developed by Retico et al. to support the interdisciplinary 
research aiming at the identification of a neuroimaging-based biomarker 
of Autism Spectrum Disorders [33]. 

Similar computing infrastructures are not readily available neither in 
Hospitals, nor in most research departments. 

Generally speaking, once a DSS system is successfully developed and 
validated in a research contest, before it can be applied in a clinical 
setting a number of verification steps should be carried out. Among the 
fundamental requirements a DSS has to satisfy, a reliability check is 
mandatory [34]. Even in case a software application obtained the 
approval by the regulation committee for its use as DSS, a protocol for a 
continuous verification of the stability of its performance should be set 
up. DSS performance indeed generally depends on the quality of input 
data. Dedicated protocols should be set up for quality assessment of a 
DSS [35]. 

From the practical point of view, the main current limitations to the 
use of AI-based DSS in clinical workflows can be summarized as follows:  

1. absence of suitable AI-based DSS solutions for a specific clinical 
problem of interest;  

2. absence of accurate and large-scale evaluation of the specific DSS of 
clinical interest;  

3. absence of extensive data samples (either mono- o multi-centre data) 
either to develop or to evaluate the performance, the reliability and 
the reproducibility characteristics of the DSS of interest;  

4. absence of adequate computational resources and technical expertise 
to eventually train or customize via transfer learning a new DSS for a 
specific clinical problem of interest;  

5. absence of a validation protocol to make a QA evaluation of the DSS 
performance before it is used in clinical studies and to guarantee the 
stability of its performance;  

6. absence of a clear interpretation/explanation for the DSS model 
response. 

In a typical scenario, a Clinician believes that the use of a DSS would 
be beneficial in accelerating the clinical workflow for a specific diag-
nostic/treatment task, but no suitable tools do exist (point A). Hence, 
he/she would instruct the Medical Physicists to provide a technical so-
lution. The Medical Physicist might find, either on the market or made 
publicly available by the scientific community, a suitable DSS for that 
purpose, and he/she would find it appropriate to validate the system on 
a large-scale data sample, which may be neither available nor easy to 
collect and annotate (point B). Conversely, in case the Medical Physicist 
finds that a suitable DSS does not exist, a joint research project involving 
Clinicians, Physicists and Computer Scientists may be carried out to 
develop such DSS. Then, the absence of a suitable data sample to 
develop the system could be a strong limiting factor (point C). A pilot/ 
discovery study can be set up for the development of a custom AI-based 
solution for that specific task in case a sufficiently large and annotated 
dataset is available, even if it was acquired in a single medical centre. It 
may happen that, even in case suitable data samples are available to 
develop a custom DSS, its development is hampered by the absence of 
either adequate computing resources, technical knowledge on data 
mining and AI, or remote computing resource handling (point D). In the 
lucky case where all hindering issues A-D of the list above are overcome, 
issue E shows up anyway. It is up to a Medical Physicist to implement a 
QA programme of each DSS to be used in clinical workflows, thus, 

specific QA protocols for AI-based DSS should be set up. Finally, most 
DSS systems developed so far, especially if they are based on complex 
ML or DL models, are barely interpretable to humans and the motiva-
tions behind their response cannot be easily explained to patients (point 
F). DSS systems often act as “black boxes”, thus preventing the necessary 
confidence in their use from being built. Further research in the field of 
explainable AI (XAI) is mandatory to match the requirement to have DSS 
systems with high performance, which are generally complex and barely 
interpretable, with the need of providing responses that can be 
explained to patients [18,36,37,38,39]. 

A synergic solution by Medical and High Energy Physics 
community: The approach proposed by AIFM and INFN 

The development and validation of AI-based techniques for Medical 
Physics applications, ranging from diagnosis, optimization of resources, 
and therapeutics, share the need for non-trivial computing in-
frastructures, such as:  

• computing intensive facilities, with specialized hardware (i.e. 
GPGPUs), where to address the expensive AI algorithm training;  

• storage systems able to store large datasets from epidemiological 
studies and from complex measurement devices;  

• the capability to be pervasive on the territory, joining data from 
multiple sources and centres;  

• a strong focus on privacy related issues. 

The effort needed to put in place such an infrastructure is well 
beyond the possibilities of single medium and even large centres; the 
added complexity of privacy themes (as those granted by the General 
Data Protection Regulation, GDPR) adds a further layer of complexity 
[40]. 

Other fields of science and technology have already been facing 
similar issues (with maybe less focus on privacy); it is then worth 
exploring the solutions deployed and their applicability to Medical 
Physics studies. 

The INFN is a pioneer in the design, deployment and operations of 
large-scale computing infrastructures, mainly developed in order to 
fulfil the need of the last generations of High Energy Physics (HEP) 
Experiments. INFN has been a core and founding member of projects like 
the European Data Grid (EDG) [41], EGEE [42], INDIGO-DataCloud 
[43], EOSC-hub (https://www.eosc-hub.eu/), ESCAPE (https://proje 
ctescape.eu/) and many others, which have revolutionized the scienti-
fic computing since the first years of 2000 s. 

INFN has deployed a complex computing infrastructure, with re-
sources in excess of two hundred Petabytes (PB) of storage, and 
computing facilities with a total of more than 100,000 computing cores. 
The resources are distributed in 10 facilities geographically distributed 
on the Italian territory, with the centre in Bologna (INFN-CNAF) 
deploying nearly half of the total (https://www.cnaf.infn.it/en/). 

The HEP experiments (and a new generation of data intensive ex-
periments, in Astroparticle and Applied Physics) are operating a decade- 
long transition to Cloud-inspired distributed architectures, in which 
resources can be centrally steered and organized independently of their 
location. The INFN-Cloud project, launched in early 2020 and currently 
in production, is the driving force for the Cloud development for all the 
INFN initiatives. 

Such an infrastructure, when matched with the pervasive high-speed 
networking offered by the Italian national research and education 
network (GARR, https://www.garr.it/en/) already connecting most of 
the clinical research sites and all the INFN facilities, offers a technical 
solution for data and computing intensive research in Medical Physics in 
Italy. 
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The INFN-Cloud initiative and capabilities 

INFN-Cloud is a multi-site, multi-organization federated Cloud 
infrastructure that provides a portfolio of Cloud compute and storage 
services available via user-friendly portals, but also exploitable via 
command-line interfaces and APIs. From the architectural perspective, 
INFN-Cloud has been built on two main pillars: distributed resource 
orchestration and a modern federated solution for industry-grade 
identity access management capable of managing both authentication 
and authorization. These are the key elements to federate multiple Cloud 
infrastructures and computing centres. 

The portfolio of the INFN Cloud services is based on open-source 
software and on de-jure or de-facto standards, following the services 
composition principle. This is implemented through a declarative 
mechanism, allowing users to care about the “what” instead of the 
“how” to autonomously create their own solutions. All this makes the 
portfolio highly modular, dynamic and ready to be adapted to new user 
requests. 

Although the main objective of INFN-Cloud is to support Scientific 
Computing, it offers storage and compute capabilities to create and run 
scalable applications in a dynamic environment, coping with the needs 
of a huge variety of use cases, including those that require the processing 
of sensitive data (for Medical Physics or other fields) in a trustable way. 

Since it offers support to both traditional silos or Data Warehouse 
approaches, as well as to more advanced methodologies such as the Data 
Lake [44–46], INFN-Cloud is perfectly suitable to deploy platforms to 
collect and process heterogeneous datasets that could also include un-
structured data. In this respect, INFN-Cloud supports also storage-based 
event platforms for automating metadata processing workflows as well 
as data pipelines. 

The federation of data, resources and solutions is a peculiarity that 
represents a key added value of INFN-Cloud, allowing third-party pro-
viders to be included in the very same computational environment, 
while preserving, if necessary or required, the ownership of the under-
lying resources and data. This allows to effectively support data coming 
from multiple sources, according to the many use cases presented by 
data producers and consumers. 

As an example, a third-party contributor could be a Clinic or Hospital 
that needs/wants to perform some type of local data processing 
involving, for example, the anonymization of the data, and that wants to 
federate its resources with the data lake, distributing this “pre-processed 
data” for further analysis and exploitation by other users or 
communities. 

Privacy oriented capabilities in the INFN Infrastructure 

Treatment of Electronic Health Records (EHR), medical images and 
personal data in general (for example user account data) requires an 
additional level of organization in order to protect data subjects’ 
fundamental rights and freedoms. In particular, Data Controllers such as 
Clinics and Hospitals, need to be able to demonstrate their compliance to 
GDPR and other laws and regulations concerning personal data and 
cybersecurity. In case Data Controllers decide to leverage an external 
cloud provider for the analysis of personal data, they “shall use only 
processors providing sufficient guarantees to implement appropriate 
technical and organisational measures in such a manner that processing 
will meet the requirements of this Regulation and ensure the protection 
of the rights of the data subject” (GDPR art. 28). INFN-Cloud provides 
such guarantees through its certification ISO/IEC 27001 27017 27018, a 
set of word wide accepted information security compliance frameworks. 
These frameworks are adopted in the Enhanced PrIvacy and Compliance 
(EPIC) Cloud partition of the INFN-Cloud federation. 

In practice, the certification implies to yearly demonstrate to inde-
pendent third-party auditors to have put in place a set of functions, 
processes, controls, systems, procedures and technical measures in order 
to protect, make available and secure the information processed and in 

order to implement data protection and security by design and by 
default. A detailed description of the EPIC Cloud information security 
measures is out of the scope of this paper. We briefly list, for example 
purposes only, some of the most relevant ones:  

• identity and access control management system capable of granting 
and modifying access rights based on the “least-privilege” principle 
and on the “need-to-know” principle;  

• segregation of duties enforced at all architectural levels;  
• risk based approach to information security, that is high risk data and 

processing activities are assessed. Then preventative measures to 
mitigate risks are defined and implemented;  

• business continuity plan defined and regularly tested;  
• robust policies and procedures defined and followed by all 

personnel;  
• due diligence checks on suppliers performed regularly in order to 

verify their safety and protection capabilities;  
• encryption at-rest and in-transit (AES-256-GCM, ChaCha20- 

Poly1305, HMAC-SHA-256 pseudo random function, TLS v1.2+);  
• secure key management system and procedures;  
• secure disposal of obsolete devices;  
• cyber security policies covering regular vulnerability and malware 

scans, patching, updating, account checking, Access Control Lists 
and firewall checking;  

• organizational processes and security information and events 
monitoring system (SIEM) automating the management of security 
events and enabling for timely data breach notification (Art. 33 
GDPR);  

• clear definition of organizational roles and responsibilities;  
• detailed logging and auditing information gathered in order to 

ensure accountability. 

The subjects participating in a clinical trial will need to obtain 
permission from the Ethics Committee for the clinical research involving 
patient data and their export to an external infrastructure for analysis. 

In order to comply with GDPR, the users will be required to pseudo- 
anonymize the data before being processed. The data will be required to 
be collected with written consent, where the scope of data storage and 
processing is described, and the authorization from the local Ethics 
Committee will be required to be readily available upon request. Per-
sonal data will be deleted from the repository after the end of the clinical 
trial or analysis. 

The EPIC Cloud is already being successfully exploited by various use 
cases dealing with genomic or clinical data:  

• Alliance Against Cancer (Alleanza Contro il Cancro, ACC) 
(https://www.alleanzacontroilcancro.it/en) who pursue clinical and 
translational research in order to bring state of the art diagnostics 
and advanced therapeutics to patient care. At present the ACC plat-
form hosts radiomic images of 2500 patients (DICOM, DICOM-RT 
files) and genomic data of 1000 patients (BAM and VCF files).  

• PLANET (Pollution Lake ANalysis for Effective Therapy, INFN- 
funded research initiative), an observational study aimed at assess-
ing a possible statistical association between Covid-19 infection, 
symptoms, course on one side and environmental pollution on the 
other side. 

• Harmony Alliance (https://www.harmony-alliance.eu/), the Euro-
pean Public-Private Partnership for Big Data in Hematology, 
deployed his data platform on EPIC Cloud. Today about 60,000 pa-
tients’ genomic datasets (BAM, FASTA, FASTQ and VCF files), 
coming from 140 organizations from all over Europe are being stored 
and analysed. 

A cloud design for large scale medical research on INFN Infrastructure 

INFN and AIFM are proposing a Cloud-based infrastructure designed 
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for AI oriented data and computing research in Medical Physics, with:  

• a geographical disperse organization on the territory, with the 
capability to be pervasive at the level of single Hospitals and Clinical 
Research Centres;  

• the capability to present a single logical view of the infrastructure, 
and hence be steered centrally when aggregation multi source data 
sources;  

• a ground-up privacy-oriented design, able to satisfy the diverse needs 
of clinical centres and initiatives; 

Fig. 1. The INFN-Cloud design, explicitly showing the capabilities to access external data sources and federated resources.  

Table 1 
A partial list of the tools available via INFN-Cloud and in the portfolio of INFN solutions.  

Problem Tool Comment Reference/URL 

Authentication / 
Authorization 

INDIGO-IAM INDIGO-IAM provides an industry-graded authorization and 
authentication mechanism, including the definition of roles and groups. 

[43] 

Cloud Orchestration INDIGO-PaaS The PaaS Orchestrator allows to coordinate the provisioning of 
virtualized compute resources on both private and public Cloud 
Management Frameworks. 

[41] 

Storage Services Storm, S3, MinIO, Pandora, 
Sync&Share 

Distributed and redundant storage services at the PB level with optional 
ISO 27,001 certification. Complete integration with Authentication and 
Authorization. 

https://italiangrid.github.io/storm/; https 
://pandora.infn.it/ 

Data Management 
and Transfer 

Rucio, FTS Data Management and Transfer tools scaling at the Exabyte level 
(hundreds / thousands on TB), capable of handling billions of documents 
and hundreds of centres. 

[44] 

Remote Streaming Xrootd, WebDAV, Kafka Streaming tools for remote data access, capable of high speed and 
completely integrated with the Authorization and Authentication 
Infrastructure. 

http://www.xrootd.org; https://en. 
wikipedia.org/wiki/WebDAV; http://kafka. 
apache.org/ 

Machine Learning 
processing 
Environment 

ML_INFN, MLaaS, Apache Spark Machine learning multiuser environment providing access to specialized 
hardware (GPU and NVMe) in a scalable and transparent manner. 
Support both interactive and distributed processing. 

https://confluence.infn. 
it/display/MLINFN/Entry + Point + ML- 
INFN; https://spark.apache.org/ 

Anonymization 
Service 

DICOM anonymizer packages 
(DICOM ToolKit libraries; 
DicomAnonymizer python 
package) 

Anonymization task achieved according to the NEMA guidelines 
provided in the DICOM standard description document http://dicom. 
offis.de/ (Security and System Management Profiles, Annex E, Attribute 
Confidentiality Profiles, http://dicom.nema. 
org/medical/dicom/current/output/pdf/part15.pdf). 

https://www.dcmtk.org/; https://pypi. 
org/project/dicom-anonymizer/  
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• data management according to the FAIRness principles [32]. 

The partitioning of resources (data and computing) between local 
and global environments allows to limit the visibility or scope of the 
data, a desired feature when dealing with sensitive data; at the same 
time, the global logical view allows to steer processing and data move-
ment centrally, with a reduced need for expert staffs at clinical centres. 

The platform design, sketched in Fig. 1, allows for implementation of 
different solutions, which are based on the technical modules listed in 
Table 1; they are detailed in the following. 

Solution 1: harvesting of data collected at clinical facilities 
In this type of workflow, data collected and/or generated at clinical 

centres are harvested and moved to the INFN infrastructure, maintain-
ing the high level of privacy as provided by the INDIGO-IAM Authori-
zation and Authentication framework and by the ISO/IEC 27001 storage 
certification. Access, further transfers and deletion can be operated only 
by specific roles; in this way, the data owner can use the processing 
power from INFN facilities while still being completely in charge of the 
data lifecycle or decide to anonymize the data via suitable tools that 
process DICOM files and make it available to larger subsets of users 
(eventually all, in public form). 

The harvesting can be operated in different ways: INFN-Cloud 
operated nodes can be installed at the facilities, with remote adminis-
tration and thus a low impact on the operations of the local personnel or 
can be injected in INFN-Cloud storage from the hospital/centre storage 
system via edge services with minimal maintenance (for example, using 
Web services via simple browser). 

Solution 2: Local Anonymization 
Whenever the harvesting of sensitive data is not deemed feasible by 

the ethics committee of a given research not even if shielded by the 
INDIGO-IAM security infrastructure, we plan to be able to deploy, 
locally at the clinical facility, anonymization and hashing services 
(either in the form of standalone services or steered by the Cloud central 
services). With these, data can be anonymized by using industry stan-
dard techniques, with the hashing database remaining locally to the 
centre. In such a way, data injected to the INFN storage can have the 
additional level of security on top of ISO/IEC 27001. 

Solution 3: Local Feature Extraction 
In many AI inspired workflows, such as those based on Radiomics 

approaches [15,16], the initial raw data from instrumentation needs to 
undergo a preprocessing phase, in order to extract features and ease the 
subsequent training process. The output feature, loosely related with the 
initial data, may or may not be needing further anonymization. The 
solution INFN and AIFM are planning involves the capability of pre-
processing on hardware local to the data collection centre, either via 
locally deployed services, or steered via the INFN Cloud central services. 
Output features can then either be harvested directly to INFN Cloud 
storage endpoints, or be anonymized, or be further processed locally. 

Solution 4: Distributed Learning 
An interesting development in Machine Learning when interfaced 

with large training datasets is the capability to distribute processing to 
remote sites, holding a fraction of the total input data (see for example 
https://keras.io/guides/distributed_training/). This would turn out to 
be very beneficial in medical research, since it would allow the sensitive 
input data not to leave the collection centre, while still allowing for a 
training procedure on the whole dataset. Successful examples in this 
direction have been provided by Jochems et al. (2016) [47] and by Deist 
et al. (2017) [48]. From the hardware point of view, the availability of 
powerful Machine Learning oriented workstations (GPU equipped) at 
low price allows for efficient operations even without large and difficult 
to operate computing centres. From the privacy point of view, the 
original sensitive data never leaves the initial centre, and the output 

trained network is by no means usable to derive any characteristics on 
them. 

The preparation, maintenance and operations of such a local service 
is not trivial and it needs specialized manpower; the Cloud solution 
INFN and AIFM are suggesting overcomes this problem as:  

• the local hardware is installed as a leaf of a Distributed Cloud setup, 
and hence the applications are installed, manager and operated 
centrally;  

• no application is allowed to move data over the network; it can only 
be accessed by the Machine Learning application, which uploads 
only configurations. 

After the training phase, the algorithm is made available both locally 
(evaluating local data, again not distributed over the network) and 
globally, for example operating on a public database. 

Usage examples for the proposed cloud-based infrastructure 

Potentially exciting new applications that could benefit from AI- 
based solutions come to light every day. Clinicians, Medical Physicists 
and Computer Scientists are continually looking for solutions to specific 
problems that may require the customization and refinement of existing 
analysis techniques or the development of new ones. The Cloud-based 
infrastructure proposed in this paper is expected to facilitate and 
accelerate this process. 

As a selected pool of usage examples, we propose a few applications 
for each of the four technical solutions described above. 

Case studies for Solution 1 
A specific operation in image analysis that requires all original im-

ages to reside in the same physical place is the iterative building of a 
population-based template, which requires the coregistration of each 
image to a temporary template and the generation of a new template by 
averaging all coregistered examples [49]. From the ML point of view, 
during the development of a novel classification algorithm based on 
multicentre data, harvesting data in an individual repository can be 
maximally efficient for model training, validation and testing. In this 
case, data collected at different sites can be handled during the model 
fitting in order to teach the model to get rid of the possible confounding 
information related to the data acquisition site [50]. 

Case studies for Solution 2 
According to the Ethical Committee approval specifications for each 

research study, the possibility of harvesting data can be limited to fully 
anonymized information. Solution 2 will allow the execution of all 
necessary anonymization procedures (both on DICOM metadata and 
directly on images, if necessary) at the acquisition site. 

Case studies for Solution 3 
In many multicentre studies based on Radiomics and ML, it can be 

unnecessary (and sometimes not allowed by the Ethical Committee) 
harvesting huge data cohorts in a central repository. It can be very useful 
to be able to execute locally at each site the data processing to extract the 
samples of radiomic features, then ML algorithms can be trained on the 
pooled data cohort. This is the approach adopted by a world-wide 
research collaboration in the field of neuroscience, the ENIGMA Con-
sortium, which collects brain features extracted from MRI images at 
each contributing site according to a predefined analysis protocol which 
includes also a data quality check [51]. 

Case studies for Solution 4 
In case neither the original image data nor the derived features can 

be moved outside of the Hospital, according to specific disposals by the 
Ethical Committee, the proposed solution of distributed learning can 
allow the use of these data for ML model training and validation. This 
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modality is certainly extremely useful even in case a DSS has to be 
customized on characteristics of data acquired at a specific site. A 
transfer learning protocol can be set up in this case to retrain the final 
layers of a DL-based DSS trained on different data sources on site specific 
examples to optimize the DSS performance. 

Practical implementation example for the proposed INFN-AIFM 
infrastructure 

Although the proposed AIFM-INFN cloud-based infrastructure is still 
in the design phase, all the components necessary to implement it have 
already been technically developed within the INFN community and 
successfully implemented also in practical analyses of medical data. Two 
specific and complementary examples of AI-based analysis approaches 
will be described below, both conceived and implemented in response to 
the COVID-19 pandemic.  

1. Development of an AI-based analysis pipeline for the automated 
quantification of the percentage of lung parenchyma affected by le-
sions related to COVID-19 pneumonia on chest CT scans, developed 
within the INFN-funded AIM project [52]. To carry out the auto-
mated analysis of the CT scans, a processing pipeline constituted by a 
sequence of two U-nets [51] has been set up taking advantage 
exclusively of publicly available annotated data samples of lung CT 
acquired in different clinical centers. Nearly 1800 CT scans were 
collected in a central database, each scan being a few tens of MB 
depending on the size of patients. To train the first U-net, devoted to 
lung segmentation, nearly 500 CT scans were used. For the second U- 
net, devoted to COVID-19 lesion segmentation, about 250 CT scans 
were available. A U-net is a fully-convolutional neural network 
which operates an image-to-mask conversion. To identify complex 
structures, such as the lungs and the COVID-19 lesions, the network 
architecture required six levels of depth, thus saturating the 16 GB 
RAM limit of the available GPUs. Fast access to storage was also 
necessary during the training phase to dynamically access the ex-
amples which could not simultaneously be kept in memory. 

2. AI-based study of possible statistical association between air pollu-
tion and Covid-19 developed within the INFN-funded PLANET 
project. The study is based on the hypothesis that pollution may 
contribute to the spread and/or the severity of COVID-19, through 2 
possible mechanisms:  
a. Acute: microparticles derived from fossil fuels might act as 

airborne carriers of virus;  
b. Chronic: exposure to microparticles and chemical pollutants 

might cause chronic lung injury, exacerbating the consequences 
of viral infection. 

A key element of PLANET is to include a wide variety of components 
that are expected to influence rates of SARS-COV-2 diffusion and 
infection such as atmospheric data, population density, urban vs rural 
environment, mobility, socio-economic conditions, etc. and at the same 
time the project aims to take into account also the fact that severity 
COVID-19 disease and deaths are also influenced by many variables 
(age, gender, comorbidities, frailty, etc..). 

To this end data from several sources have been collected, namely: 
data from the Regional Agency for Environment Protection (Agenzia 
Regionale per la Protezione dell’Ambiente, ARPA) of Umbria region 
(both sensors and models); both data from Copernicus Atmosphere 
Monitoring Service (CAMS) and Climate data; the Italian National 
Institute of Statistics (Istituto Nazionale di Statistica, ISTAT); Depriva-
tion Indexes; Epidemiological data. The latter currently includes: Data 
from the Italian National Institute of Health (Istituto Superiore di Sanità, 
ISS); Data from the Local Sanitary Agency (Azienda Sanitaria Locale, 
ASL) of Viterbo (IT); Data from Liguria region. Personal data received by 
ISS and ASL have been managed in the context of the organizational 
framework of the EPIC cloud, which ensures that the right agreements 

are in place in order to comply with GDPR as both Data Controller (ISS 
data) and Data Processor (ASL Viterbo data). All the above-mentioned 
sources populate the PLANET DataLake where not only the data are 
made accessible to the analysts, but it also offers a tightly integrated 
computer platform enabling an effective analysis flow. An ongoing ac-
tivity is moving the PLANET platform inside the EPIC environment. In 
practice this means to harden the current platform applying the tech-
nical measures required to improve the security posture of the whole 
system. 

The first example above shows a typical application highly 
demanding in terms of computing resources, which is barely feasible if 
not impossible without dedicated and efficient computing infrastructure 
equipped with GPUs. The second example describes the capability to 
aggregate data (not including heavy imaging data at present) from 
multiple sources in a privacy-oriented design (EPIC infrastructure where 
the PLANET Platform will be hosted), which is particularly suitable for 
handling medical data. 

Putting together the efficient computation capability demonstrated 
in example 1 and the appropriate sensitive data handling and capability 
to view different clinical centers as a unique logical entry demonstrated 
in example 2, it is apparent that all technical ingredients necessary to 
build the INFN-AIFM cloud-based computing infrastructure mainly 
dedicated to medical image analysis with AI-based techniques are 
almost ready to use. From the technical point of view, further de-
velopments will be needed to interoperate the computing resources 
within the data platform of EPIC cloud, and, relying on the collaboration 
with AIFM, particular attention would be paid to making the infra-
structure compliant both with GDPR requirements and with the prin-
ciples of data FAIRness. 

Discussion 

The collaboration among Medical Physicists, Physicists working in 
different fields of research involving Big Data and Computer Scientists 
could provide a valuable contribution across all necessary development 
and validation steps to be completed before AI-based DSS can be reliably 
and efficiently integrated in the clinical workflows. Other professionals, 
mainly with expertise in (Bio)Engineering and Statistics, also clearly 
have a relevant role in the fields of research involving the acquisition 
and analysis of biomedical data. Nevertheless, Medical Physicists, 
Physicists and Computer Scientists have their specific roles in the 
ongoing transition of medical imaging towards AI, as specified in the 
dedicated subsections below. 

A fundamental aspect of this transition is the Ethical dimensions of 
using AI in Healthcare [53,54]. AI-based applications are often cited as 
enabling technologies towards precision medicine [55,56]. The discus-
sion of this topic requires a specific expertise that goes beyond the 
technical skills of the authors of this paper. 

Similar initiatives have already been proposed in a variety of medical 
domains. These projects are in the fields of Radiology, Radiotherapy and 
encompass all areas of healthcare where there are large amounts of 
clinical data and images. They work on clouding and data/sharing and/ 
or distributed learning solutions using on-line platforms, like Amazon, 
Google which are starting to play a crucial role also in the healthcare 
field. 

One of the most recent applications is AIFORCOVID Imaging 
Archive. This platform is based on Amazon Web Services (data storage, 
management and transfer) to develop innovative AI methods for pre-
dicting clinical developments of the disease caused by SARS-CoV-2 
(https://aiforcovid.radiomica.it/). 

Moreover, Stanford University developed a smartwatch-based 
COVID diagnosis app, in partnership with Amazon, that analyzes 
elevated heart rates and other abnormalities for pushing real-time alerts 
to patients suspected of COVID infection. Amazon has offered millions in 
cloud computing credits for similar diagnostic solutions for digital 
health innovators across the world (https://www.cio.com/article/ 
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3619551/ai-in-healthcare-the-tech-is-here-the-users-are-not.html). 
Even Google has announced a series of partnerships with healthcare 

enterprises: Mayo Clinic will work together with Google Health’s AI, in 
the medical image segmentation. In addition to AI, the two companies 
plan to use Google Cloud and data analytics to advance the diagnosis 
and treatment of diseases (https://www.fiercehealthcare.com/tech 
/mayo-clinic-google-announce-ai-effort-to-boost-radiation-therapy-for 
-cancer). 

There is a collaboration between Varian and Google to build an 
advanced artificial intelligence (AI) based diagnostic platform 
(https://www.varian.com/about-varian/newsroom/press-releases/var 
ian-and-google-cloud-collaborate-aid-fight-against-cancer). 

A Google Cloud AI Platform’s NAS technology is used to create an AI 
segmentation engine to create customized auto-segmentation models for 
organs in the body. These models will be incorporated into Varian 
treatment planning software tools for use in cancer centers around the 
world. An ever-increasing number of companies, from start-up to large 
medical system companies, up to technology giants (Nvidia, Intel, 
Amazon, Apple, Facebook, Alphabet, Microsoft), are present on the 
market proposing analytics platforms and/or processing software with 
the most advanced AI tools. These systems, generally on a cloud-based 
infrastructures and often freely usable by the individual healthcare 
professional, are focused to improve disease screening, diagnosis of 
various diseases, patient therapies and medical operation planning, as 
well as to share and make available advanced data mining instruments. 
Not providing for the possibility of local installation in a single hospital, 
vendors supply their AI services by using cloud systems that can be in 
one or more countries, sometimes even outside Europe. Typically, these 
companies have developed AI systems in collaboration with important 
universities and/or private hospital consortia, the web pages are full of 
these announcements, either to understand what kind of support clinical 
practitioners would expect, or to have available the necessary Big Data 
for training and validating their algorithms. These partnerships were 
also necessary to address the registration process of these AI medical 
devices as required by the regulatory bodies (FDA, CE mark) and by the 
health authorities, as well as well regarded by leading medical-imaging 
scientific associations (RSNA, ESM, EANM, ESTRO, EFOMP, etc.). 

In such a scenario, a platform such as the one created by INFN, 
equipped with advanced AI tools that can be shared between the 
different centers on a national level, stands out for its uniqueness, 
expanding the current functions and moving towards new areas of ser-
vice not yet available. Moreover due to the intrinsic no-profit INFN 
character, the platform could result in of facilitated accessibility with 
lower costs. Since only registered (FDA/CE) medical device AI systems 
can be used in the clinic, whose effectiveness has been validated on 
limited data sets, within research projects or pilots that almost never are 
based on European or Italian experiences, to have a common platform 
on which to test these AI algorithms is important. The INFN platform, 
fully responding to the European and Italian regulations in terms of 
safety and GDPR requests, which although valid for all European 
countries are applied differently in individual countries, sees the 
possible storage of healthcare Big Data for their deep analysis and/or the 
development of optimized and standardized AI algorithms based on the 
medical knowledge and skills of Italian clinicians and of our national 
healthcare system. Specifically, it would be used for creating common 
quality assurance tools, perhaps using techniques of federated learning 
to reduce patient’s imaging sharing, similar on the national territory, to 
be used for studying safety, robustness, sensibility and specificity, ethics 
of commercial AI marked tools presents on the Italian centers. Such a 
platform could also securely integrate with regional health record data, 
as well as image databases (public and private) on the web, broadening 
the spectrum of available data, as well as providing a tool for helping ISS 
to monitoring the correct functioning, effectiveness and the diffusion on 
the territory of AI-based medical devices. 

The role of Physicists and Computer Scientists 

Physicists and Computer Scientists working within INFN-funded 
research project over the last two decades have developed a number 
of prototypes of AI-based DSS across several pathological conditions and 
imaging modalities [57,58,59,60,61,62,63]. In most cases, the starting 
point for developing a new application was an exploratory analysis 
carried on small data samples, which was later on consolidated and 
validated on larger data samples. 

Physicists working in fields of research involving Big Data, such as 
the HEP field, where experiments to investigate the fundamental con-
stituents of matter generate an incredible amount of data to be some-
times processed in real time (e.g. the CMS experiment at CERN [64,66], 
with almost 100 PB of data collected in the period 2010–2018) are 
currently implementing AI-based solutions in their analysis [65,67]. The 
computing infrastructures, the secure data storing and sharing protocols 
they are developing for HEP applications can be customized for their use 
in the medical imaging domain. In addition to technical solutions 
regarding efficient computing infrastructure HEP Physicists and Tech-
nologists can provide, their contribution is expected to be valuable also 
in building innovative ML and DL models to mine the extremely large 
data samples. The collaboration between Physicists and Computer sci-
entists will be of paramount importance to develop new algorithms and 
dedicated solutions to make the output of DL-based DSS interpretable 
and explainable, which is a deeply felt need in the medical domain [18]. 

The role of Medical Physicists 

In the AI framework, Medical Physicists have the knowledge needed 
to implement tests and use imaging systems based on AI [1,24,66,68]. 
They are experts in all imaging modalities and know their strengths and 
weaknesses. The systematic analysis carried out by Medical Physicists on 
AI-based DSS systems allows to analyse their response when imaging 
parameters are modified and, therefore, the quantitative image content 
is changed [35]. 

The quantitative information encoded in medical imaging takes on 
an ever-increasing value as it is correlated to the multiple sources of 
information contained in the healthcare Big Data (clinical exams, bio-
markers, multi-omic data, ecc.). Part of the latter would be available 
through the access to the EHR. Medical Physicists, taking advantage of 
the skills acquired by High-Energy Physicists and their experience as 
data scientists, will be able to derive insights from huge amounts of 
structured and unstructured data, even using specially designed soft-
ware, in order to satisfy specific clinical needs (precision medicine). 

In this area, Medical Physicists can help improve health services, 
recognize trends that might otherwise go unnoticed (from the identifi-
cation of personalized treatments tailored to each individual, to epide-
miological studies to promptly analyse the risks to public health), ensure 
security and compliance. In order for the analyses of this mass of data to 
be meaningful, they must be properly validated, processed and inte-
grated within a system, something in which the Medical Physicist can 
make a significant contribution. In fact, Medical Physicists have also a 
role in the QA analysis of AI-based systems. When an AI tool predicts a 
machine failure, Medical Physicists can help identify the cause of the 
issue and corrective actions [67,69]. 

The added value of Medical Physicists is their capability to go beyond 
the concept of technical quality and to extend method and expertise 
toward measuring and optimizing diagnostic value in terms of how it 
relates to the outcome of care. Moreover, despite the recent advances in 
the development of Machine Learning, Deep Learning, and the ability of 
computers to handle large amounts of data, the integration of these 
technologies into clinical workflows and their application to personal-
ized medicine requires additional research and development efforts. 

Large-scale validation of these applications and assessment of the 
reliability of AI-based systems is needed to facilitate their deployment. A 
normative framework to regulate the use of AI-based clinical decision 
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support tools in the clinical workflow is not available yet. Nevertheless, 
from the technical point of view we expect that the AI-based tools can be 
treated similarly to other medical imaging instrumentation and devices. 
The role of Medical Physicists would be necessary to ensure the quality 
control of the input data, the periodic evaluation on the DSS perfor-
mance against possible deterioration due to change in the acquisition 
protocols for input data, and the quality check on data that can be used 
in ML and radiomic studies [19]. 

As reported in Fiorino et al. [68] Medical Physicists are not new to 
implementing and customizing new systems in a Hospital, usually 
collaborating with other specialists. In this framework, Medical Physi-
cists must collaborate with all healthcare specialists to successfully 
introduce AI-based solutions in the clinical workflows. To accomplish 
this task, Medical Physicists should have a more than basic formation in 
machine learning, radiomics and the possible source of errors that may 
hinder the reproducibility of radiomic studies [69,70,71,72,73]. 

Additionally, Medical Physicists could act as facilitators in the cur-
rent research challenge of making AI-models explainable, which is a 
fundamental requirement to make them acceptable as clinical support 
tools [36]. They are naturally the intermediary professionals between 
clinicians and technology, so they can help set up the appropriate dic-
tionaries to translate machine information into human (clinical) lan-
guage and vice versa, thus globally supporting XAI research. Although it 
is necessary in this case to have a good knowledge of technology it is not 
necessary to have specific knowledge of ML, DL or other AI techniques. 
The collaboration with experts working in other fields of research in 
Physics and in Computer Science is of paramount importance to access 
to the latest technology and scientific innovations. 

Moreover, it is important to highlight the central role of AIFM in this 
joint project to develop a dedicated infrastructure for medical data 
analysis with AI. AIFM, through its working groups, could engage the 
Medical Physics community to facilitate the inclusion of research and 
clinical groups in joint research activities with INFN using the proposed 
infrastructure. 

Conclusions 

In this paper we focused on the opportunities and challenges pro-
vided by Big Data and DL to the medical imaging community, and on the 
mitigation strategies to the current limitations of these techniques that 
can be deployed by a joint effort provided by the community of Medical 
Physicists, High Energy Physicists and Computer Scientists fostered by 
the agreement between AIFM and INFN. 

We proposed the development, deployment and operation of a cloud- 
based infrastructure to handle and mine big data in the medical imaging 
domain, especially involving the use of radiomics, ML and DL solutions 
to set up clinical decision support tools. Solutions and typical use cases 
are provided for ML model training in substantially different applica-
tions, where either original data or derived features may or may not be 
shared outside the acquisition centres; in this way, data protection and 
strict privacy policies are built in the model ground-up, using state of the 
art authentication and authorization tools. Moreover, the data FAIRness 
compliance of the whole infrastructure would guarantee both the easy 
validation and cross-check of new results against previously conducted 
analyses, and the possibility to extend previous studies, thus, fully 
exploiting the precious resources constituted by patients’ data and 
medical annotations. 

Thanks to the healthcare Big Data information, and to its exploitation 
with the computing infrastructure we proposed it would be possible to 
extract inferences and useful correlations for predicting the clinical 
outcome of patients, to identify models that can support the clinicians in 
the diagnosis or treatment of different diseases, as well as to uncover 
new pharmacological approaches, the prevention or care of epidemics, 
maximizing health resources. 

Finally, we pointed out that the synergistic effort of a multidisci-
plinary team of experts in the field of Medical Physics and Data Science 

would be able to put in place robust AI-based workflows, ready to be 
validated and used in a clinical setting. 
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