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Abstract This paper presents recent activities covering different plasma fields, from both theoretical and exper-

imental point of views. An overview of the present interests of the scientific community is reported here. Starting

from a brief description of the role of collisions in astrophysical plasmas, some fundamental aspects of gas discharges

modelling, such as superelastic collisions and the basic concept of vibrational temperature, are discussed. Different

plasma sources, as DBD and microwave discharges with their own specific applications, are reported. Edge plasmas

in nuclear fusion reactors are investigated, focusing on the cooling mechanisms resulting from nitrogen puffing in

the divertor region.

PACS 52.20.Hv Atomic, molecular, ion, and heavy-particle collisions · 52.25.Dg Plasma kinetic equations ·
52.50.Dg Plasma sources · 52.55.Rk Power exhaust; divertors · 52.65.?y Plasma simulation 52.90.+z Other topics

in physics of plasmas and electric discharges

1 Introduction

Nowadays, plasma technology has reached a ripeness

finding applications in a variety of continuously expand-

ing fields. The intense research activity carried out since

the 70’s to characterize gas discharges shed light on

the mechanisms occurring in the plasma in different

conditions and for different mixtures, allowing the de-

velopment of this technology to the present. Neverthe-

less, the increasing number of plasma applications is

bringing on new problems, consequence of the charac-

teristics of the plasma configuration and of the specific

properties of the mixture components.

The main features of the plasma are determined by

the interaction with electromagnetic field. However, the

specific behaviour of a discharge is determined by the

quantum nature of atoms and molecules, emerging in

ae-mail: gianpiero.colonna@cnr.it

the macroscopic properties of the plasma. The electro-

magnetic field interacts with charged species, mainly

with electrons, due to their small mass relatively to

ions, while the plasma properties are often detected

from neutrals. The energy is transferred from the fields

to neutrals by intermediation of charged particles through

collisions.

Depending on the values of specific quantities as

electron temperature, electron density, and/or ioniza-

tion degree, plasmas are usually classified into differ-

ent categories, joining different communities developing

their research in spatial plasmas, thermonuclear fusion,

industrial and technological applications, among other

important areas.

A rather common classification involves low temper-

ature (LTP), or cold, and hot plasmas. Gas discharges,

a kind of LTP, exhibit unique features, such as differ-

ent species being described by different temperatures,

as shown in section 2.1, the electron temperature be-
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ing higher than the vibrational temperature (in molec-

ular gases), in turn, higher than the gas temperature.

In the cases here reviewed, the electron temperature is

of the order of a few eV (1 eV≈11600 K), while the

vibrational temperature is ≈5000 K and the gas tem-

perature is ≈500 K. These discharges constitute then

a physical system out of thermodynamic equilibrium,

in which the electrons contain most part of the energy

absorbed from the plasma source. Besides these non-

equilibrium situations, gas discharges are also charac-

terized by low degrees of ionization, being in general

below 10−3. On the other hand, the designation of hot

plasmas concern usually situations where the electron

temperature is much higher than a few eV, and the de-

gree of ionization is ≈1. Interestingly, in large devices,

as the Tokamak described in section 2 of this paper, the

electron temperature at the mid plane of the confined

region is ≈100 eV, and has quite relatively lower values,

1-2 eV, in the divertor region.

Because of the relative ease with which a cold plasma

can be produced on Earth, a great deal of attention

has been raised over the decades on the possible em-

ployment of such kind of plasmas for a multitude of

applications. A prominent feature of cold plasmas is

that they can be used to treat surfaces and volumes

in both direct and indirect ways [1]. Treatments per-

formed using cold plasmas are also non-destructive and

highly energetic [2]. In addition, cold plasmas produce a

remarkable number of chemically active species in eco-

nomically convenient ways [3]. These kind of plasmas

are commonly applied in industrial [4, 5], environmen-

tal [6, 7], aerospace [8, 9] and medical [10, 11] applica-

tions.

The main reason behind the reported vastness and

diversity of cold plasma applications lies indeed in the

rich physics that characterizes this physical state. The

number and complexity of the different phenomena tak-

ing place in non-equilibrium plasmas, however, also con-

stitute a challenge from the perspective of understand-

ing, operating and optimizing technologies based on

these principles. In this context, considering the high

costs associated with prototyping and experiments, the

development of reliable tools allowing to perform nu-

merical simulations plays a very prominent role in tech-

nological and scientific advancement.

This review collects the contributions presented in

the course Cold Plasmas: Fundamentals and Applica-

tions in the School on Quantum Electronic in Ettore

Majorana Center for Scientific Culture in Erice, Septem-

ber 2019, in the topics of gas discharges and divertor plasmas.

The present paper is composed by seven sections and,

according with the course purposes, intends to give an

overview of some research activities, spanning from fun-

damental theoretical aspects to specific applications,

focusing on the role of elementary processes and non-

equilibrium in determining plasma properties.

The role of collisions is relevant also in systems where

usually they are neglected, as discussed in section 2.

Collisions are responsible of plasma instabilities and

anomalous behaviours, allowing energy transfer from

magnetic field to the plasma particles. Part of this

section (section 2.1) is devoted to the edge plasma in

fusion devices, where the mitigation of the heat flux

on the surface is obtained by puffing nitrogen in the

divertor region.

In section 3, the self-consistent model considering

the synergy between the thermodynamic state (inter-

nal distributions) and the free electron kinetics, is pre-

sented discussing the relevance of superelastic collisions

and of gas temperature profiles in modelling the evolu-

tion of gas discharges.

A further contribution (section 4) is devoted to the

description of a drift-diffusion model for high pressure

dielectric barrier discharges (DBD).

An important DBD application is activated water

for sanification. In the case of discharges on the surface

of liquid water (see section 5), the production of oxi-

dizing species such as hydrogen peroxide and ozone is

efficient, giving to the plasma antiseptic properties.

In section 6 the production of fancy jewels via plasma

is presented, focusing on the processes leading to the di-

amond growth. The tuning of the plasma properties to

obtain crystals with the desired characteristics is dis-

cussed.

2 High Temperature Plasma Behaviours

Quoting almost verbatim from the Introduction of a

nearly fourty year old article by R.J. Bickerton [12]:

“High temperature plasma physics deals with the be-

haviour of highly ionized gases. In principle the subject

has a stark simplicity since it covers the interaction

of structureless charged particles obeying well known

physical laws. It is therefore paradoxical that the be-

haviour of an ionized gas is frequently unpredictable.

The subject has its origins in gas discharge physics iono-

spheric physics and astrophysics. Several key theoret-

ical concepts were developed in connection with these

earlier fields; these have been extended and extensively

tested experimentally in connection with the thermonu-

clear fusion and space programmes.”

When compared with the physics of “cold” plasma

discharges, these words point to an obvious difference:

the components of a fully ionized plasma are elemen-

tary, at least at energies below the threshold for the
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production of electron positron pairs and as long as the

electromagnetic fields can be treated within the clas-

sical Maxwell system of equations, and thus the com-

plexities that arise from the presence of molecules and

atoms in different excitation states are absent. The sur-

prise is that, even if the components are simple, their

collective behaviour can be extremely complex and can

manifest itself in an astonishing variety of forms. As

explained in a number of reviews and articles (see e.g.

the recent review in Ref. [13]), the plasma collective

behaviour and its being generally far away from even

local thermodynamic equilibrium can be traced back

to the fact that the electromagnetic fields lead to long

range interactions that involve particles at distances

much larger than the mean particle separation.

In reality in most cases, even in high energy regimes,

plasma phenomena include effects that go beyond the

fully ionized, weakly coupled plasma paradigm. For ex-

ample if heavy elements are present, in most cases their

nuclei are not stripped of all their electrons. In addition,

almost by norm, plasmas are inhomogeneous and colder

regions are present even in high temperature plasmas,

for example in a magnetic fusion experiment near the

walls of the containing vessel. Moreover in dusty plas-

mas, which are quite relevant for astrophysical config-

urations, the charge of the dust grain is in itself a dy-

namical variable so that the physics of electron emission

and absorption comes into play.

In fact it is not generally possible to separate com-

pletely collisionless from collisional features in a real

plasma. The former, the collisionless features, describe

the dynamics of fully-ionized, high-temperature, dilute

plasmas in the limit where not only atomic processes are

absent, but even the effect of purely elastic binary in-

teractions between discrete charged particles (Coulomb

collisions) can be disregarded with respect to the collec-

tive interaction of the plasma as a whole. In this limit,

the discreteness of the charged particles that compose

the plasma is immaterial and the electromagnetic in-

teraction can be described in terms of a mean electro-

magnetic field whose sources are smooth charge and

current density distributions. At lower energies colli-

sional effects related to Coulomb collisions can affect

the plasma dynamics and at even lower energies, in tens

of eV range, atomic and molecular processes and colli-

sions on neutrals play a major role.

A quite scenic example of the interplay between col-

lisionless and collisional effects is provided by the po-

lar aurorae. Quoting from the pioneering article by B.

Coppi, G. Laval, and R. Pellat [14]: “For this, we can

take up the stability analysis of a collisionless pinch,

with the intention to show that the relevant instabil-

ity has macroscopic effects, as it transforms magnetic

energy into kinetic energy, and that it can be suitable

to explain the characteristic times of evolution of phe-

nomena observed during auroral events, in the auroral

regions, and in the magnetic tail.” Here the authors

are referring to the effect of the instability of the an-

tiparallel magnetic field lines in the Earth tail plasma

(on the night side of the Earth magnetosphere). This

instability goes under the name of magnetic field line

reconnection and occurs because of local violations of

the ideal MHD condition at special locations in the

plasma and in particular where the magnetic field van-

ishes as is the case at the separation between plasma

regions with antiparallel magnetic field lines. Reconnec-

tion leads to a large scale rearrangement of the mag-

netic topology, to the release of magnetic energy and to

the production of filed aligned electric fields that can

accelerate particles, electrons in particular, to large en-

ergies. These violations can occur because of collisional

effects (plasma resistivity) or kinetic effects, collision-

less by nature, that are described by the Vlasov equa-

tion in phase space, as is the case for the process dis-

cussed in Ref. [14]: “This occurs through the transfer of

macroscopic energy of the plasma to a relatively small

number of electrons through microscopic particle-wave

resonant processes”. The accelerated particles move es-

sentially along the Earth magnetic field lines that ex-

tends into the tail and reach the upper atmosphere close

to the polar regions where their presence can be de-

tected because of their collisions with the atmospheric

neutral constituents. The resulting ionization and ex-

citation leads to the emission of light that appears as

luminous drapes of varying colour and intricate folding

that can be observed at high latitudes.

An interesting example of the interplay between bi-

nary and collective effects in a plasma involves nuclear

physics and the possibility to enhance the fusion re-

action rate in a strongly magnetized plasma with spin

polarized nuclei. Following Ref. [15] we recall that the

relatively large cross-section of the reaction

D + T → 4He + n

is due to a resonant level of 5He with angular momen-

tum J = 3/2 which, at the (relatively) low energies

of an igniting plasma must arise from the spins of the

Deuterons (spin 1) and of the Tritons (spin 1/2). The D-

T combined spin states are S = 3/2 and S = 1/2 while

the fusion reaction is due almost entirely to interacting

D-T pairs with S = 3/2. The statistical weight of this

state is two times that of the S = 1/2 state. There-

fore for a plasma of unpolarized nuclei only 2/3 of the

interactions contribute to the fusion rate.

On this basis in 1982 R.M. Kulsrud, H.P. Furth, E.J.

Valeo and M. Goldhaber proposed [15] to exploit the
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fact that, quoting from their abstract, nuclear “fusion

rates can be enhanced or suppressed by polarization of

the reacting nuclei. In a magnetic fusion reactor, the

depolarization time is estimated to be longer than the

reaction time”. Important features in this proposal were

the (then recent) possibility of producing large quanti-

ties of polarized gases and an in depth analysis (see also

Ref. [16]) of the processes that could cause a fast de-

polarization of the polarized nuclei. However in 1983

it was shown in Ref. [17] that an anomalous depolar-

ization process could nevertheless occur because of the

onset of a collective instability in the frequency range of

the spin precession frequencies of the fusing nuclei. In

plasmas in which a considerable fraction of the fusing

nuclei are spin polarized, the distribution function of

fusion-reaction products turns out to be anisotropic in

momentum space and can drive unstable ion cyclotron

waves with frequencies close to the spin precession fre-

quencies and cause resonant depolarization at a rate

considerably faster than the fusion reaction rate. In

Ref. [18] it was concluded that “in a plasma with a spin

polarization such that the nuclear reaction rate in en-

hanced, the tritium nuclei will be depolaraized” under

fusion relevant conditions.

It is important to note that the distinction between

collisional and collisionless regimes may not be valid

uniformly in time, or, more precisely, that the collision-

less plasma approximation may cease to be applicable

as the system evolves in time. In fact collisionless plas-

mas are nonlinear Hamiltonian systems with, formally,

an infinite number of degrees of freedom. The nonlinear

dynamics of such systems is bound to develop increas-

ingly small scales, both in coordinate and in velocity

space, making the disregard of collisional effects even-

tually untenable. This point was stressed in Ref. [19] in

the Editorial to a Special Issue entitled “Collisions in

collisionless plasmas”’ published in 2014 by J. Plasma

Physics.

Such a point is particularly evident in the case of

the energy cascade in fully developed turbulence from

large spatial scales through the inertial range, which at

different spatial scales may include different types of

collisionless plasma dynamics, down to the dissipative

range.

The nonlinear formation of small scales adds an im-

portant feature of the interplay between collective and

collisional processes in so far as collisional effects can

react back on the collisionless dynamics at larger scales

and thus affect the features of the particle and field fluc-

tuations that determine most of the macroscopic prop-

erties of a plasma.

A transition between hot and cold plasmas can be

found in the divertor region of the Tokamak, to moder-

ate the heat flux to the reactor walls.

2.1 Nitrogen Seeding in Tokamak Divertor

One of the most severe problems for future fusion de-

vices is the power load to the divertor target plates [20].

Tungsten (W) is the material decided for the diver-

tor plasma-facing components (PFCs) from the start of

plasma operations for ITER (International Thermonu-

clear Experimental Reactor). PFCs in the divertor re-

gion will be subjected to very high heat loads from en-

ergetic (eV to keV) charged and neutral particle bom-

bardment. In order to avoid W damage, divertor tar-

get loads should be kept below 5-10 MWm−2 [21] and

cooling the plasma before it reaches the divertor is nec-

essary. This can be achieved through the seeding of low

Z impurities [22]. Impurity seeding (neutral non-fuel

species are puffed into the plasma from gas valves near

the divertor region) has been demonstrated to be an

effective mechanism both for direct power absorption

through multiple ionisations and for the enhancement

of radiative power dissipation through inelastic colli-

sions and subsequent relaxations [23].

Typical gases for seeding are nitrogen (N2) and no-

ble gases like neon (Ne), due to their medium Z number

and the desired emission line radiation at temperatures

where deuterium (D2) does not radiate. When the im-

purities interact with the plasma in the scrape off layer

(SOL) they become excited and ionized. By falling back

to lower energy states, the difference of energy is radi-

ated away and therefore the temperature in the SOL

is decreased. N2 seeding not only reduces the heat flux

onto the divertor but also improves the confinement of

the plasma [24].

The impurities have effective emissivities depending

on the plasma electron temperature (Te). While Ne has

a cooling potential at a relatively high Te, and hence

may effectively cool the upstream edge plasma, N2 is

effective at the boundary layer, because their emission

peaks are located at relatively low values of Te [25].

However, besides the beneficial cooling, N2 is also inter-

acting with PFCs by surface sputtering, ion implanta-

tion or chemical deposition, like the formation of tung-

sten nitrides (WNx) or berillium nitrides (BeN) [26].

This results in a build-up of N2 content. Additionally,

N2 is chemical active in a hydrogen fuel isotopes en-

vironment which leads to the formation of ammonia

(NH3) and other N2 hydrides [27,28]. The NH3 forma-

tion is a critical issue because, being NH3 hazardous,

might cause damage to pumps, valves and other ma-

terials and could have a significant implication on the
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operation of the ITER tritium plant which is prepared

to process titrated NH3 in small amounts [29].

2.2 Physics basis for the tungsten divertor

Based on nearly five decades of magnetically confined

nuclear fusion plasma physics research, an axisymmet-

ric poloidal magnetic X-point divertor has become the

present vision for a tokamak plasma-material interface.

In the tokamak, a magnetic X-point is created between

two toroidal currents, a plasma current and a special

magnetic coil. A formed magnetic separatrix divides the

plasma into a closed field line region (confined plasma)

and an open field line SOL region. The SOL is directed

(diverted) into a special divertor chamber ending on

target plates. The poloidal divertor enables energy and

particles lost from the confined core plasma due to ra-

dial transport and magnetohydrodynamic (MHD) in-

stabilities (e.g., edge localized modes (ELMs)) to flow

to the divertor chamber that acts as a separate plasma

material interface.

Four tasks are accomplished by the standard poloidal

X-point divertor [30]:

1. plasma power exhaust;

2. particle control (D/T and He pumping);

3. impurity production (source) reduction;

4. impurity screening by the divertor SOL.

The divertor SOL parallel heat transport is dominated

by electron conduction and convection and strongly de-

pends on plasma collisionality [30–32]. At higher plasma

collisionality, a low-temperature highly radiative diver-

tor regime sets in: the plasma flowing to divertor plates

loses energy through radiation and dissipative processes

(inelastic collisions and recombination) and transfers

momentum through charge exchange. This leads to plasma

neutralization and detachment from the target plate,

and as a result, significantly reduced heat load and ma-

terial erosion. This regime is commonly called radiative

plasma detachment, characterized by a parallel SOL

electron (plasma) pressure drop, high neutral divertor

pressure (density), low Te(≈1-2 eV), high electron den-

sity (ne) at the plate and high impurity radiation. This

is viewed as the main solution to tokamak power and

particle exhaust within operating limits of PFCs cool-

ing technology and target materials.

The proposed ITER divertor is based on standard

X-point geometry designs tested in large tokamak ex-

periments: vertical targets with partial radiative de-

tachment of the strike points are used. The term partial

here refers to the plasma detachment from the plate

only in the radial region adjacent to the separatrix,

while the full detachment, highly desirable for impu-

rity erosion reduction, is likely to lead to confinement

degradation via an X-point radiative instability.

2.3 Power dissipation in the divertor

The peak heat flux striking divertor target surfaces in

future tokamak devices must be reduced from that pre-

dicted, based on ELM in H-mode operation of present

experiments. The heat flux reduction technique, which

has received the most detailed experimental investiga-

tion on tokamaks, consists in inducing detachment of

both divertor legs and large radiated power in the di-

vertor away from the target plates by strong gas puff-

ing. Frequently the outer leg plasma after gas injection

is only detached from the target plates on flux surfaces

near the separatrix and remains attached on flux sur-

faces farther out in the outer leg SOL [33]. This par-

tially detached divertor (PDD) is attractive because the

peak heat flux near the separatrix is reduced typically

by factors of three-five, which would be sufficient for

ITER requirements and an attached plasma remains in

the outer SOL from which helium (He) ash could be

pumped in a tokamak reactor.

During PDD operations, induced by gas injection, it

is possible to distinguish five region, from the midplane

to the targets, each dominated by different physics pro-

cesses: (1) a zone dominated by thermal conduction;

(2) a radiation zone; (3) an ionization region; (4) a vol-

ume dominated by ion-neutral interactions; and (5) a

region dominated by volume recombination. See fig. 1.

In a synthetic description of the power exhaust prob-
lem the energy dissipation in the plasma edge can be

described as a step-ladder process [34]. Power from the

confined region (at the mid-plane Te is ∼100 eV) en-

ters the plasma edge by anomalous cross-field transport

(turbulent ballooning-like and/or laminar drift-driven)

and is mainly conducted along temperature gradients

within the SOL. The SOL screens the plasma at the

separatrix from thermal neutrals and the energy trans-

port is governed by the conduction along the field line.

As the plasma accelerates towards the target plates a

fraction of the heat flux is driven by convection and thus

may be impacted by plasma drift flows. As energy is

transported along the magnetic field lines downstream

towards the divertor, it reaches an impurity radiation

zone where the temperature is reduced and thus the

heat-flux. In the region near the X-point, measurements

show high radiation levels during PDD operation. This

radiation dissipates energy and Te is substantially re-

duced. The measured ne is not substantially increased

so the drop in Te produces a drop in pressure. Below
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the X-point the measured Te is low enough and the neu-

tral density is high enough so that an ionization region

forms. This produces a source which leads to poloidal

flow of primary ions toward the target plates.

Farther downstream ion-neutral interactions begin

to dominate at low Te and high neutral density found

in the lower part of the outer leg. These collisions can

Core Plasma

Divertor 

plasm
a

Power to SOL

ea
t

Heat conducting zone Te»
30-50eV

Radiation 
zone 

Te»10eV

Ionization zone 
Te>5eV

Neutral fraction 
zone 

Te »2- 5eV

Recombination 
zone 

Te »2- 5eV

Fig. 1 Schematic diagram for the one-dimensional model of
PDD conditions in the outer divertor. Regions dominated by
radiation near the X-point, ionization and recombination and
ion-neutral interactions are shown. Conduction dominates the
energy transport above the X-point; convection dominates
below the ionization region.

remove parallel momentum across the field lines from

the plasma flow. This effectively reduces the flow veloc-

ity toward the target plate. For the region in which the

flow velocity is low enough that the transit time through

a volume is comparable with the recombination time,

substantial recombination takes place. This occurs in

the volume above the target surfaces and effectively re-

duces the ion current striking the plates near the outer

strike point (OSP) to substantially lower values than

in the attached plasma conditions. The combination of

low ion current recombining at the plate and reduced

energy transport to the plate, due to the high radia-

tion near the X-point, produces the observed low peak

target heat flux near the separatrix strike point.

2.4 Power dissipation by radiation losses

Normally impurity particles enter the plasma as neu-

tral particles, being generated in erosion processes of

the wall elements [35,36] or deliberate puffed [37]. The

processes of ionization and recombination convert these

neutrals into ions with different charges Z. The energy

associated with impurity radiation is lost through three

main channels: line emission, bremsstrahlung, and ra-

diative recombination. The power density of radiation

losses from all impurity charge states, in coronal equi-

librium, can be calculated as follows [38]

Qrad =
∑

z

ne nzLz (1)

Here ne is the density of plasma electrons which lose

their energy either by exciting electrons bounded in im-

purity ions or by elastic coulomb scattering, nz the den-

sity of impurity ions of the charge z and Lz the radiative

efficiency. In coronal equilibrium in which the charge

state distribution is governed by the balance between

ionisation by electron impact and radiative recombina-

tion, Lz is a function of the Te only. Lz of N2 [39]

has a maximum at low temperature and, therefore, is

a suitable choice as edge and divertor radiator. At the

plasma edge, where steep gradients exist and ELMs [40]

take place, the local coronal equilibrium cannot be es-

tablished. This situation is denoted as non-coronal equi-

librium and affects the edge radiation of low-Z impuri-

ties. In this case, the radiative loss function is not only

a function of the temperature but also of the residence

time [41].

Equation 1 is valid under the following assumptions:

the characteristic ionization and recombination times

are longer than the times of natural radiative decay

of the excited states, ne is such that the mixing of

the neighboring levels is unimportant, the electromag-

netic fields do not allow forbidden lines to be emitted,

etc. If these assumptions, or some of them, are not

satisfied, then it is necessary to construct a complete

collisional-radiative model in which the deviation of the

electron distribution function from being Maxwellian

should generally be taken into account.

2.5 Nitrogen seeding experiments

With the coming of all metal devices, understand the

behaviour of N2 and NH3 have become a priority for

ITER and this point was addressed in the EUROfusion

work program “Preparing an efficient operation of the

PFC for ITER and DEMO”. Thereby potential safety

and operational issues for ITER have been identified

and studied, in tokamak as well as in laboratory exper-

iments, to evaluate the applicability of N2 as seeding

gas in future nuclear fusion devices.

Important questions to solve are the following: how

much of the puffed N2 is interacting with the plasma

and therefore makes a contribution to radiation cool-

ing? Is it possible to link this puffed/interacting N2

with the production of NH3? How much N2 is

retained upon implantation onto plasma face compo-

nents?
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Experiments performed in tokamak have answered

essentially at the first question, instead laboratory ex-

periments of the plasma wall interaction have tried to

answered at the last two questions.

2.6 Nitrogen seeding experiments in tokamak: the

radiated power fraction

High radiation scenarios with N2 impurity seeding were

tested at two of the all-metal tokamaks, ASDEX Up-

grade (AUG) and JET. These experiments were aimed

at demonstrating the power exhaust at the highest heat

fluxes. The dominant parameter determining these heat

fluxes is the ratio of the power flux over the separatrix

Psep and the major radius of the plasma R [42].

The radiated power fraction in AUG (frad = Prad/Pheat)

in discharges where 18MW of heating power are applied

at a constant N seeding rate is around 75%, while in

discharges with lower heating power up to 90% of the

heating power is radiated in the detached state.

At JET where also 18 MW of heating power were

applied at constant N seeding rate, with divertor in a

fully detached state, a radiated power fraction of about

75% was achieved, the maximum observed at JET [43].

At a higher heating power (27 MW), the plasma showed

values of confinement and radiated power fraction sim-

ilar to those measured at 18 MW.

For both devices, in N seeded detached discharges,

the dominant radiation is emitted by a small region

inside the confined region, above the X-point. In both

cases, about 5 MW are radiated from this region, which

is about 40% of the total radiation for JET and AUG.

In AUG constant seeding leads to a slow increase of

the N concentration in the confined plasma due to the

residence time of N2 in the vacuum chamber. The X-

point radiator moves upwards inside the confined region

with the increasing of the N concentration. It appears to

be very localized and not significantly elongated along

the magnetic field lines. The intense radiation in this

region indicates a strong reduction of the local temper-

ature where N2 radiates efficiently. Electron tempera-

tures of only a few eV are indicated by the SOLPS

modeling and by the observation of D2 line radia-

tion in the region below the X-point radiator. However,

no direct measurement of Te in this region is available

yet. The local reduction of Te could represent the so-

called radiation condensation: the impurity radiation

cools down the plasma towards the temperature of the

most efficient emission, leading to the increase of the

density in this region and to a further amplification of

the radiation losses. The X-point radiator is observed

in both devices, at AUG and JET, indicating that it

is a general operational regime for devices with a full-

metal wall. For both devices the radiator is, in detached

conditions, inside the confined region and dissipates a

significant fraction of the injected power. Therefore the

injection of N2 impurity in the plasma converts the heat

flux into electromagnetic radiation and redistribute it

over the whole plasma vessel surface [44,45].

2.7 Nitrogen seeding experiments in laboratory:

formation of nitrides and ammonia by plasma wall

interaction in GyM linear device

Global gas balance experiments at ASDEX Upgrade

(AUG) and JET have shown that a considerable frac-

tion of N2 injected for radiative cooling is not recov-

ered as N2 upon regeneration of the liquid helium (He)

cryopump. The most probable loss channels are ion im-

plantation into plasma-facing materials, co-deposition

and NH3 formation. These three mechanisms were in-

vestigated in laboratory experiments performed in lin-

ear device [46–50]. Linear devices have extensively con-

tributed to understand the atomic and molecular pro-

cesses led by N2 injection, because of the good diagnos-

tic accessibility and the capability of maintaining the

plasma in steady-state regime for long time.

Here we present results in term of the N2 conver-

sion in NH3 and N2 interaction with W, obtained in

GyM during the last five years N2 seeding experiments.

A detailed description of the design of the machine to-

gether with its capabilities can be found in ref. [51].

In short, GyM is a linear plasma device consisting of

a cylindrical vacuum vessel (R=0.125 m, L=2.11 m)

mounted in a linear magnetic field (up to 0.13 T on

the axis), in which highly reproducible plasmas are ob-

tained and steadily sustained by continuous wave mi-

crowave power (3 kW, 2.45 GHz). A dedicated sample-

introduction system was designed and installed in such

a way that the samples are located at the center of the

plasma column (20 cm of diameter) and exposed nor-

mally to magnetic field lines.

Experiments devoted to ammonia quantification were

performed keeping constant the N2/D2 partial pressure

ratio at 10% and varying the N2 concentration from 2%

to 10%; in these conditions the neutral plasma pressure

varied from 2.0×10−2 Pa to 5.5×10−2 Pa. The main

plasma parameters were Te=5 eV and ne=2×1016 m−3

as measured by Langmuir probe at the center of the

plasma column. The purpose of the experiments, in ad-

dition to quantify ammonia produced as a function of

the N2 concentration was to identify which factors (iso-

tope effect, noble gas injection, metal wall) can limit

ammonia formation.
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Differentially pumped Quadrupole Mass Spectrom-

eter (QMS) and Optical Emission Spectroscopy (OES)

diagnostics were both used during the experiments for

qualitative analyses of gas species and radicals resulting

from the plasma. In particular, OES detects the emis-

sion bands of ND radicals at 335.7 nm and 336.4 nm.

Assuming that these signals come from ammonia forma-

tion, band intensity can be used as an indicator of how

much ammonia is produced during the experiments. In

order to quantify the ammonia produced, the exhaust

from GyM vessel was collected by a liquid nitrogen trap

(LN trap). Ammonia contained in LN trap was then

counted by a chromatographic system [52]. In fig. 2

a typical OES acquired in the range between 320-

350 nm, is shown.

Fig. 2 OES spectrum emitted from ND, belonging to A3Π−
X3Σ− system for the transition (0,0) and (1,1) respectively,
and N2, belonging to the first positive system B3Πg −A3Σ+

u

for the transition (0,0). Reproduced from Ref. [50].

It is possible to distinguish three different signals:

two distinct bands emitted from ND radicals at 335.7

and 336.4 nm and one emitted from N2 molecules at

337.13 nm. ND signals belong to A3Π −X3Σ− system

for the transition (0,0) and (1,1) respectively. The N2

signal belongs to the first positive system B3Πg−A3Σ+
u

for the transition (0,0). The presence of these radicals

and molecules is a fingerprint of chemical reactions oc-

curring either in the plasma or at the vessel wall with

NDx as reaction intermediates [53].

In fig. 3 a typical QMS spectrum acquired during

an N seeded D plasma experiment in GyM is shown.

QMS is connected to the GyM vessel by a 4mm pipe.

Connection is located at 30 cm from the power source

and analyse the neutral gas composition flowing into

spectrometer from the plasma column. During the dis-

charges, the intensities at the following discrete mass-

to-charge ratios were recorded: 2, 3, 4, 12, 13, 14, 15, 16,

17, 18, 19, 20, 21, 23, 28, 29, 30, 31, 32 and 44 AMU/e.

The 2-4 AMU range is expected to be populated by D2

species, the 15-20 AMU range is expected to be popu-

H 2O
 c

ra
ck

in
g 

D2 

N 

ND3 

N2 

Fig. 3 Typical RGA spectrum acquired during an N seeded
D plasma experiment in GyM.

lated by ammonia, water (H20) and methane (CH4)

in H and D isotope configurations. Mass 28 AMU is ex-

pected to be populated primarily by N2 (with a smaller

signal at 14 AMU), but also by CO. Mass 32 AMU is

attributed to O2.

Time-integrated intensities of the masses N, N2, D2,

ND3 were recorded to analyse the evolution of the chem-

ical species during the different phases of the exper-

iment (background vacuum, gas injection, plasma on

and plasma off), as reported in fig. 4

Fig. 4 Mass to charge signals versus time during N2/D2

plasma in GyM device. Reproduced from Ref. [52].

During the N2 gas injection phase the signal of 20

AMU, which corresponds only to ND3 (no deuterated

H20 or CH4 were detected during the control experi-

ment) does not increase, while it grows up at the plasma

switch-on while at the same time intensity of 14 and 28

AMU of N and N2 decreases, highlighting that ammo-

nia is formed only during the plasma phase.

Quantitative LIC (Liquid Ion Cromatography) anal-

ysis of the exhaust collected is reported in fig. 5, which

shows that ammonia conversion decreases from 30%
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to 10% as the total pressure increases from 2×10−2

to 6×10−2 Pa. Such a decrease is in line with the re-

sults obtained in reference [54], where model calcula-

tions showed a decrease of the ammonia concentration

in the plasma as pressure increases.

Fig. 5 Ammonia conversion as a function of the total neutral
pressure of N seeded D plasmas. Reproduced from Ref. [52].

Moreover it was noticed that ammonia conversion

increases from 12% to 17% with the Te in the range of

the 3 - 6 eV [52]. This effect is expected independently

from the chemical mechanism involved in the ammo-

nia formation because, at higher Te, molecule excitation

and dissociation increase, as well as the probability that

excited chemical species react with a consequent larger

production of ammonia. It is known [55, 56] that am-

monia formation in low-pressure N2/D2 microwave dis-

charges, where D2 concentration is greater than 50%,

can be explained by the formation of ND radicals in

the plasma volume and their diffusion to the wall. Here

the ND radicals absorbed on the surface continue the

reaction path leading to the formation of ammonia.

The metal wall acts as a catalyst and, since precur-

sors are produced in the plasma volume, the mechanism

responsible of the ammonia formation in devices with

metal wall is called plasma catalysis. As described in

Ref. [57], plasma catalysis involves mainly radicals and

vibrationally excited species.

Although a kinetic model able to explain the most

probable mechanism leading to the ammonia formation

in GyM during N2 seeding experiments is still missing,

ND radical generated in plasma volume can be consid-

ered the precursor of the ammonia production.

In order to identify a method to reduce or prevent

ammonia formation during experiments with N2 seed-

ing in plasma devices, the effects of argon (Ar) and

Heinjection at the N2/H2 mixture were also evaluated

in GyM. Figure 6 shows ammonia conversion in the

following conditions (expressed in terms of molar con-

centrations): (i) 96.3% D2 + 3,7% N2 , (ii) 79.8% D2

+ 3,2% N2 + 17% He and (iii) 93.4% D2 + 3,2% N2 +

3,1% Ar.

Fig. 6 Ammonia conversion during N2/D2, N2/D2/Ar,
N2/D2/He plasmas. Reproduced from Ref. [52].

It is evident that He reduces ammonia production

while Ar seems to be practically not effective. Compar-

ison of OES measurements for the three experiments

evidences that the content of nitrogenized species and

the D2 dissociation is unchanged adding Ar or He, in-

dicating that the interaction between N2 and D2 in the

plasma phase is not affected by noble gases addition.

The overall analysis of the LIC and OES measurements

suggests that this reduction of the ammonia formation

could be ascribed to a variation of the chemical-physical

processes occurring on the surface of the wall. Thus, to

explain the observed reduction in ammonia formation

during discharges in He, we propose that He is prone in

metals to create surface modification acting as a bar-

rier for D2 adsorption. This has been observed for W

and molybdenum ( Mo ) in the fusion community [58].

The metallic wall of GyM is no longer a reservoir of

D2, required for the production of ammonia by a cat-

alytic surface reaction, once the He is adsorbed. The

change of the seeding species from He to Ar supports

this statement, as Ar does not lead to this kind of sur-

face modification [59,60].

In order to study W surface modifications (chemi-

cal and morphological) during N2 seeding experiments,

samples, different in crystalline domain size, crystal-

lographic phase and composition, have been simulta-

neously exposed to N2/D2 plasmas. The samples were

located at the center of the plasma column (20 cm of

diameter) and exposed normally to magnetic field lines.

To better identify the nature of the interactions of N

and D species with W, experiments were carried out

with and without negative bias potential on the sub-

strate even at very high temperatures. After plasma ex-

posure, the specimens were characterised by profilom-
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etry, X-ray depth-profiling photoelectron spectroscopy

(XPS) and atomic force microscopy (AFM).

The results of the profilometry measurements demon-

strated that W erosion depends of the bias applied and,

above all, on the structure and composition of the ex-

posed samples.

Investigations of the N2/D2 plasma exposure effects

on the W films morphology, performed by proper diag-

nostics, revealed no evidence of blisters formation on

the surface of W samples and an evident change of

the morphology. The change in surface morphology de-

pends mainly on the structure of the exposed samples

while no substantial change in morphology is evident

with the change in bias and fluence.

Chemical modification of the surface W samples af-

ter exposure at N2/D2 plasmas were investigated by

XPS. In fig. 7 are shown the high-resolution XPS spec-

tra of N1s and W4f electrons of the samples exposed

at N2/D2 plasma without bias applications. At their

surface three contributions under W4f line have been

resolved via deconvolution while two contributions are

well resolved under the N1s line. Under the N1s line,

WNx bonds was assigned at 397.4 eV of binding en-

ergy (B.E.) and the corresponding one under the W4f

line at 31.42 eV of B.E. A contribution due to N re-

tained at W grain boundaries was assigned at 400.3 eV

in B.E under the N1s line and at 33.15 eV in B.E under

W4f line [61].

Differences in N relative concentrations along the

depth, have been found for the samples [50]. The thick-

ness of the layer in which N2 is retained is about 6 nm.

Below 6 nm the N1s line was no longer detected. Be-

cause the samples were exposed to the same discharges,

the differences found in the N2 concentration are as-

cribed to their different strucures. W4f core level of

all the samples exposed to plasma with bias applica-

tion shows the same contributions observed in samples

exposed to N2/D2 plasmas without bias. Instead bias

application produces a substantial modification of the

N1s signal. The XPS spectra of N1s electrons observed

on the W substrate exposed to plasmas with bias are

shown in fig. 8.

After exposure of the W substrates to the N2/D2

plasma, spectra of N1s core level presents contribu-

tions of the five species: W2N, WN, ND, ND2 and ND3

bound to W with a different number of coordination

sites maintaining the valence of N constant. Evidence

of these bondings was observed in case of transition

metals used to synthesise ammonia [53, 62, 63]. While

the NDx peaks were detected only at the surface, the

W2N and WN contributions survive up to 16.5 nm.

When the negative bias potential was applied on the

W substrate, the peaks due to the adsorbed species N,

Fig. 7 Deconvolution W4f line and N1s line of W sample.
Reproduced from Ref. [50].

ND, ND2, and ND3 decreased with increasing negative

bias potential.

3 Self-consistent model and superelastic

collisions

For low temperature ionized gases, the perspective is

reverted with respect to high temperature plasmas. In

this case, the main features of the plasma are deter-

mined by the collisions, not by co-operative behaviours

as described in the previous section. Usually, a cold

plasma is globally neutral, but at short distances, of

the order of the Debye length, non-neutrality exists.

This condition is described by the Vlasov equation [64],

which couples the collisionless Boltzmann and the Pois-

son equations. A self-consistent field arises, balancing

electrostatic forces and particle thermal diffusion. In

low-pressure discharges this behavior is revealed in the

sheath , the non-neutral region formed in the vicinity

of the electrodes, responsible of the voltage drop in the

plasma bulk. Moreover, the plasma modifies also the

electrostatic interaction at atomic length scale and the

charge interaction is ruled by the screened Coulomb (or

Yukawa) potential [65], modifying the level energy and

the effective number of bounded levels [66]. This as-

pect is important not only for the determination of the



11

Fig. 8 N1s core level XPS spectra of the surface and sub-
surface layers of a film exposed in GyM at a bias voltage of
100 V. Reproduced from Ref. [49].

thermodynamic and transport properties of dense plas-

mas [67,68], but also for their chemical properties, such

as the rate coefficients that depend on the population

distribution of the excited states, which could be far

from equilibrium.

In general, to describe non-equilibrium distributions

of atomic levels collisional-radiative models have been

developed. The evolution of the collisional-radiative model

is the state-to-state approach, extending the kinetics

also to vibrational and electronic states of molecules. A

further step in growing the complexity of low-temperature,

non-equilibrium plasma modelling is to consider the

electron distribution function departing from a maxwellian.

This characteristic, commonly accepted by the commu-

nity and verified experimentally, is the consequence of

inelastic collisions and reflects on the rate coefficients,

which, deviating from the Arrhenius trend, depend on

the thermochemical state of the gas [69]. To model non-

equilibrium electron distributions, the Boltzmann equa-

tion must be solved. A suitable approach, if the electric

field is not too high, consists in the two-term approxi-

mation [70] where the distribution is considered the sum

of isotropic (f0) and anisotropic (f⃗1) parts, function of

the electron energy ε

fe(r⃗, v⃗, t) = f0(r⃗, ε, t) + v⃗ · f⃗1(r⃗, ε, t) (2)

where f0 is known as electron energy distribution func-

tion (eedf). This model is the first order approxima-

tion of the spherical harmonic expansion, and in some

conditions, multi-term extension is considered [71–73],

at the cost of the computational time. As an alterna-

tive, Monte Carlo approaches [74] can be used, which is

equivalent to calculate the full series expansion. With

some exceptions [75], the two-term Boltzmann equation

is applied to characterize the electron gas in the bulk of

the plasma, where the gradients of the distributions are

small, and the assumption of a homogeneous discharge

is accurate enough, allowing to neglect spatial gradients

in the calculations. In the two-term approximation, as-

suming that f1 reaches the stationary value in a time

much shorter than the isotropic part, the equation for

f0 becomes [76]

∂f0(ε,t)
∂t = −∂Jf (ε,t)

∂ε − ∂Jel(ε,t)
∂ε − ∂Jee(ε,t)

∂ε

+Sin + Ssup

(3)

where J ’s are energy fluxes due to the fields (Jf ), elas-

tic collisions with heavy particles (Jel) and electron-

electron collisions (Jee) while S’s account for jumps

in the energy space due to collisions. In particular Sin

includes inelastic transitions (excitation) and Ssup su-

perelastic or second kind (de-excitation) collisions. All

the terms depend on the gas composition and on the in-

ternal structure of the mixture components. The anisotropic

part can be calculated from f0 and its derivatives. De-

tailed description of J and S can be found in refs.

[70, 77].

Known the eedf, it is possible to calculate the rate

coefficients Kp, of a generic process p, integrating the

corresponding energy-dependentcross section σp as

following

Kp =

∫ ∞

ε⋆
f0(ε)v(ε)σp(ε)dε (4)

where v(ε) =
√

2ε
me

is the electron velocity and the

normalization condition

∫ ∞

0

f0(ε)dε = 1 (5)

holds. From the eedf it is possible to calculate also the

transport properties [78], such as electron mobility and

diffusion, even if to increase the order of approximation

multi-term approach must be used [79, 80]. All these

data are necessary to model the plasma properties. It

is worth to emphasize that some stationary Boltzmann
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Fig. 9 Simplified scheme of the self-consistent approach. To-
gether with the population, also pressure and temperature
are passed to the Boltzmann solver, while together with the
rate coefficients, also electron diffusion coefficient is passed to
the master equation.

solvers, such as LOKI-B [81] and BOLSIG+ [82], are

freely available.

In many cases the concentration of the major species

in the plasma remains practically unchanged and the

characteristic time of eedf relaxation is much shorter

than the one of the chemical composition. In this con-

ditions the eedf is only a function of the reduced electric

field (E/N) and the rate coefficients and swarm data

can be tabulated as a function of E/N [83,84] or of the

electron mean energy (ε̄) [85,86], a monotonic function

of E/N . The electron properties are tabulated versus

ε̄ [85] or electron temperature (Te) [86], decoupling elec-

tron and chemical kinetics. Moreover, these approaches

neglect also collisions involving excited species, from

this the name ground state models. The limits of va-

lidity of ground state models have been investigated by

different authors, for example focusing on errors made

in the I-V characteristic in He discharges [87] or on the

effects of strong gradients of the electric field [88].

To overcome the limits of the ground models one

should consider the self-consistent state-to-state (SC-

StS) approach [89–92]. It consists in the solution of

the time-dependent Boltzmann equation for free elec-

trons and the master equations for chemical species and

level population, as depicted in the simplified scheme in

Fig. 9. This model, determining at the same time the

eedf and the thermodynamic state of the plasma, al-

lows to consider variations in the plasma composition,

electron-electron collisions and electron induced pro-

cesses from excited states of atoms and molecules. This

approach has been applied to atomic systems [93–95], to

molecular plasmas [96–100], also to evaluate the effects

of using complete sets of vibrationally-resolved cross

sections [101,102], and to complex mixtures [103–106].
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Fig. 10 Plasma density (ne) and electron temperature (Te)
as a function of different field frequency neglecting (G) and
considering (M) processes starting from excited states in Ar-
gon discharges. The discharge is obtained with a parallel
plate with a gap of 3.2 cm, peak voltage drop of 100 V and
gas pressure of 100 mTorr. Data from ref. [107].

As an example, Sharma et al. [107] discusses the ef-

fects of metastable state kinetics in a high frequency

parallel-plate Argon discharges, modelling the system

with 1D PIC (Particle In Cell) MCC (Monte Carlo Col-

lisions) code. In particular the paper is focused on the

role of processes involving metastable excited states in

affecting the plasma properties as a function of the ap-

plied field frequency. In Fig. 10 it is reported the com-

parison between the ground and self-consistent model,

where the former neglects and the latter includes the ki-

netics of metastable states. For the electron density the

difference between the two cases are quantitative, with

the ground model predicting higher values than the self-

consistent, even if both models show growing trend with

respect to the field frequency. Different behaviours are

obtained for the electron temperature. While in the self-

consistent case the electron temperature decreases with

increasing the frequency, the opposite trend is observed

in the ground model, showing a sigmoid shape that

reaches an asymptotic value smaller than in the self-

consistent results. The higher Te in the self-consistent

case is probably due to the lower electron density, mod-

ifying the Debye length which causes a larger potential

drop in the sheath region.

Transitions starting from excited levels are even more

important in molecular systems , due the the small

value of the vibrational quanta. In particular, the use

of a cross section sets considering the full transition

matrix for the vibrational excitation and chemical pro-

cesses starting from vibrationally excited states have

been investigated for O2 [108], N2 [101], H2 [102, 109]



13

0

1

2

pulse time (ns)

N
 m

ol
ar

 fr
ac

tio
n 

(x
10

-4
)

0

1

2

3

4

ground

ground

full full

100 20 100 20

H
 m

olar fraction (x10 -3)

Fig. 11 Nitrogen and Hydrogen atom molar fraction in a
multi-pulse N2/H2 (1:1) atmospheric pressure discharge. The
time is relative to the beginning of the fourth pulse. Data from
ref. [106].

and N2/H2 [106] discharges, for the last system, as an

example, let us present the molar fraction of atomic

species (see Fig. 11). Two models have been compared,

the ground, including only excitation from the ground

state, and the full, including the transitions starting

from all vibrationally excited level of the ground elec-

tronic state. In this case, the atom density is higher in

the full model than in the ground. The full model trans-

fers more energy to the vibrational degrees of freedom,

enhancing the dissociation from vibrationally excited

states.

The main feature of the self-consistent approach

is to include in the calculation the superelastic colli-

sions [110–115], the reverse of the of inelastic processes

Xℓ + e(ε) → Xℓ′<ℓ + e(ε+ ε⋆ℓ′,ℓ)

where Xℓ is the species X in a specific state, being ℓ

an ordering number for growing level energy, ε is the

electron energy and ε⋆ℓ′,ℓ the threshold energy of the

transition. Their effect is to make the electrons gain the

energy lost by internal state when decaying in a level

at lower energy, with the consequence of overpopulating

the eedf tail. In recent years some investigations have

been dedicated to deduce rules to predict the effects

of superelastic collisions in noble gas discharges [116],

being clearly visible due to the large threshold energy.

This behaviour has been sketched in Fig. 12 where the

stationary eedf calculated for a fixed fraction of Helium

metastable state is compared with the Maxwell distri-

bution at the same mean electron energy. Long plateaux

appear at multiples of the threshold energy. The mech-

anisms of formation of such plateaux (see Fig. 12) are

the following: due to superelastic collisions, a peak is
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superelastic

superelastic

elastic

elastic

Fig. 12 Steady state eedf in an He plasma calculated at
E/N=2 Td for [He(3S)]/[He(1S)]=10−6 (solid line) com-
pared with the Maxwell distribution at the same temper-
ature (dashed line). The arrows indicate the jump of elec-
trons in the energy space due to superelastic collisions with
He(3S) metastable where ε⋆ = 19.82 eV is the threshold en-
ergy marked. Data from ref. [116].

formed at the threshold energy in a very short time.

The electrons of the first peak are in turn subjected to

superelastic collisions, creating a second peak, and so

on. In the longer time, elastic collisions fill the holes

between the peaks, forming the plateaux.

This simple chain of processes becomes more com-

plex for mixtures, where the cooperation of inelastic

and superelastic collisions with different species creates

a series of peaks and valleys in the eedf, as it was ob-

served in the He/CO2/CO/N2 laser [117]. The effect of

superelastic collisions is amplified when coupled with

electron-electron collisions, in both discharges [69, 118]

and high enthalpy flows [119]. The superelastic colli-

sions are important also for vibrational transitions, act-

ing on the eedf as an additional electric field [117], due

to the small threshold energy.

The above considerations are referred to the eedf

when all the other quantities are kept constant. How-

ever, when the self-consistent approach is used, strong

non-linear coupling between the eedf and the internal

distributions makes the plasma evolution more com-

plex, especially if the electric field is calculated from

the power density w absorbed by the plasma

w = J⃗ · E⃗ = neµeE
2, (6)

or if a plasma is inserted in a polarization circuit
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Sup
noSup

Fig. 13 Temporal profile of the applied power density (upper
graph) and the resulting electron and Argon metastable den-
sity and reduced electric field, including (Sup) and neglecting
(noSup) superelastic collisions in the Boltzmann equation.
Data from ref. [120].

E

N
=

EG

N

1

1 + neµeR̃
, (7)

where EG is the field produced by the power supply in

the absence of current and R̃ is the reduced circuit resis-

tance, depending also on some geometrical parameters

of the discharge [120].

In this case the electric field (E) depends on the

current density (J) i.e. on the electron density ne and

mobility (µe), which are a function of the electric field.

This non-linear coupling makes the interplay between

the different actors unpredictable a priori and numerical
calculations are necessary.

To evaluate the role of superelastic collisions in the

electron kinetics, in ref. [120] results obtained with the

self-consistent model considering (Sup) or neglecting

(noSup) superelastic collisions in the Boltzmann equa-

tion, but considering the complete model in the level

kinetics, are compared. Two systems are considered,

an Argon discharge with a given power profile and a

Nitrogen discharge with a polarization circuit. Neglect-

ing superelastic collisions only in the Boltzmann equa-

tion reproduces the main features of the local field ap-

proximation [83, 84]. It should be noted that the rele-

vance of superelastic collisions in determining the eedf

during the post discharge is commonly accepted, but

usually neglected during the discharge, considering the

eedf determined by the electric field, elastic and inelas-

tic collisions. As an example, let us discuss the results

in ref. [120] for the Argon discharge. Fig. 13, com-

paring the temporal profile of the self-consistent field

and of electron and metastable state density in the
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Fig. 14 Electron mean energy (ε̄e (upper graph) and mobility
(µe) as a function of the reduced electric field profile including
superelastic collisions in the Boltzmann equation in an Argon
discharges. The arrows indicate the direction of time. Data
from ref. [120].

Sup and noSup cases, shows that also during the dis-

charge superelastic collisions have an important effect.

The metastable density is lower in the Sup case than in

the noSup, while an opposite trend is observed in the

electron density, a behaviour reflected on the electric

field. Including the superelastic collisions in the Boltz-

mann equation results in the balance between inelastic

and superelastic collisions and as a consequence a given

transition become transparent to electrons. Therefore,

the eedf is higher at the threshold of ionization, giving

higher ionization rates and then higher electron density,

in spite of the fact that the electric field is smaller in

the Sup case.

The mutual dependence of reduced electric field and

mobility (see Eqs. 6,7), considering also the contribu-

tion of superelastic collisions and the dependence of

such quantities on the metastable density, has the con-

sequence that the swarm parameters are not a mono-

tonic function of the electric field. In fact, as can be

observed in Fig. 14, both the mean energy (ε̄e) and

electron mobility µe describe a hysteresis loop when re-

ported as a function of the effective electric field.

Besides the necessary inclusion of the effect of su-

perelastic collisions in the solutions to the electron Boltz-

mann equation, a SC-StS approach enables the deter-

mination of the densities of the most important excited

species, including electronically as well as vibrationally

excited states in the case of molecular plasmas. This

kind of information gives more insight into the over-

all plasma chemistry, providing at the same time ad-

ditional and important information about the different

power transfer channels involving the energy absorbed

by the electrons from the electric field. Just to give

some examples, nanosecond pulsed discharges in air are
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known to play an important role in combustion and gas

heating due to the energy stored in the electronically

excited states of O2 [121], whereas the relaxation of the

vibrationally excited molecules of nitrogen in the after-

glow of pure N2 discharges is found to be responsible for

the formation of the so-called pink afterglow [122, 123]

downstream from the discharge.

In the case of molecular gases, once the densities of

vibrationally excited molecules are known, it is usual

to consider a vibrational temperature to describe the

degree of vibrational excitation. This parameter has dif-

ferent definitions in the literature. In diatomic molecules,

such as N2, O2, or H2, this quantity is traditionally de-

termined from the first two vibrational levels of the elec-

tronic ground state, usually described as the first level

vibrational temperature, given by T0,1 = E0,1/ln(Nv=0/Nv=1),

where E0,1 represents the energy difference between vi-

brational levels v = 1 and v = 0 expressed in K, with

densities Nv=1 and Nv=0 [124].

In other works, the vibrational temperature is de-

fined as the characteristic vibrational temperature of a

Treanor-like distribution that best fits the densities of a

predefined number of vibrational levels. For instance, in

N2 or O2 discharges, a fit over the first four vibrational

levels is often considered [125]. Moreover, recent mod-

elling works dealing with vibrational kinetics in non-

equilibrium air plasmas produced by shock waves [126]

and hypersonic flows [127] consider a vibrational tem-

perature determined from the solutions to the following

equation:

∑
v EvNv∑
v Nv

=

∑
v Ev exp(−Ev/kBTv)∑
v exp(−Ev/kBTv)

(8)

where Ev and Nv denote respectively the energy and

density of the vibrational level v and kB is the Boltz-

mann constant. In this equation, the vibrational tem-

perature Tv is defined as the temperature for which the

average energy of the non-equilibrium vibrational dis-

tribution function (VDF) equals the one of a Boltzmann

equilibrium VDF.

Under non-equilibrium conditions, as we are con-

sidering in this section, the vibrational temperature

Tv (regardless its definition) may be different from the

translational gas temperature Tg. The usual procedure

to self-consistently determine Tg in a discharge pro-

duced in a cylindrical tube [128] consists in solving

the time-dependent gas thermal balance equation under

isobaric conditions, considering that heat conduction is

the main cooling mechanism:

nm
∂Tg

∂t
= Qin − 8λg(Tg − Tw)

R2
. (9)

Fig. 15 Temporal evolution of the vibrational distribution
function [N2(X, v)]/[N2] in a DC discharge with 50 mA and
a pressure of 7.5 Torr.

In this equation, Tg is the radially averaged gas tem-

perature, assumed to have a parabolic profile across

the discharge tube with radius R, nm is the molar den-

sity, cp is the molar heat capacity at constant pressure,

Qin represents the mean input power transferred to the

translational mode (gas heating) per unit volume from

different volume and wall processes, while λg denotes

the thermal conductivity and Tw is the temperature

at the wall. In molecular plasmas, the term Qin must

contain a wide range of different processes, including

elastic collisions of electrons, non-resonant V-V colli-

sions, V-T energy exchanges, exothermic chemical re-

actions [81,96], as well as diffusion of electronically ex-

cited species, and recombination of atoms at the wall.

Figures 15,16 report the time-dependent variation

of the vibrational distribution function [N2(X, v)]/[N2]

in discharge and afterglow, while figures 17 and 18

show the corresponding vibrational temperatures com-

puted from the different definitions described above, as

well as the gas temperature, obtained from equation

(9). The energy-representative vibrational temperature

defined in equation (8) is computed iteratively from cal-

culated values of Ev and Nv until the difference between

the left and right-hand side of this equation is less than

0.1%. These modelling results have been obtained for

the experimental conditions concerning a DC discharge

with a current of 50 mA and subsequent afterglow pro-

duced at a pressure of 7.5 Torr in a cylindrical tube

with an inner radius of 0.6 cm [129].

Figure 17 shows that the vibrational temperatures

determined using different definitions are larger than

the gas temperature, characterizing the degree of non-

equilibrium of the VDF. This figure also shows that the

vibrational temperatures determined from the first two

and four vibrational levels (where the VDF exhibits a
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Fig. 16 Temporal relaxation of the vibrational distribution
function [N2(X, v)]/[N2] in the afterglow of DC discharge with
50 mA and a pressure of 7.5 Torr.

Fig. 17 Temporal evolution of the vibrational temperature
of N2(X, v) in a DC discharge with 50 mA and a pressure
of 7.5 Torr, considering the first two vibrational levels (black
curve), the first four vibrational levels (red curve) and all
vibrational levels (green curve). Predicted values for the gas
temperature (blue curve) are also plotted.

similar slope - see inset of figures 15,16) are compa-

rable. Moreover, these values are both lower than the

one determined when all vibrational levels are consid-

ered, due to their dependence on the plateau and tail

of the VDF. Figure 18, concerning post-discharge con-

ditions, shows a similar behaviour in the beginning of

the post-discharge. For longer afterglow times (t > 0.1

s) Tv has similar values independently of the way it

is determined. This result is a consequence of the re-

laxation of the VDF shown in figure 16. Figure 18 also

indicates that for these longer afterglow times, Tv starts

to converge to the vaule of Tg.

Fig. 18 Same as in figure 17, but for the subsequent after-
glow.

4 Modelling Dielectric Barrier Discharges

The fundamental aspects described in the previous sec-

tion, are usually investigated in 0D models considering

the time evolution in the plasma bulk. However, cold

plasmas in many real-world applications are markedly

inhomegeneous. In these cases, as discussed in section 2,

the physical effects due to the charge transport and its

coupling with the electric field become relevant. Con-

sequently, modelling the spatial profile of the plasma

properties is of paramount importance. This is the case

of the Dielectric Barrier Discharge (DBD).

Originally developed and employed for ozone gen-

eration [130], the DBD shares many features with the

corona discharge, although the latter term is preferred

for discharges between bare metal electrodes without

dielectric. In a DBD device, indeed, either one or both

the electrodes are covered with a dielectric layer. This

has the effect of limiting the electric current and pre-

venting spark formation [131].

One of the fundamental challenges in modelling the

plasma physics taking place in a DBD is to adequately

represent the non-equilibrium regime. In particular, this

kind of discharges are characterized by physical phe-

nomena spanning over considerably wide temporal and

spatial scales [132]. In this section a fluid model devoted

to the numerical solution of the continuity equation for

the charged species under the drift-diffusion approxi-

mation is presented. The adoption of a Finite Volume

approach allows for a straightfoward generalization of

the code to two or three dimensions, as well as to the

simulation of geometries requiring non-structured com-

putational grids.

The operator-splitting technique is employed to sep-

arate the integration of the fluxes from both the elec-

trostatic problem solution and the kinetic source terms
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integration. Two different approaches are described for

the electron transport modelling. The electrons can in-

deed be included in the drift-diffusion approach, or as-

sumed to instantaneously adapt to the local electro-

static field caused by external applied voltages and the

motion of the (slower) heavy ions. In the second case,

the electron spatial distribution is obtained from the

Boltzmann relation, leading to a non-linear electrostatic

formulation.

One of the main goals of the developed model is

to address the physical effects produced by the surface

charge accumulation onto the dielectric layers. Indeed

the latter constitutes one of the most important pro-

cesses regulating the overall behaviour of a DBD de-

vice [133, 134]. For this reason, the computed values of

surface charge deposited on the dielectric layers of a

symmetric DBD configuration will be discussed.

4.1 Physical model

A drift-diffusion model is generally constituted by a set

of continuity equations for each relevant species, cou-

pled with an electromagnetic formulation of some kind,

which is needed to determine the forces acting on the

electrically charged species.

4.1.1 Drift-diffusion equation

In a ionized gas constituted by a mixture of S species,

the number density ns of the generic species s is gov-

erned by the equation:

∂ns

∂t
+∇ · Γs = Ωs, (10)

where Γs is the s−th species flux. The the source term

Ωs at the right-hand side of Eq. 10 represents the species

rate of change due to the elementary processes in the

plasma (i.e., thermal ionizations, recombinations, at-

tachments). The Γs flux of a charged species is deter-

mined by two driving mechanisms, i.e., the diffusion due

to the number density gradient and the drift, which rep-

resents the collective motion of the charges due to the

action of the electric field E:

Γs = −Ds∇ns + sign(qs)nsµsE, (11)

where µs and Ds are the mobility and diffusivity of the

considered species s, respectively.

It is worth noting that the µsE represents the species

drift velocity due to the electric field. Thus, Eq. 10

can be regarded ad a special case of advection-diffusion

equation, in which the advective term is constituted by

the drift. The flux definition in Eq. 11 can be extended

to include cases where the advective transport takes

place also due to a mass velocity u:

Γs = −Ds∇ns + nsµsE+ nsu. (12)

In these cases, the model has to include an adequate

fluid dynamic description, which may constitute an es-

pecially challenging task when the discharge is capable

of affecting the flow field.

4.1.2 Plasma-dielectric interface

The interaction between the plasma and the dielectric

walls plays a fundamental role in the discharge. Ions in-

cident on the dielectric walls cause electron secondary

emissions that constitute a significant contribution to

the discharge dynamics. Furthermore, the charge depo-

sition occurring on the wall can dramatically modify

the applied electric field in the discharge region. A flux

Γs of positive ions incident on the dielectric surface is

assumed to produce γΓs electrons per unit time and

unit surface. A secondary emission event is assumed to

leave a hole (i.e., a positive charge) on the dielectric

surface. As a result, the rate of change of the surface

charge density ρΣ on the dielectric wall is described by:

dρΣ
dt

= e γ


 ∑

s∈S+

nsµs


En, En > 0, (13)

where S+ is the set of positive ions.

Conversely, an electron flux Γe toward the dielectric

wall is assumed to produce an instantaneous neutraliza-

tion of holes, if they are present, or a negative charge

accumulation otherwise. In both cases:

dρΣ
dt

= e µene En, En < 0. (14)

In Eqs 13,14, the normal unit vector is assumed to

point outward from the discharge region. That is, the

positive direction of the normal electric field points, En,

toward the dielectric wall.

4.1.3 Electrostatics

The general assumption behind the electromagnetic for-

mulation is that the electric current in the discharge

is not strong enough to produce a relevant magnetic

field. As a result, the electric field can be assumed to

be conservative. Consequently, it can be expressed as

the gradient of an electric scalar potential:

E = −∇φ. (15)
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Then, assuming linear, homogeneous and isotropic ma-

terials, the scalar potential is governed by the Poisson’s

equation:

ϵ0∇ · (ϵr∇φ) = −ρ, (16)

where ϵ0 and ϵr are the vacuum permittivity and the

material relative permittivity, respectively. In the dis-

charge region, the relative permittivity is assumed to be

unitary (ϵr = 1) and the charge density is determined

by the distribution of the electrically charged species:

ρ =

S∑

s=1

qsns. (17)

A non-linear formulation of Eq. 16 can be obtained as-

suming that the electrons, being much faster than ions,

instantaneously adapt to the local value of the electric

potential, according to the Boltzmann relation:

ne = ne,0 exp

[
e(φ− φ0)

kBTe

]
, (18)

where Te the electron temperature in K, ne,0 and φ0

are the reference electron density and potential, respec-

tively (i.e., ne (φ = φ0) = ne,0). Introducing Eq. 18 and

Eq. 17 in Eq. 16, one obtains:

ϵ0∇2φ = −

{ ∑

s∈SH

qsns − ne,0 exp

[
e(φ− φ0)

kBTe

]}
.

(19)

where SH is the set of heavy species. Equation 19 does

not guarantee that the total electric charge in the con-

sidered domain V is equal to zero for arbitrary values

of ne,0 and ϕ0. Indeed, these two parameters have to be

chosen so that the total negative electric charge due to

free electrons neutralizes the positive charge due to free

ions and to the surface charge density that has been de-

posited on the dielectric surface Sd. Thus an additional

constraint is added, to ensure the total charge neutral-

ity:

∫

V

{ ∑

s∈SH

qsns − ne,0 exp

[
e(φ− φ0)

kBTe

]}
dV+

+

∫

SD

ρΣdS = 0. (20)

4.2 Numerical model

The problem formulated in the previous section has

been numerically solved using a two dimensional Finite

Volume (FV) approach. A discretization of the physi-

cal domain is performed through a subdivision in cells.

For the sake of simplicity, a structured rectangular mesh

will be assumed here onwards, although the method can

be easily generalized to more complex mesh topologies.

4.2.1 2D drift-diffusion model

The drift diffusion equation for the s species is dis-

cretized at the point i by integrating Eq. 10 over the

control volume ∆Vi, schematically represented in Fig.

19, and performing then the time integration by means

of an explicit Euler scheme. Starting from the generic

time instant tk, the solution at tk+1 is determined by:

n
(k+1)
s,i = n

(k)
s,i − ∆t

∆Vi

∑

e∈∂(∆Vi)

F (k)
s,e +∆n

(k)
s,i , (21)

where F
(k)
s,e is the number of particles s leaving the cell

i per unit time through the cell interface e with a ∆Se

cross section:

F (k)
s,e = Γ (k)

s,n∆Se;

∆n
(k)
s,i is the number density variation at node i of the

species s during the time step∆t due to the source term

Ω
(k)
s,i . The normal flux component Γs,n = Γs · n̂ of the s

species through the generic interface surface Se, being

the normal unit vector n̂ directed outward the control

volume ∆V , can be split into a diffusive and a drift

contributions. The diffusive flux can be discretized by

means of a centred difference formula, while the drift

component can be expressed by means of a first order

upwind scheme. Referring to the interface between the

nodes i and j, separated by a distance ∆e (see Fig. 20),

the normal flux can be expressed as:

Γs,n = Cs,+ns,i + Cs,−ns,j , (22)

where, defining En = E · n̂ as the electric field normal

component to the considered interface, and:

{
vs,+ = max [0, sign(qs)µsEn,i] ; (23a)

vs,− = min [0, sign(qs)µsEn,E ] ; (23b)

the two Cs,+ and Cs,− coefficients are defined as:





Cs,+ =
Ds

∆e
+ vs,+; (24a)

Cs,− = −Ds

∆e
+ vs,−. (24b)

A higher accuracy in the evaluation of the normal

flux component Γs,edge can be achieved by means of an

exponential fitting scheme [135–137]. Using a centred

finite difference formula, the normal electric field at the
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Fig. 19 Generic node centred volume

Fig. 20 Interface between two mesh nodes

interface can be expressed with a second order accuracy:

En =
φi − φj

∆e
. (25)

Then, the normal drift velocity vs,n = sign(qs)µsEn of

the considered species at the interface becomes:

vs,n = sign(qs)µs
φi − φj

∆e
. (26)

Defining:

αs =
vs,n ∆e

Ds
= sign(qs)

µs

Ds
(φi − φj) , (27)

the numerical flux at the interface can be expressed

using Eq. 22 using the following expressions for the Cs,+

and Cs,− coefficients:





Cs,+ = vs,n
exp (αs/2)

exp (αs/2)− exp (−αs/2)
; (28a)

Cs,− = vs,n
exp (−αs/2)

exp (αs/2)− exp (−αs/2)
. (28b)

It is worth noting the close relation between the αs

coefficient defined in Eq. 27 and the local Peclet number

Pes,∆ for the given advection-diffusion problem, being:

Pes,∆ = |αs| =
µs

Ds
|φi − φj | (29)

A more convenient form of the above coefficients is ob-

tained by distinguishing the two cases in which the

species drift velocity is positive and negative: for vs,n >

0




Cs,+ = vs,n
1

1− exp (−Pes,∆)
; (30a)

Cs,− = vs,n
exp (−Pes,∆)

1− exp (1− Pes,∆) ;
(30b)

for vs,n < 0





Cs,+ = vs,n
exp (−Pes,∆)

exp (−Pes,∆)− 1
; (31a)

Cs,− = vs,n
1

exp (−Pes,∆)− 1
; (31b)

The expressions for computing the Cs,− and Cs,+ co-

efficients tends to an indeterminate form 0/0 when the

drift velocity vs,n tends to 0. To avoid this, when Pes,∆ <

τ , where τ is a user specified threshold, the numerical

flux can be evaluated as

Γs,edge = Ds
ns,i − ns,est

∆e
+ vs,n

ns,i + ns,est

2
, (32)

The Cs,− and Cs,+ coefficients in the above expression

become:





Cs,+ =
Ds

∆e
+

vs,n
2

(33a)

Cs,− = −Ds

∆e
+

vs,n
2

(33b)

At the interfaces between the plasma and the di-

electric walls, a flux of a generic species can produce a

number of possible events, as described in Sect. 4.1.2.

In this work, the flux toward the wall of a species s is

evaluated as the sum of a drift contribution and a term

due to the thermal velocity vth:

Γs,wall = [sign(qs)µsEn + vs,th]ns, (34)

with

vs,th =
1

4

√
3 kB Ts

ms
.

Recombinations and depositions caused by a flux of the

species s toward the wall are considered in Eq. 21 as

fluxes leaving the cell. A flux Γ+,wall of positive ions



20

incident to the dielectric surface causes the wall to pro-

duce an electron flux Γe,wall due to secondary emission:

Γe,wall = −γΓ+,wall, (35)

which is considered in Eq. 21 for the electrons as a flux

entering the cell. The Courant-Friedrichs-Lewy (CFL)

condition impose an upper bound to the time step∆t in

order to guarantee the stability of the numerical scheme

Eq. 21:

∆t < min

[
1

|µsE/min(∆|+ |Ds/(2∆2)|

]
(36)

with:

∆ = min (∆e)

4.2.2 2D electrostatic model

Electrostatics is numerically solved discretizing Eq. 16

by means of a finite volume scheme. Referring to Fig.

19, the discrete equation for a generic cell i internal to

the calculation domain can be written as:

∑

e∈∂(∆Vi)

FD,e = Qi, (37)

where FD,e is the electric displacement flux at the in-

terface e:

FD,e = ϵ0
φi − φj

∆e
∆Se, (38)

and Qi is the total electric charge in the cell:

Qi =

S∑

s=1

qsns ∆V. (39)

Boundary nodes are dealt with utilizing the cell

scheme represented in Fig. 21. We consider a δd thick

dielectric whith a relative permittivity ϵd,r interposed

between the discharge and the electrode, which is set

to an applied voltage φext(t). The electric displacement

flux through the interface between the boundary node

and the electrode is:

ΦD,wall = ϵ0ϵd,r
φi − φext(t)

δd
∆Si,electrode. (40)

Conversely, the electric displacement flux through the

interface between two adjacent boundary nodes i and j

is:

ΦD,ij = ϵ0

(
φi − φj

∆i,k

)(
∆S′

i,k + ϵd,r ∆S′′
i,k

)
. (41)

Fig. 21 Control volume shared between plasma and dielectric

In computing the total electric charge in a boundary

cell, the surface charge density has to be taken into

account:

Qi =

S∑

s=1

qsns ∆V + ρΣ,i ∆Swall. (42)

By applying the discrete equation 37 to all the nodes,

an algebraic system is obtained:

[K] = {RHS (n1, n2, ..., nS)} . (43)

If all the species are tracked individually, consid-

ering the drift-diffusion equation for each of them, the

linear algebraic system resulting from the discretization

of electrostatics has to be solved at each time step, re-

calculating the right hand side term to account for the

changes in the distributions of the species number den-

sities. In this case, the stability condition Eq. 36 would

imply an upper bound to the time step based on the

species with the higher mobility, i.e., electrons. This

limitation can however be mitigated using the Boltz-

mann relation to evaluate the equilibrium electron den-

sity number density, and solving the resulting non lin-

ear Poisson’s equation 19. In this case, the discretiza-

tion problem yields a non linear system, where the right

hand side term depends on the number density of the

heavy particles, on the electric potential and on the ref-

erence potential φ0

[K] = {RHS (n1, n2, ..., nS , φ, φ0)} . (44)

For a given value of φ0, a Newton-Raphson iterative

scheme is used to solve the non linear system Eq. 44.

As noted in 4.1.3, the reference potential φ0 has to be

adjusted to meet the global charge neutrality condition

Eq. 20. This is done using a bisector method running

externally to the Newton-Raphson solver.
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Fig. 22 Schematic representation of the modeled DBD reac-
tor volumetric reactor

4.2.3 Source terms

At the k-th time step, a semi implicit approach was

adopted to compute the array {∆Ni}(k)Ω , whose generic

entry ∆N
(k)
s,i has been defined above in Eq. 21. Let’s

define [O
(k)
i ] as the local Jacobian matrix of the source

terms at point i. The generic term o
(k)
s,w in [O

(k)
i ] is de-

fined as the derivative of the source term Ω
(k)
s,i of the

species s at the point i, with respect to the number

density n
(k)
w,i, referred to the species w at the point i.

The source term array can be now linearised in the

form {Ωi}(k+1/2)
= {Ωi}(k) + [O(k)(i, j)]∆t/2. The in-

crement array {∆Ni}(k)Ω in the ∆t time interval due the

the chemical reactions is found by solving the system:

[M ] {∆Ni}(k)Ω = {Ωi}(k) ∆t, (45)

where:

[M ] = [I]− 1

2
[O

(k)
i ]∆t.

4.3 Simulation of a DBD volumetric reactor

In this section, a DBD volumetric reactor is modelled

using the developed methodology. The modelled device

– shown in Fig. 22 – is symmetric, with both high volt-

age (HV) and ground (GND) electrodes constituted by

a 1 cm2 square thin copper plate, covered by a 0.2mm

thick Kapton dielectric layer. The gap is filled with at-

mospheric pressure air, and has a thickness of 0.4mm.

The configuration is assumed to be powered by a 4.8 kV

sinusoidal voltage, operated at a frequency of 15 kHz.

The temperature of all ionic species is set to 400K,

while the electron temperature is assumed to be 2 eV.

Table 1 Electrical mobility coefficients for ions and electrons
in dry air, from [138]. N is the background neutrals density
[m−3], T the heavy ions temperature [K] and Te the electron
temperature [K]

Species Mobility [mV−2 s−1]

N2
+ [139] 1

N
min

(
0.84× 1023T−0.5, 2.35× 1012

(
E
N

)−0.5
)

O2
+ [139] 1

N
min

(
0.75× 1023T−0.5, 2.03× 1012

(
E
N

)−0.5
)

O2
– [140] 1

N
min

(
1.18× 1023T−1/2, 3.61× 1012

(
E
N

)−0.5
)

e– [141] 1
N
3.74× 1019 exp

(
33.5 ln(Te)

−0.5
)

4.3.1 Considered species

The heavy species accounted for in the drift-diffusion

model are N2
+, O2

+ and O2
– . The electrical mobility

of the above species and electrons is computed using the

expressions in [138], reported in Table 1 (along with

their original reference) for the reader’s convenience.

The quantity N in the expressions represents the back-

ground neutrals density, expressed in m−3 while T and

Te are the ionic and electronic temperatures in Kelvin,

respectively.

Once the mobility coefficient is obtained with the

above described procedure, the diffusion coefficient is

derived from the Einstein relation:

Ds

µs
=

kBTs

|qs|
. (46)

The developed numerical code implements a simple

kinetic model in [138], consisting of slight modifications

of rate coefficients from [142]. The time-integration of

the chemical kinetics source terms, i.e., the right-hand

side of Eq. 10, is performed with the semi-implicit nu-

merical scheme described in [143].

4.3.2 Domain discretization

A two-dimensional 0.2mm x 1 cm x-y plane domain has

been considered, being the x direction normal to the

dielectric walls. It is worth noting that the model de-

scribed in this work can easily be represented in r-z

domains, which are more appropriate for devices with

axial symmetric geometries. Despite having used a 2D

model, results exhibit a very weak dependence on the

y variable (i.e., the direction pointing parallel to the

surface of the dielectric), and the problem is virtually a

one-dimensional problem. The results discussed in this

section are referred to the DBD reactor center line.
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Given that an explicit approach has been used to to

time-integrate Eq. 10, the employed ∆t is subjected to

the stability condition defined in Eq. 36. Hence, the

code performances are strongly dependent on both the

minimum grid spacing and number of employed grid

nodes. The minimum employed grid spacing is sub-

jected to the requirement of resolving the Debye length,

which in turn depends on the electron number density

and temperature. The highest values of electron number

density are usually found at the edges of the domain,

where the different species tend to accumulate as a con-

sequence of the drift induced by the externally applied

electric field. For this reason a regular non-uniform grid

has been employed, in which the grid spacing is speci-

fied by defining the ratio ks,x between the length asso-

ciated with the given cell ∆xk and the following one,

∆xk+1. In this way, ks,x is defined by:

ks,x =
∆xk+1

∆xk
. (47)

The described procedure represents a simpler alter-

native to more sophisticated approaches based on adap-

tive mesh refinement (AMR), where the spatial distri-

bution of the grid nodes is dynamically adapted to in-

crease the grid density where the physical properties

change sharply and vice versa [144]. In the field of DBD

modelling, different variations of this technique have

led to performance improvements in several works em-

ploying both structured [145, 146] and non-structured

meshes [2, 147].

4.3.3 Simulation results

The described computational code has been employed

to simulate the main plasma dynamics taking place dur-

ing two cycles of the externally applied voltage (Vext).

Figure 23 shows the externally applied voltage (Vext),

along with the computed electric potential difference

over the gap during the simulation (Vgap). As can be

observed, the DBD transient behaviour is mainly lim-

ited to the first half wave, and the results shown in the

second wave can be considered as representative of the

periodic steady-state solution.

With reference to Fig. 22, Vext is enforced between

the two electrodes, marked respectively as HV and GND.

Vgap is computed as the difference between the electric

potential (yielded by the solution of the Poisson’s equa-

tion) on the first and last nodes of the grid. Hence, if

the nodes are numbered from 1 to n, the gap voltage is

defined as:

Vgap = φ1 − φn. (48)
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Fig. 23 Electric potential difference over the gap (Vgap) dur-
ing the first two cycles of the externally applied voltage (Vext),
multiplied by a scale factor of 1/5 for the sake of readability

From a physical standpoint, ∆φgap represents the

voltage to which the air gap is effectively subjected.

This is in general different from the externally applied

voltage, because of three distinct physical mechanisms:

1. Each dielectric layer causes a voltage drop, deter-

mined by its thickness and relative permittivity (ϵr,d);

2. The charged species in the gap are free charges, sub-

jected to drift caused by the presence of external

electric fields. The local electric field generated by

such volumetric charge densities opposes the exter-

nal field;

3. Analogously to the physical role played by free charges

in the gap, the (bound) charges accumulated in the

dielectric layers also contribute to screen the gap

from the electric field generated by the high-voltage

source.

In Fig. 23, the combination of the three listed mech-

anisms causes Vgap to reach a maximum value of 454V

during the first quarter of the (first) cycle, after 2.4 µs
from the beginning of the simulation. Then, while Vext

continues to increase, Vgap starts to progressively de-

crease, reaching a null value in the second quarter. Dur-

ing the first half of the cycle, a positive voltage is en-

forced on the HV electrode, adjacent to dielectric layer

I. An electric field is consequently generated in the

gap, causing the negative charges (negative ions and

free electrons) to drift towards the anode (the HV elec-

trode). Similarly, the positive ions are pushed towards

the GND electrode, which acts as the cathode. Hence,

the two dielectric layers I and II are subjected to a flux

of negative and positive charges, respectively.

The surface charge accumulated in the dielectric

layers during the considered two cycles of the exter-

nal waveform is depicted in Fig. 24. As one can see by

comparing Figs. 23 and 24, both dielectrics start to ac-
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Fig. 24 Surface charge density deposited onto dielectric lay-
ers I and II (see Fig. 22), over two cycles of the externally
applied voltage (Vext).

cumulate charges (of opposite sign) as soon as a voltage

is applied to the reactor. With reference to Fig. 24, the

first charging front ends at 16.8 µs, when the external

voltage reaches its maximum value. At this point, as

can be verified in Fig. 23, the external voltage has been

almost completely screened out by the surface charge.

The reversal of the gap voltage during the second quar-

ter of the external voltage (after 20 µs) is caused by

the surface charge, which retains its (maximum) value

when Vext starts to decrease after its peak at 16.8 µs.
The results shown in Fig 24 have been obtained by

assuming that the charge accumulation process is only

caused by drift and diffusion fluxes. However, as previ-

ously discussed, incident fluxes due to the random mo-

tion associated with the thermal velocity of the species

can also be responsible for the accumulation of surface

charges on to the dielectric layers. The described sim-

ulation was then repeated including the effect of vth,

showing negligible qualitative differences with respect

to the results in Fig. 24. Hence, at least for the condi-

tions simulated in this present study, the electric field

induced charge drift appears to be the dominant physi-

cal mechanism behind the surface charge accumulation

process.

Figure 25 shows the computed current density in the

midpoint of the gap during the performed simulation.

The current density, J , has been obtained as the

sum of the conduction and displacement currents:

J = Jc +
∂D

∂t
. (49)

In Eq. 49, the conduction current Jc is obtained sum-

ming the local fluxes of the charged species:
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Fig. 25 Total current density (J) computed at the midpoint
of the gap during the first two cycles of the performed sim-
ulation, plotted against the externally applied voltage (Vext)
and the electric potential difference applied to the gap (Vgap)

Jc =

Ns∑

s

qsnsus, (50)

where Ns is the number of considered charged species,

while ns and us are the local number density and ve-

locity of the given specie s.

For what concerns the displacement current term

in Eq. 49, this is obtained from the electric field at a

generic time instant k and the electric field at k − 1,

divided by the time interval ∆tk,k−1 between the two

considered instants:

∂D

∂t

∣∣∣∣
(k)

= ϵ0
E(k) − E(k−1)

∆tk,k−1
. (51)

Alternatively, the total current can also be computed

using the total displacement current over one of the

dielectric layers. Considering e.g. dielectric layer I, the

total displacement current over I be obtained using Eq.

51, where the displacement vector is evaluated with the

following expression:

DI = ϵ0ϵr,d
Vext − φi

d
, (52)

where (using the notation of Fig. 22) φi is defined as

the electric potential of the grid node adjacent to the

dielectric layer, and d is the thickness of dielectric layer

I.

Overall, the obtained values of current density are

compatible with usual ranges typical of atmospheric

pressure DBDs [148, 149]. As can be verified by com-

paring Fig. 25 with Fig. 23, the observed periodic posi-

tive and negative peaks of the computed current density
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are located between the second and fourth quarters of

each cycle of Vext. Indeed, the highest current density

Jtot,mid values are obtained in correspondence of the

gap voltage (Vgap) reversals, due to the combination of

the external (decreasing) voltage (Vext) and the electric

field produced by the surface charge density accumu-

lated on to the dielectric layers.

5 Discharge in contact with water

Among other applications , such as flow actuators,

plasma-assisted combustion, DBDs are specifically used

to activate water for biomedical purposes.

Discharges taking place directly within liquid me-

dia, in particular in water, have attracted increasing

attention since half a century [150, 151]. The presence

of ionized channels within water triggers kinetic phe-

nomena producing reactive species useful for inactiva-

tion of chemical and biological compounds. The break-

down mechanism in the liquid phase usually occurs for

very intense electric fields, several times higher with re-

spect atmospheric pressure air [152]. Electrohydraulic

discharges are prone to thermalization and to avoid

fast temperature increment, and limiting, on a paral-

lel plane, treatment energy dose, high pulsated elec-

tric fields are usually utilized to ignite this typology

of discharges [153]. The need to limit operating volt-

age, energy consumption and discharge temperature,

led researchers to explore new ways to take advantage

of water chemistry promoted by the presence of dis-

charges. For these reasons, in the last two decades,

studies dealing with discharges taking place in air and

in contact with water have increased in an enormous

way [154]. The plasma can be ignited in the gas phase,

taking advantage of limited breakdown voltages, subse-

quently propagating onto the water surface. In these

gas/water reactors, water usually acts as one of the

electrodes. Two main categories of reactors exist: dis-

charge over water surface and bubbling reactors. The

former deals with discharges generated between an elec-

trode close to the water, and the water surface itself

[155–157]. These reactors can sustain different kinds

of discharges, depending on the particular geometry

and voltage waveform. Corona discharges [158,159], Di-

electric Barrier Discharges (DBDs) [160, 161] and glid-

ing arcs [162,163] are most common plasma typologies

utilized. On the other hand, bubbling reactors flush

air bubbles within the water, and the plasma is ig-

nited within these bubbles or onto the separation sur-

face water-bubble [164,165]. This configuration usually

enhances exchange surface between air and water, max-

imizing the amount of charges and reactive species di-

luted within the liquid.

When the discharge is ignited in the gaseous phase,

air kinetic takes place. As far as humidity is always

present, gas chemistry must also consider air-water in-

teractions (at least water vapour). Main chemical prod-

ucts are usually ozone, nitrogen oxides, oxygen per-

oxide and peroxide radical [152]. These molecules are

very strong oxidant species, able to interact with chem-

ical compounds and biological substrates. These species

produced within the gas phase, subsequently reach the

liquid surface, being diluted with the water volume.

Moreover, as far as the discharge is directly in con-

tact with the water, free charges are directly produced

and diluted within the water itself. The presence of

highly reactive species and charged particles directly

inside the water volume, triggers a complex set of sec-

ondary chemical reactions leading to the formation of

nitrates, nitrites, peroxinitrates and increasing water

acidity [166]. The water activated by the discharge be-

comes a powerful medium useful for both pollutant

treatment [167, 168] and for decontamination purposes

against microorganisms [169].

The target sample can be directly suspended or di-

luted within the water and then treated by the dis-

charge. In this manner, direct treatment is carried out.

Another possible way is to treat the water, producing

the so called Plasma Activated Water (PAW) or Plasma

Enhanced Water (PEW) [170]. This water comprehen-

sive of active species can be subsequently used, operat-

ing an indirect treatment on samples. PAW can thus

be produced, stored, and subsequently utilized for de-

composition or decontamination purposes. Storage tem-

perature has a huge effect in PAW properties [171]. A

temperature of about −80 ◦C must be utilized to keep

the chemical changes induced by the plasma unaltered

during long storage periods [172].

5.1 Air/water Dielectric Barrier Discharge for

pathogen decontamination purposes: a case test

In this section, a DBD volumetric reactor used for the

decontamination of Eimeria oocytes is physically, chem-

ically, and biologically described. The aim of this case

test is to show the complex set of diagnostics needed

for an all-round characterization of both reactor and

biological effectiveness.

5.1.1 Physical and chemical reactor characterization

Reactor geometry is displayed in Fig. 26. A 8 cm in

diameter polystyrene Petri dish, filled with 20mL of

deionised water, is placed between the electrodes of a

plane-to-plane volumetric DBD. The lower electrode is
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Fig. 26 DBD reactor discharge schematic

a stainless-steel plate connected to a high voltage gener-

ator. The upper electrode is a copper strip with an area

of 3 × 3 cm2, connected to ground terminal. A 3mm

thick 5 × 5 cm2 ceramic slab covers the upper electrode

surface. An atmospheric pressure air gap is left between

the water surface and the dielectric layer. The reactor

was supplied with a high frequency voltage with both

a sinusoidal and a nanosecond-pulsed waveform. When

the sinusoidal voltage source is used, a 3mm air gap

is set between ceramic layer and water surface. This is

the smallest distance that avoids the formation of the

Taylor cone, preventing water attachment onto the ce-

ramic surface. Supplied peak voltage is fixed at 18 kV,

4.7 kHz, with a duty cycle of the 5%. This small duty

cycle value allows to limit both discharge translational

temperature and average power. When the reactor is

supplied with the nanosecond-pulsed generator, the air

gap is diminished up to 1mm, because the applied volt-

age is characterized by very fast dynamics, strongly lim-

iting the movement of water surface. Supplied voltage

was set to 10 kV at 1 kHz, with rise time of about 10 ns.

The chosen supplying conditions allow to obtain a com-

parable plasma power consumption when both power

sources were used. A detailed description of the utilized

setup is reported in the paper [173].

Discharge morphology is studied by utilizing a fast

iCCD camera (Stanford Computer Optics 4 Picos model).

Exposure time was set to 210µs in order to visualize the

time interval corresponding to one voltage period, when

utilizing the sinusoidal power supply. For the nanosec-

ond pulse generator, exposure time is set to 1 µs. Images

of the whole discharge filling the air gap for both power

supplies are depicted in Fig. 27.

Images clearly show that the discharge ignited by

the sinusoidal generator presents a filamentary behaviour.

On the contrary, when nanosecond power supply was

used, a quite homogeneous glow-like discharge was pro-

duced. This different behaviour in discharge structure

is related in the following, with different heavy parti-

cle temperatures measured for the two supplying con-

ditions.

Electron and translational temperatures were ex-

perimentally estimated by utilizing Optical Emission

Fig. 27 Images of the discharge when supplied with the si-
nusoidal generator and exposure time = 210 µs (a) and when
supplied with the nanosecond pulse generator and exposure
time = 1 µs (b).

Spectroscopy (OES). Spectra were collected with a

collimator lens (focal ratio f4, focal length 40 mm) fo-

cused on the discharge region. The signal is transferred

through an optical fibre cable to a Jobin-Yvon HR-460

monochromator (focal ratio f5.3, focal length 460 mm)

coupled with the iCCD Camera. The camera shutter is

left open for 1 ms. OES setup collects most of the light

during the discharge phase and coming from the core

of the discharge itself. Temperatures derived from spec-

tra must be thus interpreted as average values, without

accounting for space and time distributions. Electron

temperature Te is derived from the ratio between the

line intensities of the First Negative System (FNS) band

head peak of N2
+ at 391.4 nm and the Second Positive

System (SPS) band head peak of N2 at 394.3 nm [174].

This method applies when mentioned electronic states

are assumed to be excited by electron impact collisions

from the ground state. Moreover, a Maxwellian electron

energy distribution function (eedf) is assumed. Un-

der the experimental conditions investigated, the first

assumption is quite valid due to the high-pressure con-

dition [175]. The second assumption is not completely

fulfilled as in DBD plasmas the eedf usually presents lo-

cal departures from Maxwellian distribution especially

during the afterglow phase [176]. Deviations in the af-

terglow are mainly caused by superelastic collisions be-

tween cold electrons and metastable state molecules. As

far as the spectrum is mainly collected during the

discharge phase, the assumption of a Maxwellian dis-

tribution for electron energies during this time inter-

val may be attempted. This simplified assumption has

been confirmed by plasma-kinetic simulations account-

ing for a self-consistent coupling of the state-to-state ki-

netics of the air mixture with the Boltzmann equation

of free electron kinetics [177] and by utilizing Bolsig

+ accounting for superelastic collisions [178]. Measured

and simulated temperatures are very similar in all con-

ditions. Spectra reported in Fig. 28 have been utilized

for the above-mentioned line ratio method.
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Fig. 28 Emitted spectra by the discharge supplied with the
sinusoidal generator (red continuous line) and nanosecond
pulse generator (blue dotted line).

Table 2 Rotational temperature (Tr) and measured electron
temperature (Te) for both sinusoidal and nanosecond-pulsed
discharge

Tr [K] Te [eV]

sinusoidal 475 2.6± 0.1

ns-pulsed 318 2.1± 0.1

Rotational temperatures of the excited electronic

states of molecular nitrogen N2 were determined by

considering two spectral windows of 20 nm centred at

376 nm and 400 nm. They correspond to the transi-

tions of the SPS of N2, C3Πu → B3Πg, with a vari-

ation of the vibrational number ∆ν = 2 and ∆ν = 3,

respectively. The rotational temperature was obtained

by comparing the measured spectra of the SPS with

the synthetic ones simulated by means of the software

SPECAIR [179]. In the calculations, the translational

temperature was assumed to have the same value as

the rotational one [180]. Bruggeman et al [181] showed

that this approach is consistent and robust. They also

demonstrated that, at the present conditions, the rota-

tional temperature gives a good estimation of the gas

temperature in the plasma region. Estimated temper-

atures are reported in Tab. 2. A higher value in the

rotational temperature found when utilizing the sinu-

soidal generator, indicates that this discharge causes a

higher heating effect on the gas than the nanosecond-

pulsed one. This is partially related with the constricted

regime observed in the sinusoidal discharge structure

(see Fig. 27 a). Despite this relatively high temperature,

water temperature increment has been found to be be-

low 2.5 ◦C after 12 minutes treatment. This is due to the

limited discharge filament volumes and duty cycle op-

eration. When the nanosecond generator was utilized,

an even more limited water temperature increment of

1.5 ◦C was found after 12 minutes treatment.

Chemical analysis of treated water has been carried

out as well. Ozone concentration is measured by us-

ing the UV absorption method [182]. Hydrogen perox-

Fig. 29 Ozone concentration as a function of the treatment
time when using sinusoidal generator (red continuous line)
and nanosecond pulsed generator (blue dotted line)

Fig. 30 Hydrogen peroxide concentration as a function of the
treatment time when using sinusoidal generator (red continu-
ous line) and nanosecond pulsed generator (blue dotted line)

ide concentration is detected by using Macherey-Nagel

QUANTOFIX Peroxide analytical strips. These meth-

ods and their applicability are reported in [173].

Ozone concentration as a function of treatment time

measured within the water by using both power supplies

is shown in Fig. 29. Ozone concentration increases for

both supplying conditions. When sinusoidal generator

is used, O3 concentration is lower because of the higher

translational temperature of the discharge, increasing

the rates of ozone reactions leading to the formation of

NxOy.

Hydrogen peroxide concentration is reported in Fig.

30. The figure clearly shows that higher concentration

values are reached when utilizing nanosecond pulsed

discharge. As a matter of fact, the production of H2O2

mainly occurs in the liquid due to the presence of hy-

drated electrons [183]. Their concentration strongly de-

pends on the number of electrons produced in the plasma

volume and reaching the water surface. The fast ioniza-

tion front generated by the nanosecond pulsed power

source, produces a plasma with a higher electron den-

sity, thus promoting the production of hydrogen perox-

ide into the liquid phase [173].
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Fig. 31 Eimeria oocytes unsporulated (a), sporulated (b)
and damaged (c)

5.1.2 Biological effectiveness of the DBD air/water

reactor

The reactor described in the previous section was uti-

lized to treat Eimeria oocytes immersed in water sus-

pension. These coccidian types belong to Toxoplasma

gondii and Cryptosporidium parvum, two of the most

severe zoonotic agents worldwide [184]. These parasites

demonstrated a strong resistance to usual chemical and

physical compounds because of their outer shielding

structure. Coccidia were collected in poultry farms with

clinical coccidiosis evidence, and subsequently suspended

in a water solution (coccidia preparation is described in

reference [185]). The contaminated liquid was exposed

to the plasma for 4, 8 and 12 minutes and one con-

trol sample was prepared for each of the two considered

excitation voltage waveforms. The treated suspensions

were diluted with an equal volume of a 2.5% potas-

sium dichromate solution (K2Cr2O7) and then trans-

ferred in sporulation chambers to obtain the infectivity

stage. After the incubation, a hundred of oocytes were

extracted and they were analysed with optical micro-

scope to detect their sporulation stage. In Fig. 31 un-

sporulated (a), sporulated (b) and damaged (c) stages

are displayed. Non-infectous oocytes are unsporulated

and damaged oocytes (a and c).

Plasma treated water is particularly effective in the

increment of damaged oocytes. For both supplying con-

ditions, after a treatment time of 4 minutes, the number

of damaged oocytes was about doubled. By increasing

the treatment time, incremental plasma action was less

effective (Fig. 32). The efficiency of plasma treatment

in damaging oocytes is of particular relevance because

of the ir three-wall structure make these parasites to

strongly resist to common chemical and physical com-

pounds used for disinfection.

6 Microwave plasma for diamond growth:

application to jewelry.

Besides DBDs, microwave (MW) discharges constitute

another efficient source to sustain a plasma in high-

pressure conditions. An interesting and fancy applica-

Fig. 32 Damaged oocytes as a function of treatment time for
sinusoidal (red continuous line) and nanosecond pulsed (blue
dotted line) generators

tion of these plasma sources involves the deposition of

diamond films and the growth of diamond crystals.

Diamond, as an exceptional material can be used for

many applications in particular those that need extreme

properties. We can note in particular some edge applica-

tions such as quantum information using diamond NV-

centers as well as power electronics that need very high

crystalline quality [186–188]. Here, we will concentrate

on another edge application that is today in huge de-

velopment, i.e. diamond for jewelry. This application,

on the opposite to the other s, needs very thick dia-

mond layer (> 4 mm) in order to make cut diamonds

from 0.5 to 3 carats or even more, and a fine control of

impurities.

Growing diamond in a plasma is based on the fact

that instead of HPHT (High Temperature High Pres-

sure) process that occurs, as growth in mines, in the

thermodynamic stability of carbon, plasma growth is

driven by a kinetics-controlled process [189–193]. As a

matter of fact, condensation processes of both graphite

and diamond and etching processes of both graphite

and diamond are occurring simultaneously. The bal-

ance of these processes may be favourable to diamond

growth. The key species are CH3 radicals [194, 195];

they are adsorbed on a surface site, left free after H2

formation by recombination of an atom impinging from

the plasma with an ad-atom, and the carbon atom is

incorporated in the crystallographic structure.

Needing thick layers, large growth rates must be as-

sociated to a high crystallographic quality. To reach this

result, one should be able to produce a large amount

of hydrogen atoms into the plasma phase, and then to

transport them up to the diamond surface. As a matter

of fact, the CH3-radical adsorption process occurs 10−4

times slower than H-atom.

One needs to understand clearly the processes oc-

curring into the plasma phase as well as at the plasma-

surface interface. In addition to that, one must be con-

cerned by the definition of the microwave cavity that

will determine the plasma stability and the homogene-
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ity of the local parameter distributions at the plasma/surface

interface. Since in most of the reactors, diamond depo-

sition is mainly limited by H-atom diffusion, the area

onto which diamond is deposited as well as the diamond

thickness uniformity are directly related to the ability

in producing a uniform hydrogen atom density near the

growing diamond surface. In microwave cavity-based re-

actors, the area onto which diamond can be deposited

is defined by the microwave wavelength. Decreasing the

frequency from 2.45 GHz to 915 MHz provides an alter-

native to increase up to 6 inches the maximum depo-

sition diameter [196]. Cleanness, gas purity, deposition

area, substrate temperature must be controlled in or-

der to grow high purity/high quality diamond single

crystals.

6.1 Growing diamond in a plasma

6.1.1 Growth rate and active species

As reported by Goodwin [194, 195] in his well-known

papers of 1993 focused on diamond growth mechanisms

on (100) faces, CH3 radicals and H atoms are the key

parameters. A rather simple growth law was deduced

however only valid for CH3 radical and H-atom den-

sities in the range of [3 × 10−10, 10−5] mole/cm3 and

[10−11, 10−6] mole/cm3 respectively:

Vg =
k(Ts)[CH3]s · [H]s
5× 10−9 + [H]s

(53)

where k(Ts) is the rate constant and Ts is the surface

temperature. k(Ts) = 1.8×1011 at surface temperature

Ts = 1200 K and, [H]s and [CH3]s are the densities

of surface H-atom and CH3-radical (in mole/cm3) re-

spectively and Vg is the growth rate. From Eq. 53, it

comes clearly that, to increase growth rate, one can

increase the surface density/flux of either H-atom or

CH3-radical, or both simultaneously.

LSPM [197–200] as well as the University of Bris-

tol [201–203], have been working for many years to an-

alyze diamond growth plasmas by means of modelling,

spectroscopy [204, 205] and measurements of diamond

growth rates and quality.

To estimate the best way to improve growth rates,

one must identify not only how and where H atoms

and CH3 radicals are produced into the gas phase, but

also how they can be lost in the gas phase and how

they are transported towards the diamond surface [189].

Then, the capability in increasing the H-atom and CH3-

radical densities (or fluxes) at the surface proceeds from

the understanding of the chemical processes occurring

into the plasma and at the plasma/surface interface,

both locations constitute the engine of production of

the right species.

6.1.2 How does the plasma works

Let us consider a diamond plasma reactor operating un-

der moderate pressure conditions in a microwave (MW)

cavity coupling based reactor [206,207]. The gas activa-

tion is provided by an electrical discharge that results

from stationary waves formed between an applicator

and the cavity.

Understanding diamond deposition process requires

the development of satisfactory H2/CH4 plasma models

(validated through experimental means) that provide

the estimation of the spatial distributions of species

densities into the deposition reactor [200]. Due to the

strong coupling between the electromagnetic, thermal,

chemistry and transport phenomena that take place in

the plasma, such models require taking into account the

following effects:

1. Excitation wave propagation in the reactor and its

interaction with the plasma.

2. Electrons kinetics and its impact on the energy dis-

tribution function (eedf) and the thermal non-equilibrium

in the plasma.

3. Chemical kinetics, including e-hs (electron-heavy species)

and hs-hs collisions in the discharge.

4. Energy transfer between the different energy modes

of the plasma.

5. Transport of energy and chemical species in the plasma.

6. Interactions between the plasma species and the di-

amond surface and the reactor walls.

It appears that a complete modelling of the deposi-
tion reactor is in fact very complex, and a step by step

approach has been chosen at LSPM from 1990.

According to specific phenomena to be analyzed,

specific models have been constructed. In parallel, the

experimental validation has been performed progres-

sively [208, 209]. This approach allowed reducing the

complexity, before including additional phenomena into

the model. A reliable 1D model able to run in H2/CH4

with a reasonable computational time has been devel-

oped leading to understand, as a function of the con-

ditions, the respective roles of chemical and transport

processes that affect diamond deposition.

Thus, it has been shown that at low power density

(<15 W/cm3), the electron impact dissociation plays a

significant role, while at high power density (>15W/cm3),

thermal dissociation remains the only channel for dis-

sociation of molecular hydrogen as well as methane.

A second plasma model, operating in 2D in H2-CH4

mixtures and taking into account the buoyancy, has

been developed more recently [210,211].
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Fig. 33 Spatial distribution of gas temperatures (top) and
H-atom densities (bottom) for some power and pressure cou-
ples. The reactor is a cylindrical chamber where the plasma,
6 cm in height and 2 inches in diameter, is produced.

6.1.3 Main production and loss processes for H atoms

and CH3 radicals

The H atoms participate to methane dissociation and

CH3 radical production in volume and at the plasma/

surface interface via

H + CHx ⇀↽ CHx−1 +H2 (x = 3, 4)

with x=3,4 or

H + CH3 +M → CH4 +M

and a set of very fast reactions (see Tab. 3) that occurs

at relatively high temperature. These reactions may

participate to H-atom loss, in competition to surface

reactions such as surface recombination, etching and

abstraction processes. Two processes are responsible for

the production of H atoms:

H2 +H2 → 2H + H2

H2 +H → 3H

under conditions of high pressure/high MW power. Dif-

fusion towards locations of lower H-atom density en-

sures an efficient transport of H-atom through the sur-

face boundary layer where they recombine, leaving free

adsorption sites where CH3 radicals may adsorb.

Table 3 Fast equilibrium reactions

C2H+M ⇀↽ C2 +H+M
C2H+H ⇀↽ C2 +H2

C2H+H2 ⇀↽ C2H2 +H
C2H + C2H2 ⇀↽ 2C2H2

C2H+H+M ⇀↽ C2H2 +M
C2H2 +H+M ⇀↽ C2H3 +M
C2H3 +H ⇀↽ C2H2 +H2

C2H2 +M ⇀↽ C2H2 +H2 +M
C2H3 +H+M ⇀↽ C2H4 +M
C2H4 +H ⇀↽ C2H3 +H2

C2H4 +H+M → C2H5 +M
2CH3 ⇀↽ C2H5+H
C2H6 +H ⇀↽ C2H5 +H2

C2H5 +H+M⇀↽ C2H6 +M
H+C2H5 ⇀↽ H2 +C2H4
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Fig. 34 Spatial distribution of CH3-radical density at the
plasma/surface interface.

In order to reach high surface H-atom densities, very

high gas temperature (3500 K–5000 K) with a maxi-
mum peak located very close to the surface are nec-

essary. An increase in power density coupled to the

plasma (high pressure and/or power values) was seen

to induce both an increase in the maximum value of

the gas temperature Tg and a shortening of the dis-

tance of this maximum peak relatively to the substrate

(Fig. 33top). The same behaviour is observed for H-

atom density (Fig. 33bottom).

The axial distributions of Tg and H-atom density

control then the CH3 radical density distribution at the

plasma/ surface interface (Fig. 34). It is worth noting

that the higher the power density, the higher the gas

temperature gradient at the surface, and the higher and

closer to the surface the CH3 density in the near surface

interface. The fast reaction set

CH4 +H ⇀↽ CH3 +H2

is largely predominant in volume to produce and con-

sume CH3-radicals , reaching equilibrium. CH3 radical

density appears to be maximum in the near vicinity
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Fig. 35 Variation of CH3-radical density at the surface as
a function of H-atom density into the plasma bulk. The x’s
represent the maximum density obtained for given conditions.

of the diamond surface where the gas temperature is

decreasing and reaches around 1650 K.

The surface CH3 density has been seen to vary lin-

early with the maximum of CH3 produced at the plasma

/ surface interface. As CH3 density is by construction

linearly dependant of the H-atom density at the loca-

tion where it is produced and as H-atom density at the

surface boundary layer depends linearly on the maxi-

mum H-atom density (in the plasma bulk), then we can

deduce that a linear relationship links the CH3 density

to the maximum of H-atom density into the gas phase

(Fig. 34) [189].

6.1.4 Influence of the power and pressure

The ability in coupling high microwave power at high

pressure to the plasma is one of the best ways to in-
crease gas temperature and H-atom maximum density

as well as to reduce the boundary layer thicknesses. As

a consequence, the diamond (100)-face growth rates in-

crease.

The variations of the measured growth rates as a

function of the maximum H-atom density measured in

the gas phase as well as the variations of growth rates

calculated using the growth law established by Harris

and Goodwin are reported in Figure 36.

Transforming Eq. 53, it comes:

Vg = k(Ts)[CH3]s

(
1 + 5×10−9

[H]s

)−1

= k(Ts)k
′[CH3]s

(
1 + 5×10−9

[H]s

)−1

[H]∞
(54)

where k′ is a constant that takes into account for

the proportionality between the surface CH3 density

and the H-atom density in the plasma bulk, for a given

CH4 percentage considered, as shown above (Fig. 35).
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Fig. 36 Variation of the growth rate (in µm/h) as a func-
tion of the H-atom density into the plasma bulk according to
calculation and measurements.

A strong increase in the growth rate is observed once

the bulk H-atom density ([H]∞) is higher than 1017

cm−3 (or 16×10−8 mole/cm3), and the surface H-atom

density ([H]s) higher than around 3 × 1015 cm−3 (5 ×
10−9 mole/cm−3) (Fig. 36). Recalling for the maximum

value predicted by Goodwin of 10−6 mole/cm3, for a

fully dissociated plasma running at high velocity and 2

atmospheres, it comes that the growth rate in plasma

reactors running in carbon-hydrogen mixture and for

power density higher than around 30 W/cm3 will be

included between a lower and an upper value written

as it follows:

k(Ts)
k′

2
[H]∞ < Vg < k(Ts)k

′[H]∞ (55)

Taking the proportionality factor of k′ = 6.3×10−4 cor-

responding to a percentage of methane of 7%, it come

k(Ts) 3.15× 10−4[H]∞ < Vg < k(Ts) 6.3× 10−4[H]∞

(56)

where [H]∞ is expressed in mole/cm3. In Figure 36 are

plotted the lower and upper limits that border all the

measured and calculated growth rates.

6.2 Growing thick diamond for jewelry

Growing diamond for application in jewelry needs grow-

ing thick and large diamond layers. Growing thick crys-

tals needs understanding plasma processes to keep iden-

tical conditions for the whole duration of growth. En-

larging diamond area can be made either by choosing

growth conditions leading to lateral growth or joining

carefully seeds together to form a mosaic as proposed

by J. Giling and then used by Findeling et al. [212–215].
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Fig. 37 Simulated inclusions as they may appear under 10×
magnification. Labels indicate the conventional scale for de-
creasing clarity.

Diamonds destined to jewelry are evaluated through the

well-known 4 C, Colour, Clarity, Carat, Cut (Figure

37). Diamonds’ Colour is graded from D (colourless or

white) to Z (light colour or yellowish). Fancy , i.e. col-

ored, diamonds have a specific classification.

Clarity grade of a diamond quantifies inclusions or

blemishes each diamond has and it is ranked on a scale

ranging from ÒFlawlessÓ (higher clarity grade) to “In-

cluded”. 1 Carat is the weight of a diamond equal to

0.2 gram. The last C concerns the Cut that can be

round (brilliant), emerald, princess, cushion, pear É.

This criterion takes also into account for the quality of

the polishing.

Another graduation concerns the fancy coloured di-

amonds. They are based on atomic impurities incor-

porated mostly in substitution giving rise to coloured

centers in diamond. It happens, however, that diamonds

can be brownish due to deformation of their structure

while they do not contain any atomic impurities [216,

217].

Extended defects located into the diamond bulk,

such as dislocations or non-diamond aggregates, de-

crease the diamond clarity. Crystal defects may also

promote twin formation during growth under plasma

conditions.

In most of the plasma reactors, growing diamond

without any atomic impurity, such as nitrogen, remains

a challenge. This is directly related to the pressure limit

of the reactor and to the purity of the gas used. Ni-

trogen incorporation prevents to reach the highest di-

amond colours, namely D, E, F, and diamond colour

is shifted towards lower grades such as I, J, . . . . With

a variable amount of nitrogen, diamonds may become

light to deep brown (champagne to fancy orangy or

cognac colours). Nitrogen used as an impurity into the

plasma gas mixture enhances the diamond crystallinity

as this has been observed by many research groups.

Thus, growers often add some molecular nitrogen as

impurity. The brownish diamonds are then treated by

high pressure - high temperature processes in order to

bleach them and obtain white colours (around G). An-

other method proposed by Element Six limited Com-

pany [218] consists in introducing at least two impuri-

ties into the plasma, for example in order to combine

brownish colour to blue colour into the diamond lattice.

Thus, the association of nitrogen and boron into the

plasma phase that will incorporated in substitution of

some few carbon atoms provides white diamonds. Some

key plasma parameters influence the role of nitrogen ef-

fect. For instance, increasing the plasma power density

coupled to the plasma leads to a higher molecular dis-

sociation, increasing atomic nitrogen density in the gas

phase. Another key parameter is the diamond surface

temperature that enhances or decreases the effect of in-

corporation of nitrogen. The higher the temperature,

the lower the amount of nitrogen incorporated into the

diamond lattice. However, too high temperatures may

lead to crystal defect formation during growth. Low

growth temperature may improve the diamond quality

even in the absence of nitrogen. However, the devel-

opment of some crystallographic faces may lead to dia-

mond cracks or even breaks. Many groups of researchers

are working today on how to produce transparent white

(D, E, F) grade diamonds, the type of diamonds pre-

ferred by consumers, especially for wedding rings. Thus,

experiments with different gas mixtures including oxy-

gen, boron containing species, rare gas, . . . , in addition

to molecular hydrogen and methane are currently used

in the literature [219].

In Diam Concept, the French diamond grower com-

pany, we have worked on the relationship between the

colour grading made by the International Gemmolog-

ical Institute (IGI) in Belgium and the measurements

of the ratio of two lines extracted from the photolumi-

nescence analysis using an HR Labram with a laser-

wavelength centred at 473 nm. The first line corre-

sponds to the Raman intensity related to the diamond

phase (ID) and the second to incorporation of nitrogen

into the diamond lattice (I575). In Fig. 38 is shown a

typical photoluminescence spectrum where, one can

observe the diamond peak centered at 504.8 nm, the

first NV colour centre (N-V0) at 575.5 nm, the second

(N-V-) at 638 nm and finally a Si-V colour centre (Si-V)

centered at 737.5 nm.

In Fig. 39 it is shown the variation of the ratio

ID/I575 as a function of the diamond colour as estab-

lished by IGI.

The results clearly show that for high nitrogen incor-

poration (low ratio ID/I575,), deep fancy brown colours

are obtained. On the opposite the highest ID/I575, cor-

responds to very transparent-white diamonds.

To obtain blue diamonds, introduction of boron con-

taining species such as B2H6 into the plasma phase is

necessary. As a function of the diborane incorporated

into the diamond lattice, light blue to black colours can

be obtained as reported in [220].
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Fig. 38 Typical photoluminescence spectrum revealing the
incorporation of nitrogen and silicon atoms into the diamond
lattice.

Fig. 39 Ratio of ID/I575, photoluminescence intensity ratio
of plasma CVD diamond over a colour centre due to nitrogen
incorporation as a function of the colour evaluation of the
diamonds realized by IGI (Belgium).

7 Conclusions

This review presents nowadays research activities rang-

ing from fundamental theoretical aspects to industrial

applications of plasmas. In spite of the long history of

plasma research, there are still many mechanisms oc-

curring in the plasma that need to be clarified. Large

efforts are needed in the next future to cover the gap

and the main challenge is to bring together skills coming

from physical, chemical, engineering and biological ar-

eas, converging in this multidisciplinary research field.

Collisions are responsible of many macroscopic prop-

erties, also in conditions when the plasma is usually col-

lisionless. Therefore, accurate collisional data, such as

electron impact cross sections and state-resolved rates,

are necessary to construct reliable models with predic-

tive capabilities. The plasma composition calculated by

models is very sensitive to some of these quantities. Ex-

tending gas discharge technology to new mixtures and

applications will require strong efforts in constructing

the adequate reaction scheme. The growing power of

computers allows to model complex plasma configura-

tions, considering also extended reaction schemes. Al-

ternately, efficient sensitivity analysis and reaction re-

duction procedure can improve the computational costs

of the chemical kinetics, with the eventual drawback of

limiting the validity region of the reaction model due to

the synergy between plasma parameters and chemical

processes.

This is the case of DBDs, investigated here by a

drift-diffusion model. The results have shown that the

overall physics taking place in the gas gap is dominated

by the electric charge deposition phenomena. The elec-

trostatic field produced by the deposited charge is re-

sponsible for both the external voltage screening dur-

ing the first and third quarters of each cycle and the

observed gap voltage reversal during the second and

fourth quarters. The results also suggest that the main

contribution to surface charge deposition is provided by

the drift velocity. Since the advective fluxes are caused

by the electric field, this finding is coherent with the

interpretation of the charge deposition acting as a neg-

ative feedback with respect to the externally applied

electric field.

The theoretical study of DBDs should help in the

interpretation of the experimental results in the com-

plex plasma formed in the vicinity of the water surface,

where species with high oxidation power, such as ozone

and hydrogen peroxides are formed, inducing sanifica-

tion capabilities against pathogens. Main issues related

with this class of discharges are the interactions that oc-

cur in the gaseous and liquid phases on the one hand,

and the subsequent interactions between active species

and charged particles with chemical compounds and liv-

ing matter on the other hand. Cold plasmas produced

in these reactors are usually cost-effective, because they

are ignited in atmospheric pressure and require limited

energy consumption to be ignited and sustained, due

to their non-thermal nature. These discharges trigger

a series of chemical reactions able to produce reactive

oxygen and nitrogen species because of the presence of

air, but also hydrogen reactive species as well.

Interaction of the plasma with the matter is also im-

portant in plasma assisted deposition, as in the case of

the growth of diamond crystals in MW discharges. This

application, apart the technological interest of diamond

in electronics, will attract the interest of common peo-

ple to the plasma, due to the fancy diamonds of large

size artificially produced. The possibility to obtaine the

desired colour controlling the discharge parameters and

buffer gas composition is really attractive.

On the other side, in reactors for nuclear fusion en-

ergy production, one of the main issues is to reduce the

interaction of the plasma with the surface, in order to

reduce the heat load on the reactor, isolating the core,
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which is at a temperature of 106 K. Nitrogen puffing,

dispersing energy through radiation is adequate to this

purpose. The injection of N2 into fusion plasmas for the

aim of radiative cooling can have implications owing to

the chemical reactivity of N. The most important con-

cerns are connected to modifications of material prop-

erties of plasma-facing surfaces and their H2/D2 reten-

tion characteristics, enhanced erosion of plasma-facing

surfaces and production of ammonia. Results obtained

during experiments in which W specimens have been

exposed at N2 seeded deuterium plasmas have shown

that erosion of the W occur and that surface nitrides

are formed. N uptake and W erosion strictly depend on

the morphology and nanostructure of the W coatings

and from application of the bias potential.

High concentration of ammonia in the exhaust gas

stream could compromise overall performance of the di-

vertor. However researches are ongoing to develop more

efficient catalysts or alternatives in order to reduce the

impurities concentration in waste stream. One of the

alternative could be recovery tritium by catalytic de-

composition of ammonia previously separate from other

impurities, Q2O, CQ4, He, CO, CO2 (Q = H,D,T).

The researches here described are just a drop in

the wide variety of plasma applications, illustrating the

constant need to bring together different plasma com-

munities. Within that purpose, the course Cold Plas-

mas: Fundamentals and Applications in the School on

Quantum Electronic in Ettore Majorana Center for Sci-

entific Culture in Erice was an excellent opportunity,

providing discussions and exchanges about current chal-

lenges in plasma physics. Main scope is to bring to-

gether skills coming from physical, chemical and biolog-

ical areas, converging in this multidisciplinary research

field.
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129. F. Krcma, V. Mazánková, I. Soural, V. Guerra, IEEE
Transactions on Plasma Science 42, 2384 (2014)

130. U. Kogelschatz, Plasma Chemistry and Plasma Process-
ing 23 (2003)

131. A. Fridman, A. Chirokov, A. Gutsol, Journal of Physics
D: Applied Physics 38, R1 (2005)

132. A. Cristofolini, A. Popoli, A multi-stage approach for

DBD modelling, in Journal of Physics: Conference Series
(IOP Publishing, 2019), Vol. 1243, p. 012012

133. R. Brandenburg, Plasma Sources Science and Technol-
ogy 26, 053001 (2017)

134. A. Cristofolini, G. Neretti, A. Popoli, A. Ricchiuto,
P. Seri, Experimental and Numerical Investigation on the
Electric Charge Deposition in a Dielectric Barrier Dis-

charge, in 2019 IEEE Conference on Electrical Insulation

and Dielectric Phenomena (CEIDP) (IEEE, 2019), pp.
690–693

135. D. de G. ALLEN, The Quarterly Journal of Mechanics
and Applied Mathematics 15, 11 (1962)

136. C. Punset, S. Cany, J.P. Boeuf, Journal of Applied
Physics 86 (1999)

137. D.L. Scharfetter, H.K. Gummel, IEEE Transactions on
electron devices 16, 64 (1969)

138. B. Parent, S.O. Macheret, M.N. Shneider, Journal of
Computational Physics 259, 51 (2014)

139. G. Sinnott, D. Golden, R. Varney, Physical Review 170,
272 (1968)

140. Y. Gosho, A. Harada, Journal of Physics D: Applied
Physics 16, 1159 (1983)

141. I.S. Grigoriev, E.Z. Meæilikhov, Handbook of physical
quantities (CRC Press, 1997)

142. I. Kossyi, A.Y. Kostinsky, A. Matveyev, V. Silakov,
Plasma Sources Science and Technology 1, 207 (1992)

143. A. Cristofolini, A. Popoli, G. Neretti, International
Journal of Applied Electromagnetics and Mechanics 63,
S21 (2020), publisher: IOS Press

144. J.F. Thompson, B.K. Soni, N.P. Weatherill, Handbook of
grid generation (CRC press, 1998)

145. D. Nikandrovand, L. Tsendin, R. Arslanbekov,
V. Kolobov, Dynamics of ionization fronts during high-

pressure gas breakdown, in Proceedings of the 59th Annual

Gaseous Electronics Conference, vol. SRP2, Columbus,
OH (2006), p. 31

146. S. Pancheshnyi, P. Ségur, J. Capeillère, A. Bourdon,
Journal of Computational Physics 227, 6574 (2008)

147. W.G. Min, H.S. Kim, S.H. Lee, S.Y. Hahn, IEEE trans-
actions on magnetics 37, 3141 (2001)

148. F. Massines, A. Rabehi, P. Decomps, R.B. Gadri,
P. Ségur, C. Mayoux, Journal of Applied Physics 83,
2950 (1998)

149. F. Peeters, T. Butterworth, in Atmospheric Pressure
Plasma-from Diagnostics to Applications (IntechOpen,
2018)

150. E.G. Zhuk, Gig. Sanit 38, 8 (1973)
151. D.M. Willberg, P.S. Lang, R.H. Höchemer, A. Kratel,
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