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The various components belonging to the deep learning tools have been implemented 

with the Keras2 framework with Tensorflow3 as backend.  

Finally, a graphic interface has been created through the Qt Libraries4 and it is detailed 

in the following paragraph. 

Being aware that the aforementioned hardware equipment is not suitable for the auto-

motive context, due to reasons related to the costs and power consumption, we have 

started to implement these systems on embedded boards. The Nvidia TX2 board has 

been chosen, since it is equipped with an embedded GPU suitable for deep learning-

based algorithms. 

3.2 Graphical User Interface 

The Graphical User Interface (GUI), shown in Figure 2, has been created using the 

Qt libraries 4 and Python programming language. It has been divided into four vertical 

sections: 1. Input Visualization, 2. Head Detection, 3. Head Pose Estimation and Facial 

Landmark Detection and 4. Driver Attention Analysis.  

From the left, the first part contains the RGB and depth frames captured by the Kinect 

One device, for visualization and debugging purposes. The side column is dedicated to 

display the output of the head detection modules. In particular, the localized bounding 

boxes are shown in green on the frames.  

The central part is dedicated to the driver's face analysis, and it is divided into several 

horizontal sections. Starting from the top, the head pose is displayed either through a 

3D cube or with bars, centered on the zero angle. The yaw angle is shown in blue, the 

roll angle in green and the pitch in red.  

Further down, the facial landmarks found on the RGB frame are shown through red 

dots. Thanks to these facial landmarks, the bounding boxes containing the right eye, the 

left eye, all displayed at the bottom, are extracted to compute the PERCLOS measure.  

At the extreme right, the information regarding the analysis of driver attention are 

reported. The PERCLOS measure is indicated by its percentage value and, according 

to the established thresholds, the term alert, drowsy or unfocused is highlighted.  The 

head pose is instead indicated with the representation of the possible positions of the 

gaze on a given object.  

An image of a generic car interior has been then used to graphically convey the concept 

of Human-Car Interaction, highlighting with the red color the object inside the passen-

ger compartment. Some common areas have been chosen as target for the interaction: 

the right, central and left rear mirrors, the area of the steering wheel, the gearbox and 

the part of the infotainment.  

Finally, in the bottom part of the GUI, the buttons that allow the user to select the 

stream of data on which the framework must work, i.e. RGB, depth or both streams, are 

placed. Moreover, the measure of the frame per second for each part of the system is 

shown. 
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Fig. 2. The Graphical User Interface developed for the Mercury framework. 

4 Conclusions 

In this paper, Mercury, a framework for automatic Driver Monitoring, has been in-

troduced. Input data is represented by both RGB images and depth maps, in order to 

improve the light invariance of the system. Future work will include the implementation 

of the framework in real embedded boards, suitable for the automotive context. 
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