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# The Quantum Wasserstein Distance of Order 1 

Giacomo De Palma, Milad Marvian, Dario Trevisan, and Seth Lloyd


#### Abstract

We propose a generalization of the Wasserstein distance of order 1 to the quantum states of $n$ qudits. The proposal recovers the Hamming distance for the vectors of the canonical basis, and more generally the classical Wasserstein distance for quantum states diagonal in the canonical basis. The proposed distance is invariant with respect to permutations of the qudits and unitary operations acting on one qudit and is additive with respect to the tensor product. Our main result is a continuity bound for the von Neumann entropy with respect to the proposed distance, which significantly strengthens the best continuity bound with respect to the trace distance. We also propose a generalization of the Lipschitz constant to quantum observables. The notion of quantum Lipschitz constant allows us to compute the proposed distance with a semidefinite program. We prove a quantum version of Marton's transportation inequality and a quantum Gaussian concentration inequality for the spectrum of quantum Lipschitz observables. Moreover, we derive bounds on the contraction coefficients of shallow quantum circuits and of the tensor product of one-qudit quantum channels with respect to the proposed distance. We discuss other possible applications in quantum machine learning, quantum Shannon theory, and quantum many-body systems.


Index Terms-Quantum optimal mass transport, Wasserstein distance, Hamming distance, qudits, von Neumann entropy, Lipschitz constant, concentration inequalities.

## I. Introduction

## A. Motivations
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THE most prominent distinguishability measures between quantum states are the trace distance, the quantum fidelity and the quantum relative entropy, and they all have in common the property of being unitarily invariant [1]-[3]. A fundamental consequence of this property is that the distance between any couple of quantum states with orthogonal supports is always maximal. However, this property is not always desirable. For certain applications, it is natural to use a distance with respect to which the state $|0\rangle^{\otimes n}$ is much closer to $|1\rangle \otimes|0\rangle^{\otimes(n-1)}$ than to $|1\rangle^{\otimes n}$. Some desirable properties can be recovering the Hamming distance for vectors of the canonical basis, and more generally robustness against local perturbations on the input states. Such a distance may, for example, provide better continuity bounds for the von Neumann entropy since the von Neumann entropy is also robust against local perturbations. In particular, any operation on one qubit can change the entropy of a state by at most $\ln 4$, which does not depend on the number of qubits. Therefore, the entropy of an $n$ qubit state with initial entropy $O(n)$ remains $O(n)$ after such an operation. However, this continuity property cannot be captured by any unitarily invariant distinguishability measure, since a one-qubit operation can bring the initial state into an orthogonal state, resulting in a maximum possible change in the unitarily invariant measure.

## B. The classical Wasserstein distances

In the setting of classical probability distributions on a metric space, the distances originating from the theory of optimal mass transport have emerged as prominent distances with the properties above. Their exploration has led to the creation of an extremely fruitful field in mathematical analysis, with applications ranging from differential geometry and partial differential equations to machine learning [4]-[6].

Given a finite set $\mathcal{X}$, any distance $D$ on $\mathcal{X}$ induces a transport distance on the set of the probability distributions on $\mathcal{X}$, where the distance between the probability distributions $p$ and $q$ is the minimum of the mean distance over joint probability distributions on $\mathcal{X}^{2}$ with marginals $p$ and $q$. More precisely, we have the following definitions:

Definition 1 (Coupling). A coupling between the probability distributions $p$ and $q$ on $\mathcal{X}$ is a probability distribution $\pi$ on $\mathcal{X}^{2}$ with marginals $p$ and $q$, i.e., such that

$$
\begin{equation*}
p(x)=\sum_{y \in \mathcal{X}} \pi(x, y), \quad q(y)=\sum_{x \in \mathcal{X}} \pi(x, y), \quad x, y \in \mathcal{X} \tag{1}
\end{equation*}
$$

We denote with $\mathcal{C}(p, q)$ the set of the couplings between $p$ and $q$.

Definition 2 (Classical $W_{\alpha}$ distances). For any $\alpha \geq 1$, the $W_{\alpha}$ distance or Wasserstein distance of order $\alpha$ between the probability distributions $p$ and $q$ on $\mathcal{X}$ is

$$
\begin{equation*}
W_{\alpha}(p, q)=\left(\min _{\pi \in \mathcal{C}(p, q)} \sum_{x, y \in \mathcal{X}} D(x, y)^{\alpha} \pi(x, y)\right)^{\frac{1}{\alpha}} \tag{2}
\end{equation*}
$$

Although many properties of the $W_{\alpha}$ distances do not depend on the choice of $\alpha$, in recent years the distances $W_{1}$ and $W_{2}$ are playing a prominent role. The $W_{1}$ distance is also called Monge-Kantorovich distance, after the foundational works of Monge and Kantorovich [7], [8]. In particular, Kantorovich noticed that the $W_{1}$ distance is in fact induced by a norm, and introduced the transport problem (2) as a linear programming problem (see [9] for a detailed historical account).

In many cases the set $\mathcal{X}$ is already endowed with a distance, e.g., when dealing with subsets of Riemannian manifolds or weighted graphs. However, one can always consider the trivial distance

$$
D(x, y)= \begin{cases}0 & x=y  \tag{3}\\ 1 & x \neq y\end{cases}
$$

and the induced $W_{1}$ distance coincides with the total variation distance

$$
\begin{equation*}
W_{1}(p, q)=\frac{1}{2}\|p-q\|_{1} \tag{4}
\end{equation*}
$$

The Hamming distance provides a natural choice when $\mathcal{X}$ is a set of finite strings over an alphabet:
Definition 3 (Hamming distance). For any $k \in \mathbb{N}$, let $[k]=$ $\{1, \ldots, k\}$. The Hamming distance between $x, y \in[d]^{n}$ is the number of different components:

$$
\begin{equation*}
h(x, y)=\left|\left\{i \in[n]: x_{i} \neq y_{i}\right\}\right| \tag{5}
\end{equation*}
$$

The classical $W_{1}$ distance with respect to the Hamming distance is called Ornstein's $\bar{d}$ distance and was first considered in [10], together with its extension to stationary stochastic processes. It has found many applications in ergodic theory and information theory, such as coding theorems for a large class of discrete noisy channels with memory and rate distortion theory [11].

Finally, there has been a surge of interest towards applications of transportation distances in machine learning in the context of Generative Adversarial Networks (GANs) [12]. GANs [13] provide a useful algorithm to learn an unknown probability distribution using a neural network. The learning is performed by training a generator trying to produce samples of the unknown distribution against a discriminator trying to distinguish the true from the generated samples. The training process is a minimax game that converges to a Nash equilibrium. The choice of the loss functions for the discriminator plays a crucial role to ensure convergence in the training procedure. Employing the Wasserstein distances as loss function of GANs alleviates the problem of the vanishing gradient in the training, which plagued the original version with the Jensen-Shannon divergence (the symmetrized relative entropy) [12]. Suitable variants of the Wasserstein distances which further improve the efficiency of the training have also been proposed [14], [15].

## C. Our contribution

We propose a generalization of the $W_{1}$ distance to the set of the quantum states of $n$ qudits. The proposed quantum $W_{1}$ distance is based on the notion of neighboring states. We anticipate here an informal definition and refer to section III for the details.

Definition 4 (Quantum $W_{1}$ distance, informal). Two quantum states of $n$ qudits are neighboring if they coincide after a suitable qudit is discarded. The quantum $W_{1}$ distance is the maximum distance that is induced by a norm that assigns distance at most one to any couple of neighboring states.

In section IV we prove several properties of the proposed quantum $W_{1}$ distance:

- Its ratio with the trace distance lies between 1 and $n$ subsection IV-A).
- It is invariant with respect to permutations of the qudits and unitary operations acting on one qudit subsection IV-B) and additive with respect to the tensor product subsection IV-C). Moreover, the $W_{1}$ distance between two quantum states which coincide after discarding $k$ qudits is at most $2 k$ subsection IV-D. In particular, any quantum operation on $k$ qudits can displace the initial quantum state by at most $2 k$ in the proposed distance.
- It recovers the Hamming distance for vectors of the canonical basis, and more generally the classical $W_{1}$ distance for quantum states diagonal in the canonical basis subsection IV-E).
In section V we define a generalization to quantum observables of the Lipschitz constant of real-valued functions on a metric space. We prove that, as in the classical case, the proposed quantum $W_{1}$ distance between two quantum states is equal to the maximum difference between the expectation values of the two states with respect to an observable with Lipschitz constant at most one. This dual formulation provides a recipe to calculate the proposed quantum $W_{1}$ distance using a semidefinite program.

Our main result is a continuity bound for the von Neumann entropy with respect to the proposed quantum $W_{1}$ distance (section VI). In the limit $n \rightarrow \infty$ this bound implies that, if two quantum states have distance $o(n / \ln n)$, their entropies can differ by at most $o(n)$. The von Neumann entropy is intimately linked to the entanglement properties of a quantum state, and our bound implies that the entanglement of a quantum state is robust against perturbations with size $o(n / \ln n)$ in the quantum $W_{1}$ distance.

In section VII, we explore the relation between the quantum $W_{1}$ distance and the quantum relative entropy. In particular, we prove a quantum generalization of Marton's trasportation inequality, stating that the square root of the relative entropy between a generic quantum state and a product quantum state provides an upper bound to their quantum $W_{1}$ distance. In section VIII, we apply the quantum Marton's inequality to prove an upper bound to the partition function of a quantum Hamiltonian in terms of its quantum Lipschitz constant. A fundamental consequence of this result is a quantum Gaussian concentration inequality, stating that most of the eigenvalues
of a quantum observable lie in a small interval whose size depends on its Lipschitz constant.

In section IX, we study the contraction coefficient with respect to the proposed quantum $W_{1}$ distance of the $n$-th tensor power of a one-qudit quantum channel. While the contraction coefficient of these quantum channels with respect to the trace distance is trivial in the limit $n \rightarrow \infty$, we are able to prove an upper bound to the contraction coefficient for the proposed quantum $W_{1}$ distance which does not depend on $n$. Moreover, we prove that the contraction coefficient of a generic $n$-qudit quantum channel with respect to the proposed quantum $W_{1}$ distance is upper bounded by the size of the light-cones of the qudits.

We conclude in section X by discussing other possible applications of the defined quantum $W_{1}$ distance in quantum machine learning, quantum information, and quantum manybody systems.

## D. Related works

Several quantum generalizations of the Wasserstein distances have been proposed. One line of research, initiated by Carlen, Maas, Datta and Rouzé [16]-[22], defines a quantum $W_{2}$ distance built on the definition of a quantum differential structure and on the equivalent dynamical formulation of the $W_{2}$ distance provided by Benamou and Brenier [23], which assigns a length to each path of probability distributions that connects the source with the target. The key property of this proposal is that the resulting quantum distance is induced by a Riemannian metric on the manifold of quantum states, and the quantum generalization of the heat semigroup is the gradient flow of the von Neumann entropy with respect to this metric. This quantum generalization of the $W_{2}$ distance has been shown to be intimately linked to both entropy and Fisher information [20], and has led to determine the rate of convergence of the quantum Ornstein-Uhlenbeck semigroup [17], [24]. Exploiting their quantum differential structure, Refs. [18], [19], [22] also define a quantum generalization of the Lipschitz constant and the $W_{1}$ distance, and prove that it satisfies a Talagrand inequality, which also implies some concentration inequalities. Alternative definitions of quantum $W_{1}$ distances based on a quantum differential structure are proposed in Refs. [25]-[28]. Refs. [29]-[31] propose quantum $W_{1}$ distances based on a distance between the vectors of the canonical basis.

Another line of research by Golse, Mouhot, Paul and Caglioti [32]-[37] arose in the context of the study of the semiclassical limit of quantum mechanics and defines a quantum $W_{2}$ distance built on a quantum generalization of the couplings. This distance was the key element to prove that the mean-field limit of quantum mechanics is uniform in the semiclassical limit [32], and has been employed as a cost function to train the quantum counterpart of deep generative adversarial networks [38], [39]. Ref. [40] proposes another quantum $W_{2}$ distance based on quantum couplings, with the property that each quantum coupling is associated to a quantum channel. The relation between quantum couplings and quantum channels in the framework of von Neumann
algebras has been explored in [41]. The problem of defining a quantum $W_{1}$ distance through quantum couplings has been explored in Ref. [42].

The quantum $W_{\alpha}$ distance between two quantum states can be defined as the classical $W_{\alpha}$ distance between the probability distributions of the outcomes of an informationally complete measurement performed on the states, which is a measurement whose probability distribution completely determines the state. This definition has been explored for Gaussian quantum systems with the heterodyne measurement in Refs. [43]-[45].

Notions of quantum Hamming ball of a subspace have been defined in Refs. [46], [47], who employ them to prove a Talagrand concentration inequality and a quantum generalization of de Finetti's theorem, respectively.

The Wasserstein distances have also been generalized to other noncommutative settings, such as noncommutative geometry, where they are related to Connes' spectral distances [48]-[50], with applications to convergence problems of noncommutative spaces [51]-[53]. Generalizations of the Wasserstein distances have been proposed in free probability, with applications in random matrix theory [54].

## II. Notation

Let $\{|1\rangle, \ldots,|d\rangle\}$ be the canonical basis of $\mathbb{C}^{d}$, and $\mathcal{H}_{n}=$ $\left(\mathbb{C}^{d}\right)^{\otimes n}$ be the Hilbert space of $n$ qudits. We denote by $\mathcal{O}_{n}$ the set of the self-adjoint linear operators on $\mathcal{H}_{n}$, by $\mathcal{O}_{n}^{T} \subset \mathcal{O}_{n}$ the subset of the traceless self-adjoint linear operators on $\mathcal{H}_{n}$, by $\mathcal{O}_{n}^{+} \subset \mathcal{O}_{n}$ the subset of the positive semidefinite linear operators on $\mathcal{H}_{n}$, by $\mathcal{S}_{n} \subset \mathcal{O}_{n}^{+}$the set of the quantum states of $\mathcal{H}_{n}$, and by $\mathcal{P}_{n}$ the set of the probability distributions on $[d]^{n}$. For any $\mathcal{I} \subseteq[n]$, let $\rho_{\mathcal{I}}$ be the marginal of $\rho \in \mathcal{S}_{n}$ over the qudits in $\mathcal{I}$. For any $X \in \mathcal{O}_{n}$, let $\|X\|_{1}$ be its trace norm, given by the sum of the absolute values of its eigenvalues.

## III. The quantum $W_{1}$ distance

Our proposal for a quantum Wasserstein distance of order 1 is based on the following notion of neighboring quantum states:
Definition 5 (Neighboring quantum states). We say that $\rho$ and $\sigma \in \mathcal{S}_{n}$ are neighboring if they coincide after discarding one qudit, i.e., if $\operatorname{Tr}_{i} \rho=\operatorname{Tr}_{i} \sigma$ for some $i \in[n]$. We denote by $\mathcal{N}_{n} \subset \mathcal{O}_{n}^{T}$ the set of the differences between couples of neighboring quantum states:

$$
\begin{align*}
& \mathcal{N}_{n}=\bigcup_{i=1}^{n} \mathcal{N}_{n}^{(i)}, \\
& \mathcal{N}_{n}^{(i)}=\left\{\rho-\sigma: \rho, \sigma \in \mathcal{S}_{n}, \operatorname{Tr}_{i} \rho=\operatorname{Tr}_{i} \sigma\right\}, \quad i \in[n], \tag{6}
\end{align*}
$$

and with

$$
\begin{align*}
\mathcal{B}_{n}=\{ & \sum_{i=1}^{n} p_{i}\left(\rho^{(i)}-\sigma^{(i)}\right): p_{i} \geq 0, \\
& \left.\sum_{i=1}^{n} p_{i}=1, \rho^{(i)}, \sigma^{(i)} \in \mathcal{S}_{n}, \operatorname{Tr}_{i} \rho^{(i)}=\operatorname{Tr}_{i} \sigma^{(i)}\right\} \tag{7}
\end{align*}
$$

the convex hull of $\mathcal{N}_{n}$.

Remark 1. Other equivalent definitions of neighboring quantum states are possible, see section A for details.

Proposition 1. $\mathcal{B}_{n}$ is a bounded, closed, centrally symmetric (i.e., $-\mathcal{B}_{n}=\mathcal{B}_{n}$ ) and convex subset of $\mathcal{O}_{n}^{T}$ with nonempty interior.

Proof. The only nontrivial property is the nonempty interior, which follows from Proposition 2 where we will prove that $\mathcal{B}_{n}$ is the unit ball of a norm which is upper bounded by $n / 2$ times the trace norm.

The classical $W_{1}$ distance is induced by a norm, and the distance between any couple of neighboring probability distributions on $[d]^{n}$ is at most one (Lemma 6 of section C). Therefore, we look for a distance between quantum states that is induced by a norm that assigns distance at most one to each couple of neighboring quantum states, i.e., $\mathcal{N}_{n}$ should be contained in the unit ball of the norm. Since the unit ball of any norm is convex, also $\mathcal{B}_{n}$ should be contained in the unit ball of the norm. Any norm is completely determined by its unit ball, and any bounded, closed, centrally symmetric and convex set with nonempty interior is the unit ball of some norm. Therefore, we define the quantum $W_{1}$ norm as the unique norm on $\mathcal{O}_{n}^{T}$ whose unit ball is $\mathcal{B}_{n}$ :

Definition 6 (Quantum $W_{1}$ norm). We define the quantum $W_{1}$ norm on $\mathcal{O}_{n}^{T}$ as the unique norm with unit ball $\mathcal{B}_{n}$, i.e., for any $X \in \mathcal{O}_{n}^{T}$,

$$
\begin{gather*}
\|X\|_{W_{1}}=\min \left(t \geq 0: X \in t \mathcal{B}_{n}\right) \\
=\frac{1}{2} \min \left(\sum_{i=1}^{n}\left\|X^{(i)}\right\|_{1}: X^{(i)} \in \mathcal{O}_{n}^{T}, \operatorname{Tr}_{i} X^{(i)}=0\right. \\
\left.X=\sum_{i=1}^{n} X^{(i)}\right) \tag{8}
\end{gather*}
$$

The equivalence between the two expressions in (8) is proved in Lemma 1 of section C

The quantum $W_{1}$ norm is the maximum norm on $\mathcal{O}_{n}^{T}$ such that the difference between each couple of neighboring quantum states has norm at most one. We define the quantum $W_{1}$ distance as the distance induced by the quantum $W_{1}$ norm:
Definition 7 (Quantum $W_{1}$ distance). We define the quantum $W_{1}$ distance between the quantum states $\rho$ and $\sigma$ of $\mathcal{H}_{n}$ as

$$
\begin{align*}
& W_{1}(\rho, \sigma)=\|\rho-\sigma\|_{W_{1}} \\
& =\min \left(\sum_{i=1}^{n} c_{i}: c_{i} \geq 0, \rho-\sigma=\sum_{i=1}^{n} c_{i}\left(\rho^{(i)}-\sigma^{(i)}\right)\right. \\
& \left.\quad \rho^{(i)}, \sigma^{(i)} \in \mathcal{S}_{n}, \operatorname{Tr}_{i} \rho^{(i)}=\operatorname{Tr}_{i} \sigma^{(i)}\right) \tag{9}
\end{align*}
$$

The equivalence between the two expressions in (9) can be proved along the same lines of Lemma 1 of section C

For the sake of a simpler notation, we state all our results in terms of the quantum $W_{1}$ norm. Their counterparts for the quantum $W_{1}$ distance trivially follow.

## IV. Properties of the quantum $W_{1}$ Distance

## A. Relation with the trace distance

The following Proposition 2 states that the quantum $W_{1}$ norm keeps the same upper and lower bounds in terms of the trace norm as its classical counterpart.
Proposition 2 (Relation with the trace norm). For any $X \in$ $\mathcal{O}_{n}^{T}$,

$$
\begin{equation*}
\frac{1}{2}\|X\|_{1} \leq\|X\|_{W_{1}} \leq \frac{n}{2}\|X\|_{1} \tag{10}
\end{equation*}
$$

Moreover, if $\operatorname{Tr}_{i} X=0$ for some $i \in[n]$, and in particular if $n=1$,

$$
\begin{equation*}
\|X\|_{W_{1}}=\frac{1}{2}\|X\|_{1} \tag{11}
\end{equation*}
$$

i.e., for any $\rho, \sigma \in \mathcal{S}_{n}$ such that $\operatorname{Tr}_{i} \rho=\operatorname{Tr}_{i} \sigma$ for some $i \in[n]$,

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}}=\frac{1}{2}\|\rho-\sigma\|_{1} \tag{12}
\end{equation*}
$$

Proof. On the one hand, let $X^{(1)}, \ldots, X^{(n)}$ be as in (8). We have

$$
\begin{equation*}
\|X\|_{1} \leq \sum_{i=1}^{n}\left\|X^{(i)}\right\|_{1} \tag{13}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\frac{1}{2}\|X\|_{1} \leq\|X\|_{W_{1}} \tag{14}
\end{equation*}
$$

On the other hand, let

$$
\begin{equation*}
X=X^{+}-X^{-} \tag{15}
\end{equation*}
$$

where $X^{+}$and $X^{-}$are positive semidefinite with orthogonal supports and satisfy

$$
\begin{equation*}
\operatorname{Tr} X^{ \pm}=\frac{1}{2}\|X\|_{1} \tag{16}
\end{equation*}
$$

We can choose in (8)

$$
\begin{align*}
X^{(i)}=\frac{2}{\|X\|_{1}}( & \operatorname{Tr}_{i \ldots n} X^{-} \otimes \operatorname{Tr}_{1 \ldots i-1} X^{+} \\
& \left.-\operatorname{Tr}_{i+1 \ldots n} X^{-} \otimes \operatorname{Tr}_{1 \ldots i} X^{+}\right) \tag{17}
\end{align*}
$$

such that

$$
\begin{equation*}
\left\|X^{(i)}\right\|_{1} \leq\|X\|_{1} \tag{18}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\|X\|_{W_{1}} \leq \frac{1}{2} \sum_{i=1}^{n}\left\|X^{(i)}\right\|_{1} \leq \frac{n}{2}\|X\|_{1} \tag{19}
\end{equation*}
$$

and the claim (10) follows.
Let us now assume that $\operatorname{Tr}_{i} X=0$. On the one hand, we have already proved that

$$
\begin{equation*}
\frac{1}{2}\|X\|_{1} \leq\|X\|_{W_{1}} \tag{20}
\end{equation*}
$$

On the other hand, choosing in (8)

$$
\begin{align*}
& X^{(i)}=X \\
& X^{(1)}=\ldots=X^{(i-1)}=X^{(i+1)}=\ldots=X^{(n)}=0 \tag{21}
\end{align*}
$$

we get

$$
\begin{equation*}
\|X\|_{W_{1}} \leq \frac{1}{2}\|X\|_{1} \tag{22}
\end{equation*}
$$

and the claim follows.

## B. Symmetries

The classical $W_{1}$ distance on probability distributions on $[d]^{n}$ is invariant with respect to permutations of the $n$ subsystems and to permutations of the $d$ elements of one subsystem. The following Proposition 3 states that the quantum $W_{1}$ norm keeps all the symmetries of the classical case, and the permutations of the $d$ elements of one subsystem get enhanced to unitary operations acting on one qudit.
Proposition 3 (Symmetries of the quantum $W_{1}$ norm). The quantum $W_{1}$ norm is invariant with respect to permutations of the qudits and unitary operations acting on one qudit, and non-increasing with respect to quantum channels acting on one qudit.

Proof. The claim follows since all the transformations above send $\mathcal{N}_{n}$ to itself.

## C. Tensorization

In the following Proposition 4, we prove that the quantum $W_{1}$ distance is additive with respect to the tensor product as its classical counterpart. This property is fundamental for distortion measures in rate distortion theory [11, Chapter 5], and it is not satisfied by the trace distance. On the other hand, the quantum relative entropy and the logarithm of the inverse of the quantum fidelity are additive, but they are not proper distances since they do not satisfy the triangle inequality.
Proposition 4 (Tensorization). For any $X \in \mathcal{O}_{m+n}^{T}$,

$$
\begin{equation*}
\|X\|_{W_{1}} \geq\left\|\operatorname{Tr}_{m+1 \ldots m+n} X\right\|_{W_{1}}+\left\|\operatorname{Tr}_{1 \ldots m} X\right\|_{W_{1}} \tag{23}
\end{equation*}
$$

and for any $\rho, \sigma \in \mathcal{S}_{m+n}$,

$$
\begin{align*}
\|\rho-\sigma\|_{W_{1}} \geq & \left\|\rho_{1 \ldots m}-\sigma_{1 \ldots m}\right\|_{W_{1}} \\
& +\left\|\rho_{m+1 \ldots m+n}-\sigma_{m+1 \ldots m+n}\right\|_{W_{1}} . \tag{24}
\end{align*}
$$

Moreover, for any $\rho^{\prime}, \sigma^{\prime} \in \mathcal{S}_{m}$ and any $\rho^{\prime \prime}, \sigma^{\prime \prime} \in \mathcal{S}_{n}$,

$$
\begin{equation*}
\left\|\rho^{\prime} \otimes \rho^{\prime \prime}-\sigma^{\prime} \otimes \sigma^{\prime \prime}\right\|_{W_{1}}=\left\|\rho^{\prime}-\sigma^{\prime}\right\|_{W_{1}}+\left\|\rho^{\prime \prime}-\sigma^{\prime \prime}\right\|_{W_{1}} \tag{25}
\end{equation*}
$$

Proof. Let $X^{(1)}, \ldots, X^{(m+n)} \in \mathcal{O}_{m+n}^{T}$ be such that

$$
\begin{equation*}
\operatorname{Tr}_{i} X^{(i)}=0 \quad \forall i \in[m+n], \quad X=\sum_{i=1}^{m+n} X^{(i)} \tag{26}
\end{equation*}
$$

We have $\operatorname{Tr}_{m+1 \ldots m+n} X^{(i)}=0$ for any $i=m+1, \ldots, m+n$ and $\operatorname{Tr}_{1 \ldots m} X^{(i)}=0$ for any $i \in[m]$, therefore

$$
\begin{align*}
\operatorname{Tr}_{m+1 \ldots m+n} X & =\sum_{i=1}^{m} \operatorname{Tr}_{m+1 \ldots m+n} X^{(i)} \\
\operatorname{Tr}_{1 \ldots m} X & =\sum_{i=m+1}^{m+n} \operatorname{Tr}_{1 \ldots m} X^{(i)} \tag{27}
\end{align*}
$$

then

$$
\begin{align*}
& \left\|\operatorname{Tr}_{m+1 \ldots m+n} X\right\|_{W_{1}}+\left\|\operatorname{Tr}_{1 \ldots m} X\right\|_{W_{1}} \\
& \leq \frac{1}{2} \sum_{i=1}^{m}\left\|\operatorname{Tr}_{m+1 \ldots m+n} X^{(i)}\right\|_{1}+\frac{1}{2} \sum_{i=m+1}^{m+n}\left\|\operatorname{Tr}_{1 \ldots m} X^{(i)}\right\|_{1} \\
& \leq \frac{1}{2} \sum_{i=1}^{m+n}\left\|X^{(i)}\right\|_{1} \tag{28}
\end{align*}
$$

and the claim (23) follows.
On the one hand, we have from (23)

$$
\begin{equation*}
\left\|\rho^{\prime} \otimes \rho^{\prime \prime}-\sigma^{\prime} \otimes \sigma^{\prime \prime}\right\|_{W_{1}} \geq\left\|\rho^{\prime}-\sigma^{\prime}\right\|_{W_{1}}+\left\|\rho^{\prime \prime}-\sigma^{\prime \prime}\right\|_{W_{1}} \tag{29}
\end{equation*}
$$

On the other hand, we get with the help of Lemma 2 of section C

$$
\begin{align*}
& \left\|\rho^{\prime} \otimes \rho^{\prime \prime}-\sigma^{\prime} \otimes \sigma^{\prime \prime}\right\|_{W_{1}} \\
& \leq\left\|\left(\rho^{\prime}-\sigma^{\prime}\right) \otimes \rho^{\prime \prime}\right\|_{W_{1}}+\left\|\sigma^{\prime} \otimes\left(\rho^{\prime \prime}-\sigma^{\prime \prime}\right)\right\|_{W_{1}} \\
& \leq\left\|\rho^{\prime}-\sigma^{\prime}\right\|_{W_{1}}+\left\|\rho^{\prime \prime}-\sigma^{\prime \prime}\right\|_{W_{1}} \tag{30}
\end{align*}
$$

and the claim (25) follows.
Corollary 1. For any $\rho, \sigma \in \mathcal{S}_{n}$,

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}} \geq \frac{1}{2} \sum_{i=1}^{n}\left\|\rho_{i}-\sigma_{i}\right\|_{1} \tag{31}
\end{equation*}
$$

and equality holds whenever both $\rho$ and $\sigma$ are product states.

## D. Local operations

The quantum $W_{1}$ distance between two quantum states that coincide after discarding one qudit is at most one. In the following Proposition 5, we consider the case of quantum states that coincide after discarding $k$ qudits, and we prove that their distance is at most $2 k$.

Proposition 5. Let $\mathcal{I} \subseteq[n]$, and let $X \in \mathcal{O}_{n}^{T}$ such that $\operatorname{Tr}_{\mathcal{I}} X=0$. Then,

$$
\begin{equation*}
\|X\|_{W_{1}} \leq|\mathcal{I}| \frac{d^{2}-1}{d^{2}}\|X\|_{1} \tag{32}
\end{equation*}
$$

and for any $\rho, \sigma \in \mathcal{S}_{n}$ such that $\operatorname{Tr}_{\mathcal{I}} \rho=\operatorname{Tr}_{\mathcal{I}} \sigma$,

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}} \leq|\mathcal{I}| \frac{d^{2}-1}{d^{2}}\|\rho-\sigma\|_{1} \tag{33}
\end{equation*}
$$

Proof. Without loss of generality, we can assume that $\mathcal{I}=[k]$ for some $k \in[n]$. For any $i \in[k]$, let

$$
\begin{equation*}
X^{(i)}=\frac{\mathbb{I}_{d}^{\otimes(i-1)}}{d^{i-1}} \otimes \operatorname{Tr}_{1 \ldots i-1} X-\frac{\mathbb{I}_{d}^{\otimes i}}{d^{i}} \otimes \operatorname{Tr}_{1 \ldots i} X \tag{34}
\end{equation*}
$$

such that

$$
\begin{equation*}
\operatorname{Tr}_{i} X^{(i)}=0, \quad X=\sum_{i=1}^{k} X^{(i)} \tag{35}
\end{equation*}
$$

We have with the help of Lemma 3 of section C

$$
\begin{align*}
\|X\|_{W_{1}} & \leq \frac{1}{2} \sum_{i=1}^{k}\left\|X^{(i)}\right\|_{1} \\
& \leq \frac{d^{2}-1}{d^{2}} \sum_{i=1}^{k}\left\|\operatorname{Tr}_{1 \ldots i-1} X\right\|_{1} \leq|\mathcal{I}| \frac{d^{2}-1}{d^{2}}\|X\|_{1} \tag{36}
\end{align*}
$$

and the claim follows.
An important consequence of Proposition 5 is that the $W_{1}$ distance is continuous with respect to local operations, in the sense that any operation performed on $k$ qudits can displace the initial quantum state by at most $2 k$ in the distance:

Corollary 2. Let $\Phi$ be a quantum channel on $\mathcal{H}_{n}$ that acts on at most $k$ qudits. Then, for any $\rho \in \mathcal{S}_{n}$,

$$
\begin{equation*}
\|\Phi(\rho)-\rho\|_{W_{1}} \leq 2 k \frac{d^{2}-1}{d^{2}} \tag{37}
\end{equation*}
$$

Proof. Let $\mathcal{I} \subseteq[n]$ be the set of qudits on which $\Phi$ acts. Then, $\operatorname{Tr}_{\mathcal{I}}[\Phi(\rho)-\rho]=0$, and the claim follows from Proposition 5

## E. Recovery of the classical $W_{1}$ distance

The following Proposition 6 states that for quantum states diagonal in the canonical basis, the quantum $W_{1}$ distance recovers the classical $W_{1}$ distance.

Proposition 6. Let $p, q \in \mathcal{P}_{n}$, and let

$$
\begin{equation*}
\rho=\sum_{x \in[d]^{n}} p(x)|x\rangle\langle x|, \quad \sigma=\sum_{y \in[d]^{n}} q(y)|y\rangle\langle y| \tag{38}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}}=W_{1}(p, q) \tag{39}
\end{equation*}
$$

In particular, the quantum $W_{1}$ distance between vectors of the canonical basis coincides with the Hamming distance:

$$
\begin{equation*}
\||x\rangle\langle x|-|y\rangle\langle y| \|_{W_{1}}=h(x, y), \quad x, y \in[d]^{n} \tag{40}
\end{equation*}
$$

Proof. Let $x, y \in[d]^{n}$. We get from Corollary 1

$$
\begin{align*}
\||x\rangle\langle x|-|y\rangle\langle y| \|_{W_{1}} & =\frac{1}{2} \sum_{i=1}^{n} \|\left|x_{i}\right\rangle\left\langle x_{i}\right|-\left|y_{i}\right\rangle\left\langle y_{i}\right| \|_{1} \\
& =h(x, y) \tag{41}
\end{align*}
$$

and the claim (40) follows.
On the one hand, let $\pi \in \mathcal{C}(p, q)$. We have

$$
\begin{align*}
\|\rho-\sigma\|_{W_{1}} & =\left\|\sum_{x, y \in[d]^{n}} \pi(x, y)(|x\rangle\langle x|-|y\rangle\langle y|)\right\|_{W_{1}} \\
& \leq \sum_{x, y \in[d]^{n}} \pi(x, y) \||x\rangle\langle x|-|y\rangle\langle y| \|_{W_{1}} \\
& =\sum_{x, y \in[d]^{n}} h(x, y) \pi(x, y) \tag{42}
\end{align*}
$$

therefore

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}} \leq W_{1}(p, q) \tag{43}
\end{equation*}
$$

On the other hand, there exist a probability distribution $r$ on $[n]$ and quantum states $\rho^{(1)}, \sigma^{(1)}, \ldots, \rho^{(n)}, \sigma^{(n)} \in \mathcal{S}_{n}$ such that

$$
\begin{align*}
\operatorname{Tr}_{i} \rho^{(i)} & =\operatorname{Tr}_{i} \sigma^{(i)} \quad \forall i \in[n] \\
\rho-\sigma & =\|\rho-\sigma\|_{W_{1}} \sum_{i=1}^{n} r_{i}\left(\rho^{(i)}-\sigma^{(i)}\right) \tag{44}
\end{align*}
$$

We can assume that each $\rho^{(i)}$ and each $\sigma^{(i)}$ is diagonal in the canonical basis. Let $p^{(1)}, \ldots, p^{(n)}$ and $q^{(1)}, \ldots, q^{(n)}$ be the associated probability distributions on $[d]^{n}$, such that

$$
\begin{equation*}
p-q=\|\rho-\sigma\|_{W_{1}} \sum_{i=1}^{n} r_{i}\left(p^{(i)}-q^{(i)}\right) \tag{45}
\end{equation*}
$$

Since also the classical $W_{1}$ distance is induced by a norm, we have from Lemma 6 of section C
$W_{1}(p, q) \leq\|\rho-\sigma\|_{W_{1}} \sum_{i=1}^{n} r_{i} W_{1}\left(p^{(i)}, q^{(i)}\right) \leq\|\rho-\sigma\|_{W_{1}}$,
and the claim (39) follows.

## V. The Quantum Lipschitz constant and the dual FORMULATION OF THE QUANTUM $W_{1}$ DISTANCE

The classical $W_{1}$ distance between the probability distributions $p$ and $q$ on the metric space $\mathcal{X}$ admits a dual formulation as maximum difference between the expectation values of a Lipschitz function on $p$ and $q$ :

$$
\begin{align*}
& W_{1}(p, q)= \\
& \max \left(\sum_{x \in \mathcal{X}} f(x)(p(x)-q(x)): f \in \mathbb{R}^{\mathcal{X}},\|f\|_{L} \leq 1\right), \tag{47}
\end{align*}
$$

where

$$
\begin{equation*}
\|f\|_{L}=\max _{x \neq y \in \mathcal{X}} \frac{|f(x)-f(y)|}{D(x, y)} \tag{48}
\end{equation*}
$$

is the Lipschitz constant of $f$, and $D$ is the distance on $\mathcal{X}$. This dual formulation makes the computation of the classical $W_{1}$ distance a semidefinite program (actually, the same holds for all the $W_{\alpha}$ distances).

We prove in the following that the computation of the quantum $W_{1}$ norm is also a semidefinite program. First, we need to define a quantum generalization of the Lipschitz constant:
Definition 8 (Quantum Lipschitz constant). We define the quantum Lipschitz constant of $H \in \mathcal{O}_{n}$ as the dual norm of the quantum $W_{1}$ norm on $\mathcal{O}_{n}^{T}$ :

$$
\begin{align*}
& \|H\|_{L}=\max \left(\operatorname{Tr}[H X]: X \in \mathcal{O}_{n}^{T},\|X\|_{W_{1}} \leq 1\right) \\
& =\max \left(\operatorname{Tr}[H X]: X \in \mathcal{N}_{n}\right) \\
& =\max _{i \in[n]}\left(\max \left(\operatorname{Tr}[H(\rho-\sigma)]: \rho, \sigma \in \mathcal{S}_{n}, \operatorname{Tr}_{i} \rho=\operatorname{Tr}_{i} \sigma\right)\right) \tag{49}
\end{align*}
$$

The quantum Lipschitz constant recovers the classical Lipschitz constant for operators diagonal in the canonical basis:
Proposition 7. Let $f:[d]^{n} \rightarrow \mathbb{R}$, and let

$$
\begin{equation*}
F=\sum_{x \in[d]^{n}} f(x)|x\rangle\langle x| \tag{50}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\|F\|_{L}=\|f\|_{L} \tag{51}
\end{equation*}
$$

Proof. Let $\mathcal{D}$ be the quantum channel on $\mathbb{C}^{d}$ that dephases the input state in the canonical basis:

$$
\begin{equation*}
\mathcal{D}(X)=\sum_{i=1}^{d}\langle i| X|i\rangle|i\rangle\langle i|, \quad X \in \mathcal{S}_{1} \tag{52}
\end{equation*}
$$

From Proposition 3, we have for any $X \in \mathcal{O}_{n}^{T}$

$$
\begin{equation*}
\left\|\mathcal{D}^{\otimes n}(X)\right\|_{W_{1}} \leq\|X\|_{W_{1}} \tag{53}
\end{equation*}
$$

We then have with the help of Proposition 6

$$
\begin{align*}
& \|F\|_{L}=\max \left(\sum_{x \in[d]^{n}} f(x)(\langle x| \rho|x\rangle-\langle x| \sigma|x\rangle):\right. \\
& \left.\rho, \sigma \in \mathcal{S}_{n}, \quad\|\rho-\sigma\|_{W_{1}} \leq 1\right) \\
& =\max \left(\sum_{x \in[d]^{n}} f(x)\left(\langle x| \mathcal{D}^{\otimes n}(\rho)|x\rangle-\langle x| \mathcal{D}^{\otimes n}(\sigma)|x\rangle\right):\right. \\
& \left.\quad \rho, \sigma \in \mathcal{S}_{n}, \quad\left\|\mathcal{D}^{\otimes n}(\rho-\sigma)\right\|_{W_{1}} \leq 1\right) \\
& =\max \left(\sum_{x \in[d]^{n}} f(x)(p(x)-q(x)):\right. \\
& \left.\quad p, q \in \mathcal{P}_{n}, \quad W_{1}(p, q) \leq 1\right) \\
& =\|f\|_{L}, \tag{54}
\end{align*}
$$

and the claim follows.
Proposition 15 of section B provides an estimate of the quantum Lipschitz constant up to multiplicative error $\sqrt{2}$ that does not require any optimization. The following Proposition 8 provides a dual formulation of the quantum Lipschitz constant:

Proposition 8. For any $H \in \mathcal{O}_{n}$,

$$
\begin{equation*}
\|H\|_{L}=2 \max _{i \in[n]} \min _{H^{(i)} \in \mathcal{O}_{n-1}}\left\|H-\mathbb{I}_{d}^{(i)} \otimes H^{(i)}\right\|_{\infty} \tag{55}
\end{equation*}
$$

where for any $i \in[n], \mathbb{I}_{d}^{(i)}$ is the identity operator on the $i$-th qudit and $H^{(i)}$ does not act on the i-th qudit.

Proof. It is sufficient to prove that

$$
\begin{align*}
& \max \left(\operatorname{Tr}[H(\rho-\sigma)]: \rho, \sigma \in \mathcal{S}_{n}, \operatorname{Tr}_{1} \rho=\operatorname{Tr}_{1} \sigma\right) \\
& =2 \min _{K \in \mathcal{O}_{n-1}}\left\|H-\mathbb{I}_{d} \otimes K\right\|_{\infty} \tag{56}
\end{align*}
$$

Let $\Phi: \mathbb{R} \times \mathcal{O}_{n-1} \rightarrow \mathcal{O}_{n}^{2}$ be given by

$$
\begin{align*}
& \Phi(t, K)=\left(t \mathbb{I}_{d}^{\otimes n}+\mathbb{I}_{d} \otimes K, t \mathbb{I}_{d}^{\otimes n}-\mathbb{I}_{d} \otimes K\right) \\
& t \in \mathbb{R}, K \in \mathcal{O}_{n-1} \tag{57}
\end{align*}
$$

such that

$$
\begin{align*}
& 2 \min _{K \in \mathcal{O}_{n-1}}\left\|H-\mathbb{I}_{d} \otimes K\right\|_{\infty}=2 \min \left(t \in \mathbb{R}: \exists K \in \mathcal{O}_{n-1}:\right. \\
& \left.\Phi(t, K)-(H,-H) \in\left(\mathcal{O}_{n}^{+}\right)^{2}\right) \tag{58}
\end{align*}
$$

is a semidefinite program with dual program

$$
\begin{align*}
& \max \left(\operatorname{Tr}[H(\alpha-\beta)]: \alpha, \beta \in \mathcal{O}_{n}^{+}, \Phi^{\dagger}(\alpha, \beta)=(2,0)\right) \\
& =\max \left(\operatorname{Tr}[H(\rho-\sigma)]: \rho, \sigma \in \mathcal{S}_{n}, \operatorname{Tr}_{1} \rho=\operatorname{Tr}_{1} \sigma\right) \tag{59}
\end{align*}
$$

$\left(\mathcal{O}_{n}^{+}\right)^{2}$ and $\mathbb{R} \times \mathcal{O}_{n-1}$ are both convex cones. Moreover, for any $t>\|H\|_{\infty}$ we have
$\Phi(t, 0)-(H,-H)=\left(t \mathbb{I}_{d}^{\otimes n}-H, t \mathbb{I}_{d}^{\otimes n}+H\right) \in \operatorname{int}\left(\mathcal{O}_{n}^{+}\right)^{2}$.
Therefore, from [55, Corollary 5.3.6] there is no duality gap, and the claim follows.

In finite dimension, the dual of the dual norm always coincides with the original norm. Therefore, the quantum $W_{1}$
norm is the dual norm of the quantum Lipschitz constant. Thanks to Proposition 8, this dual formulation of the quantum $W_{1}$ norm is the dual program of the semidefinite program (8):
Proposition 9 (Duality). The optimization problem (8) is a semidefinite program with the following dual program: for any $X \in \mathcal{O}_{n}^{T}$,

$$
\begin{align*}
& \|X\|_{W_{1}}=\max \left(\operatorname{Tr}[H X]: H \in \mathcal{O}_{n},\|H\|_{L} \leq 1\right) \\
& =\max \left(\operatorname{Tr}[H X]: H \in \mathcal{O}_{n}: \forall i \in[n] \exists H^{(i)} \in \mathcal{O}_{n-1}:\right. \\
& \left.\left\|H-\mathbb{I}_{d}^{(i)} \otimes H^{(i)}\right\|_{\infty} \leq \frac{1}{2}\right) \tag{61}
\end{align*}
$$

## VI. $W_{1}$ CONTINUITY OF THE VON NEUMANN ENTROPY

The von Neumann entropy of a quantum state [1]-[3]

$$
\begin{equation*}
S(\rho)=-\operatorname{Tr}[\rho \ln \rho], \quad \rho \in \mathcal{S}_{n} \tag{62}
\end{equation*}
$$

quantifies the amount of uncertainty contained in the state and plays a key role in quantum information theory. The von Neumann entropy is not sensitive to operations performed on a small subsystem: From Lemma 5 of section C, any operation performed on $k$ qudits can change the entropy of the state by at most $2 k \ln d$. Since already an operation performed on one qudit can generate a quantum state orthogonal to the initial state, this robustness of the von Neumann entropy cannot be captured by any unitarily invariant distinguishability measure, such as the trace distance, the quantum fidelity or the quantum relative entropy. The situation for the proposed quantum $W_{1}$ distance is radically different, since it is robust with respect to local perturbations.

In the classical case, the $W_{1}$ distance provides the following continuity bound for the Shannon entropy:
Theorem ( $W_{1}$ continuity of the Shannon entropy [56, Proposition 8]). For any $p, q \in \mathcal{P}_{n}$,

$$
\begin{equation*}
|S(p)-S(q)| \leq n h_{2}\left(\frac{W_{1}(p, q)}{n}\right)+W_{1}(p, q) \ln (d-1) \tag{63}
\end{equation*}
$$

where $h_{2}$ is the binary entropy function

$$
\begin{equation*}
h_{2}(x)=-x \ln x-(1-x) \ln (1-x), \quad 0 \leq x \leq 1 \tag{64}
\end{equation*}
$$

Proof. The proof is based on couplings. For the sake of completeness, we report it in section D

A natural question is whether the continuity bound (63) still holds without any modification for the quantum $W_{1}$ distance. The answer is negative. Indeed, the right-hand side of (63) has a unique maximum equal to $n \ln d$ achieved at $W_{1}(p, q)=n(d-1) / d$. Since $n \ln d$ is the entropy of the maximally mixed state of $\mathcal{H}_{n}$, the continuity bound (63) would imply that the $W_{1}$ distance between the maximally mixed state and any pure state is equal to $n(d-1) / d$. However, if $\gamma$ is a maximally entangled state acting on $\left(\mathbb{C}^{d}\right)^{\otimes 2}$, from Lemma 4 of section C for any even $n$ we have

$$
\begin{equation*}
\left\|\gamma^{\otimes \frac{n}{2}}-\frac{\mathbb{I}_{d}^{\otimes n}}{d^{n}}\right\|_{W_{1}}=\frac{n}{2} \frac{d^{2}-1}{d^{2}}<n \frac{d-1}{d} \tag{65}
\end{equation*}
$$

hence the continuity bound (63) cannot hold without modifications in the quantum setting.

Nonetheless, the von Neumann entropy has good continuity properties with respect to the quantum $W_{1}$ distance. Indeed, the von Neumann entropy satisfies the following continuity bound, which is equivalent to the classical bound (63) up to a factor $\ln n$ :
Theorem 1 ( $W_{1}$ continuity of the von Neumann entropy). For any $\rho, \sigma \in \mathcal{S}_{n}$,

$$
\begin{equation*}
|S(\rho)-S(\sigma)| \leq g\left(\|\rho-\sigma\|_{W_{1}}\right)+\|\rho-\sigma\|_{W_{1}} \ln \left(d^{2} n\right) \tag{66}
\end{equation*}
$$

where for any $t \geq 0$

$$
\begin{equation*}
g(t)=(t+1) \ln (t+1)-t \ln t \tag{67}
\end{equation*}
$$

Proof. Let

$$
\begin{equation*}
t=\|\rho-\sigma\|_{W_{1}} \tag{68}
\end{equation*}
$$

There exist a probability distribution $p$ on $[n]$ and quantum states $\sigma^{(1)}, \rho^{(1)}, \ldots, \sigma^{(n)}, \rho^{(n)} \in \mathcal{S}_{n}$ such that

$$
\begin{align*}
\operatorname{Tr}_{i} \sigma^{(i)} & =\operatorname{Tr}_{i} \rho^{(i)} \quad \forall i \in[n] \\
\rho-\sigma & =t \sum_{i=1}^{n} p_{i}\left(\rho^{(i)}-\sigma^{(i)}\right) \tag{69}
\end{align*}
$$

Let $q$ be the probability distribution on $\{0, \ldots, n\}$ given by

$$
\begin{equation*}
q_{0}=\frac{1}{t+1}, \quad q_{i}=\frac{t}{t+1} p_{i}, \quad i \in[n] \tag{70}
\end{equation*}
$$

such that

$$
\begin{equation*}
q_{0} \rho+\sum_{i=1}^{n} q_{i} \sigma^{(i)}=q_{0} \sigma+\sum_{i=1}^{n} q_{i} \rho^{(i)}=\tau \in \mathcal{S}_{n} \tag{71}
\end{equation*}
$$

We have

$$
\begin{equation*}
S(q)=h_{2}\left(q_{0}\right)+\left(1-q_{0}\right) S(p) \leq h_{2}\left(q_{0}\right)+\left(1-q_{0}\right) \ln n . \tag{72}
\end{equation*}
$$

Moreover, Lemma 5 of section C implies for any $i \in[n]$

$$
\begin{equation*}
S\left(\rho^{(i)}\right)-S\left(\sigma^{(i)}\right) \leq 2 \ln d \tag{73}
\end{equation*}
$$

On the one hand, we have from the concavity of the entropy

$$
\begin{equation*}
S(\tau) \geq q_{0} S(\rho)+\sum_{i=1}^{n} q_{i} S\left(\sigma^{(i)}\right) \tag{74}
\end{equation*}
$$

On the other hand, we have

$$
\begin{equation*}
S(\tau) \leq q_{0} S(\sigma)+\sum_{i=1}^{n} q_{i} S\left(\rho^{(i)}\right)+S(q) \tag{75}
\end{equation*}
$$

Putting together (74), 75), 73) and (72) we get

$$
\begin{align*}
S(\rho)-S(\sigma) & \leq \frac{1}{q_{0}}\left(\sum_{i=1}^{n} q_{i}\left(S\left(\rho^{(i)}\right)-S\left(\sigma^{(i)}\right)\right)+S(q)\right) \\
& \leq \frac{1-q_{0}}{q_{0}} \ln \left(d^{2} n\right)+\frac{h_{2}\left(q_{0}\right)}{q_{0}} \\
& =t \ln \left(d^{2} n\right)+(t+1) \ln (t+1)-t \ln t, \tag{76}
\end{align*}
$$

and the claim follows.

Theorem 1 implies that in the limit of large $n$ with fixed $d$ and for any $\epsilon>0$, if

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}} \leq \frac{\epsilon n}{\ln \left(d^{2} n\right)} \tag{77}
\end{equation*}
$$

then

$$
\begin{equation*}
|S(\rho)-S(\sigma)| \leq \epsilon n+O(\ln n) \tag{78}
\end{equation*}
$$

Since the entropy is intimately linked with entanglement, a fundamental consequence of this result is that the entanglement properties of a quantum state are robust with respect to perturbations in the quantum $W_{1}$ distance with size $o(n / \ln n)$. For example, we consider a bipartite quantum system $A B$ with each subsystem consisting of $n$ qudits. Let $\rho_{A B}$ be a pure quantum state of $A B$ with entanglement entropy and distillable entanglement

$$
\begin{equation*}
E_{D}\left(\rho_{A B}\right)=S\left(\rho_{A}\right)=O(n) \tag{79}
\end{equation*}
$$

For any perturbation that degrades the quantum state $\rho_{A B}$ to some state $\rho_{A B}^{\prime}$ such that

$$
\begin{equation*}
\left\|\rho_{A B}-\rho_{A B}^{\prime}\right\|_{W_{1}}=o\left(\frac{n}{\ln n}\right) \tag{80}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left|S\left(\rho_{A B}\right)-S\left(\rho_{A B}^{\prime}\right)\right|=o(n), \quad\left|S\left(\rho_{B}\right)-S\left(\rho_{B}^{\prime}\right)\right|=o(n) \tag{81}
\end{equation*}
$$

and from [57, Theorem 3.1], the distillable entanglement of $\rho_{A B}^{\prime}$ is at least

$$
\begin{equation*}
E_{D}\left(\rho_{A B}^{\prime}\right) \geq S\left(\rho_{B}^{\prime}\right)-S\left(\rho_{A B}^{\prime}\right)=E_{D}\left(\rho_{A B}\right)-o(n) \tag{82}
\end{equation*}
$$

## VII. Quantum Marton's transportation INEQUALITY

The quantum relative entropy between two quantum states [1]-[3]

$$
\begin{equation*}
S(\rho \| \sigma)=\operatorname{Tr}[\rho(\ln \rho-\ln \sigma)], \quad \rho, \sigma \in \mathcal{S}_{n} \tag{83}
\end{equation*}
$$

generalizes the classical Kullback-Leibler divergence. As in the classical case, it is always nonnegative and equal to zero if and only if $\rho=\sigma$. It can be thought as a distance between quantum states, but it is not symmetric nor it satisfies the triangle inequality. The quantum Pinsker's inequality [2, Theorem 11.9.1], [45, Eq. (14.38)]

$$
\begin{equation*}
\|\rho-\sigma\|_{1} \leq \sqrt{2 S(\rho \| \sigma)} \tag{84}
\end{equation*}
$$

provides an upper bound for the trace distance in terms of the quantum relative entropy. In the classical case, an inequality by Marton [58] extends Pinsker's inequality to a transportation cost - information inequality, by replacing the left hand side with the $W_{1}$ distance induced by the Hamming distance: if $p, q$ are probability distributions on $[d]^{n}$ and $q$ is a product distribution $q(x)=\prod_{i=1}^{n} q_{i}\left(x_{i}\right)$, then

$$
\begin{equation*}
W_{1}(p, q) \leq \sqrt{\frac{n}{2} S(p \| q)} \tag{85}
\end{equation*}
$$

Marton's inequality (85) improves the classical Pinsker's inequality whenever

$$
\begin{equation*}
W_{1}(p, q) \geq \frac{\sqrt{n}}{2}\|p-q\|_{1} \tag{86}
\end{equation*}
$$

and was later extended to a larger class of distributions in discrete and continuous settings [59], [60]. Noncommutative versions of (85) and related functional concentration inequalities are proposed in [19], [46], [61], with different quantum generalizations of the Wasserstein distances. In the following Theorem 2, we prove that the proposed quantum $W_{1}$ distance satisfies the Marton's inequality (85):

Theorem 2 (Quantum Marton's transportation inequality). For any $\rho, \sigma \in \mathcal{S}_{n}$, with $\sigma=\sigma_{1} \otimes \ldots \otimes \sigma_{n}$ product state,

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}} \leq \sqrt{\frac{n}{2} S(\rho \| \sigma)} \tag{87}
\end{equation*}
$$

Proof. As in the proof of Proposition 2, we write

$$
\begin{equation*}
\rho-\sigma=\sum_{i=1}^{n}\left(\rho_{1 \ldots i} \otimes \sigma_{i+1 \ldots n}-\rho_{1 \ldots i-1} \otimes \sigma_{i \ldots n}\right), \tag{88}
\end{equation*}
$$

so that

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}} \leq \frac{1}{2} \sum_{i=1}^{n}\left\|\rho_{1 \ldots i} \otimes \sigma_{i+1 \ldots n}-\rho_{1 \ldots i-1} \otimes \sigma_{i \ldots n}\right\|_{1} \tag{89}
\end{equation*}
$$

We apply (84) for every $i=1, \ldots, n$,

$$
\begin{align*}
& \left\|\rho_{1 \ldots i} \otimes \sigma_{i+1 \ldots n}-\rho_{1 \ldots i-1} \otimes \sigma_{i \ldots n}\right\|_{1} \\
& \leq \sqrt{2 S\left(\rho_{1 \ldots i} \otimes \sigma_{i+1 \ldots n} \| \rho_{1 \ldots i-1} \otimes \sigma_{i \ldots n}\right)} \tag{90}
\end{align*}
$$

and use the concavity of the square root to obtain

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}} \leq \sqrt{\frac{n}{2} \sum_{i=1}^{n} S\left(\rho_{1 \ldots i} \otimes \sigma_{i+1 \ldots n} \| \rho_{1 \ldots i-1} \otimes \sigma_{i \ldots n}\right)} \tag{91}
\end{equation*}
$$

Using the identity

$$
\begin{align*}
& S\left(\rho_{1 \ldots i} \otimes \sigma_{i+1 \ldots n} \| \rho_{1 \ldots i-1} \otimes \sigma_{i \ldots n}\right) \\
& =S\left(\rho_{1 \ldots i} \| \rho_{1 \ldots i-1} \otimes \sigma_{i}\right) \\
& =-S\left(\rho_{1 \ldots i}\right)+S\left(\rho_{1 \ldots i-1}\right)-\operatorname{Tr}\left[\rho_{i} \log \sigma_{i}\right] \tag{92}
\end{align*}
$$

and telescopic summation, we conclude that

$$
\begin{align*}
& \sum_{i=1}^{n} S\left(\rho_{1 \ldots i} \otimes \sigma_{i+1 \ldots n} \| \rho_{1 \ldots i-1} \otimes \sigma_{i \ldots n}\right) \\
& =-S(\rho)-\sum_{i=1}^{n} \operatorname{Tr}\left[\rho_{i} \log \sigma_{i}\right]=-S(\rho)-\operatorname{Tr}[\rho \log \sigma] \\
& =S(\rho \| \sigma) \tag{93}
\end{align*}
$$

and the claim follows.

Remark 2. As in the classical case, the quantum Marton's inequality (87) improves the quantum Pinsker's inequality 8 whenever

$$
\begin{equation*}
\|\rho-\sigma\|_{W_{1}} \geq \frac{\sqrt{n}}{2}\|\rho-\sigma\|_{1} \tag{94}
\end{equation*}
$$

## VIII. Quantum Gaussian concentration inequality

A fundamental consequence of the classical Marton's transportation inequality is Talagrand's inequality [62], which is a Gaussian measure concentration result for Lipschitz functions. Talgrand's inequality states that any function that depends smoothly on many independent random variables, but not too much on any of them, must be essentially constant. This is a far-reaching extension of the law of large numbers for sample means of independent random variables, allowing for functions whose dependence on the many variables are quite implicit and computations may not be performed directly. As illustrated in Refs. [63]-[65], Talagrand's inequality is a quite general and versatile theoretical tool, with applications ranging from random combinatorial optimization to statistical physics and information theory.

Our first result in the quantum setting is the following quantum Gaussian concentration inequality, which can be thought as an upper bound to the partition function of a quantum Hamiltonian in terms of its quantum Lipschitz constant:

Theorem 3 (Quantum Gaussian concentration inequality). For any $H \in \mathcal{O}_{n}$ and any $t \in \mathbb{R}$,

$$
\begin{equation*}
\frac{1}{d^{n}} \operatorname{Tr} \exp \left(t\left(H-\frac{\operatorname{Tr} H}{d^{n}} \mathbb{I}\right)\right) \leq \exp \frac{n t^{2}\|H\|_{L}^{2}}{8} \tag{95}
\end{equation*}
$$

Proof. Without loss of generality, we can assume that $\operatorname{Tr} H=$ 0 and $\|H\|_{L}=1$, such that the claim becomes

$$
\begin{equation*}
\operatorname{Tr} \mathrm{e}^{t H} \leq d^{n} \exp \frac{n t^{2}}{8} \tag{96}
\end{equation*}
$$

From Theorem 2 and Proposition 9, we have for any $\rho \in \mathcal{S}_{n}$

$$
\begin{align*}
S\left(\rho \| \frac{\mathbb{I}_{d}^{\otimes n}}{d^{n}}\right) & \geq \frac{2}{n}\left\|\rho-\frac{\mathbb{I}_{d}^{\otimes n}}{d^{n}}\right\|_{W_{1}}^{2} \geq \frac{2}{n}(\operatorname{Tr}[H \rho])^{2} \\
& \geq t \operatorname{Tr}[H \rho]-\frac{n t^{2}}{8} \tag{97}
\end{align*}
$$

(97) can be recast as

$$
\begin{equation*}
S\left(\rho \| \frac{\mathrm{e}^{t H}}{\operatorname{Tr} \mathrm{e}^{t H}}\right)-\ln \operatorname{Tr} \mathrm{e}^{t H}+n \ln d+\frac{n t^{2}}{8} \geq 0 \tag{98}
\end{equation*}
$$

and the claim follows choosing

$$
\begin{equation*}
\rho=\frac{\mathrm{e}^{t H}}{\operatorname{Tr} \mathrm{e}^{t H}} \tag{99}
\end{equation*}
$$

The left-hand side of (95) can be interpreted as the moment generating function of the empirical distribution associated to the spectrum of $H$. The right-hand side of (95) is the moment generating function of a centered Gaussian distribution with standard deviation $\sqrt{n}\|H\|_{L} / 2$. The inequality (95) implies that the tails of the distribution of the eigenvalues of $H$ decay at least as fast as those of a Gaussian, hence the term "Gaussian concentration inequality". This consequence of Theorem 3 leads to the following concentration inequality for the spectrum of $H$ :

Corollary 3. Most of the eigenvalues of $H \in \mathcal{O}_{n}$ lie in an interval with size $O\left(\sqrt{n}\|H\|_{L}\right)$, i.e., for any $\delta \geq 0$,

$$
\begin{equation*}
\operatorname{dim}\left(H \geq\left(\frac{\operatorname{Tr} H}{d^{n}}+\delta \sqrt{n}\|H\|_{L}\right) \mathbb{I}\right) \leq d^{n} \mathrm{e}^{-2 \delta^{2}} \tag{100}
\end{equation*}
$$

where for any $X, Y \in \mathcal{O}_{n}$, $\operatorname{dim}(X \geq Y)$ denotes the number of nonnegative eigenvalues of $X-Y$.

Proof. Without loss of generality, we can assume that $\operatorname{Tr} H=$ 0 and $\|H\|_{L}=1$, such that the claim becomes

$$
\begin{equation*}
\operatorname{dim}(H \geq \delta \sqrt{n} \mathbb{I}) \leq d^{n} \mathrm{e}^{-2 \delta^{2}} \tag{101}
\end{equation*}
$$

From Theorem 3, we have for any $t \geq 0$

$$
\begin{equation*}
d^{n} \exp \frac{n t^{2}}{8} \geq \operatorname{Tr} \mathrm{e}^{t H} \geq \mathrm{e}^{t \delta \sqrt{n}} \operatorname{dim}(H \geq \delta \sqrt{n} \mathbb{I}), \tag{102}
\end{equation*}
$$

and the claim follows choosing

$$
\begin{equation*}
t=\frac{4 \delta}{\sqrt{n}} \tag{103}
\end{equation*}
$$

Theorem 3 and Corollary 3 can find application in the field of many-body quantum systems to determine properties of the spectrum of local Hamiltonians, whose quantum Lipschitz constant can be easily controlled:

Proposition 10. The quantum Lipschitz constant of a local Hamiltonian is upper bounded by the maximum among the operator norms of the sum of the Hamiltonian terms associated to each qudit. Formally, let

$$
\begin{equation*}
H=\sum_{\mathcal{I} \subseteq[n]} H_{\mathcal{I}} \tag{104}
\end{equation*}
$$

where for every $\mathcal{I} \subseteq[n], H_{\mathcal{I}} \in \mathcal{O}_{n}$ has support on the qudits in $\mathcal{I}$ (e.g., if the qudits are arranged in a one-dimensional chain with nearest-neighbors interactions, the only nonzero terms in the sum (104) are the $2 n-1$ terms associated to the subsets of $[n]$ of the form $\{k\}$ or $\{k, k+1\}$ ). Then,

$$
\begin{equation*}
\|H\|_{L} \leq 2 \max _{i \in[n]}\left\|\sum_{\mathcal{I} \subseteq[n]: i \in \mathcal{I}} H_{\mathcal{I}}\right\|_{\infty} \tag{105}
\end{equation*}
$$

Proof. Let $X \in \mathcal{N}_{n}$, and let $i \in[n]$ such that $\operatorname{Tr}_{i} X=0$. We have

$$
\operatorname{Tr}[H X]=\sum_{\mathcal{I} \subseteq[n]: i \in \mathcal{I}} \operatorname{Tr}\left[H_{\mathcal{I}} X\right] \leq 2\left\|\sum_{\mathcal{I} \subseteq[n]: i \in \mathcal{I}} H_{\mathcal{I}}\right\|_{\infty}^{\infty}
$$

and the claim follows.

## IX. CONTRACTION COEFFICIENT

A fundamental property of the trace distance is that it is contractive with respect to the action of a quantum channel [1]-[3], i.e., for any quantum channel $\Phi: \mathcal{O}_{n} \rightarrow \mathcal{O}_{m}$ and any $\rho, \sigma \in \mathcal{S}_{n}$,

$$
\begin{equation*}
\|\Phi(\rho)-\Phi(\sigma)\|_{1} \leq\|\rho-\sigma\|_{1} \tag{107}
\end{equation*}
$$

The inequality (107) can be sharpened to

$$
\begin{equation*}
\|\Phi(\rho)-\Phi(\sigma)\|_{1} \leq \eta(\Phi)\|\rho-\sigma\|_{1} \tag{108}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta(\Phi)=\max _{\rho \neq \sigma \in \mathcal{S}_{n}} \frac{\|\Phi(\rho)-\Phi(\sigma)\|_{1}}{\|\rho-\sigma\|_{1}} \tag{109}
\end{equation*}
$$

is called contraction coefficient of $\Phi$ with respect to the trace distance [66], [67], and is strictly smaller than one for any quantum channel with a unique fixed point.

In this section, we explore the contraction properties of the quantum $W_{1}$ distance. Since any quantum channel $\Phi$ is trace preserving, it sends $\mathcal{O}_{n}^{T}$ to $\mathcal{O}_{m}^{T}$. We denote by

$$
\begin{align*}
\|\Phi\|_{W_{1} \rightarrow W_{1}} & =\max \left(\|\Phi(X)\|_{W_{1}}: X \in \mathcal{O}_{n}^{T},\|X\|_{W_{1}} \leq 1\right) \\
& =\max _{X \in \mathcal{N}_{n}}\|\Phi(X)\|_{W_{1}} \tag{110}
\end{align*}
$$

the norm of $\Phi$ restricted to $\mathcal{O}_{n}^{T}$ with respect to the quantum $W_{1}$ norm, which can also be expressed as

$$
\begin{equation*}
\|\Phi\|_{W_{1} \rightarrow W_{1}}=\max _{\rho \neq \sigma \in \mathcal{S}_{n}} \frac{\|\Phi(\rho)-\Phi(\sigma)\|_{W_{1}}}{\|\rho-\sigma\|_{W_{1}}} \tag{111}
\end{equation*}
$$

and is therefore equal to the contraction coefficient of $\Phi$ with respect to the quantum $W_{1}$ distance.

## A. Tensor power channels

From Proposition 3, any quantum operation acting on one qudit cannot expand the quantum $W_{1}$ distance. Therefore, for any quantum channel $\Phi$ on $\mathbb{C}^{d}$, the contraction coefficient of $\Phi^{\otimes n}$ with respect to the quantum $W_{1}$ distance is at most 1 :

$$
\begin{equation*}
\left\|\Phi^{\otimes n}\right\|_{W_{1} \rightarrow W_{1}} \leq 1 \tag{112}
\end{equation*}
$$

as the contraction coefficient with respect to the trace distance.
Assuming that the output of $\Phi$ is not independent of the input, in the limit $n \rightarrow \infty$ the contraction coefficient of $\Phi^{\otimes n}$ with respect to the trace distance is trivial:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \eta\left(\Phi^{\otimes n}\right)=1 \tag{113}
\end{equation*}
$$

Indeed, for any $\rho, \sigma \in \mathcal{S}_{1}$ such that $\Phi(\rho) \neq \Phi(\sigma)$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\Phi^{\otimes n}\left(\rho^{\otimes n}\right)-\Phi^{\otimes n}\left(\sigma^{\otimes n}\right)\right\|_{1}=2 . \tag{114}
\end{equation*}
$$

For the quantum $W_{1}$ distance, the situation is radically different. Indeed, the following Proposition 11 provides a nontrivial upper bound to the contraction coefficient of $\Phi^{\otimes n}$ which does not depend on $n$. When $\Phi$ is a quantum Markov semigroup, Proposition 11 bounds the worst-case convergence to the equilibrium state.

Proposition 11. Let $\Phi$ be a quantum channel on $\mathbb{C}^{d}$, let $\omega \in$ $\mathcal{S}_{1}$ be a fixed point of $\Phi$, and let $\mathcal{E}$ be the quantum channel on $\mathbb{C}^{d}$ that replaces the input state with $\omega$. Then,

$$
\begin{equation*}
\frac{1}{2}\|\Phi-\mathcal{E}\|_{1 \rightarrow 1} \leq\left\|\Phi^{\otimes n}\right\|_{W_{1} \rightarrow W_{1}} \leq\|\Phi-\mathcal{E}\|_{\diamond} \tag{115}
\end{equation*}
$$

where we recall that for any linear map $\mathcal{F}$ on $\mathcal{O}_{1}$,

$$
\begin{align*}
\|\mathcal{F}\|_{1 \rightarrow 1} & =\max _{\rho \in \mathcal{S}_{1}}\|\mathcal{F}(\rho)\|_{1}, \\
\|\mathcal{F}\|_{\diamond} & =\max _{\rho \in \mathcal{S}_{2}}\left\|\left(\mathcal{F} \otimes \mathbb{I}_{\mathcal{O}_{1}}\right)(\rho)\right\|_{1} \tag{116}
\end{align*}
$$

Therefore, for any $\rho, \sigma \in \mathcal{S}_{n}$,

$$
\begin{equation*}
\left\|\Phi^{\otimes n}(\rho)-\Phi^{\otimes n}(\sigma)\right\|_{W_{1}} \leq\|\Phi-\mathcal{E}\|_{\diamond}\|\rho-\sigma\|_{W_{1}} \tag{117}
\end{equation*}
$$

Proof. Let $X \in \mathcal{N}_{n}$. Then, $\operatorname{Tr}_{i} X=0$ for some $i \in[n]$. Without loss of generality, we can assume that $i=1$. Since $\operatorname{Tr}_{1} \Phi^{\otimes n}(X)=0$, we have from (11)

$$
\begin{align*}
\left\|\Phi^{\otimes n}(X)\right\|_{W_{1}} & =\frac{1}{2}\left\|\Phi^{\otimes n}(X)\right\|_{1} \leq \frac{1}{2}\left\|\left(\Phi \otimes \mathbb{I}_{\mathcal{O}_{n-1}}\right)(X)\right\|_{1} \\
& =\frac{1}{2}\left\|\left((\Phi-\mathcal{E}) \otimes \mathbb{I}_{\mathcal{O}_{n-1}}\right)(X)\right\|_{1} \\
& \leq \frac{1}{2}\|\Phi-\mathcal{E}\|_{\diamond}\|X\|_{1} \leq\|\Phi-\mathcal{E}\|_{\diamond} \tag{118}
\end{align*}
$$

where we have also used that $\left(\mathcal{E} \otimes \mathbb{I}_{\mathcal{O}_{n-1}}\right)(X)=0$, therefore

$$
\begin{equation*}
\left\|\Phi^{\otimes n}\right\|_{W_{1} \rightarrow W_{1}} \leq\|\Phi-\mathcal{E}\|_{\diamond} \tag{119}
\end{equation*}
$$

Let $\rho \in \mathcal{S}_{1}$, and let

$$
\begin{equation*}
X=(\rho-\omega) \otimes \omega^{\otimes(n-1)} \in \mathcal{N}_{n} \tag{120}
\end{equation*}
$$

We have

$$
\begin{align*}
\left\|\Phi^{\otimes n}(X)\right\|_{W_{1}} & =\frac{1}{2}\left\|\Phi^{\otimes n}(X)\right\|_{1}=\frac{1}{2}\|\Phi(\rho)-\omega\|_{1} \\
& =\frac{1}{2}\|(\Phi-\mathcal{E})(\rho)\|_{1} \tag{121}
\end{align*}
$$

therefore

$$
\begin{equation*}
\left\|\Phi^{\otimes n}\right\|_{W_{1} \rightarrow W_{1}} \geq \frac{1}{2}\|\Phi-\mathcal{E}\|_{1 \rightarrow 1} \tag{122}
\end{equation*}
$$

and the claim follows.
We consider the quantum amplitude damping channel as example of application of Proposition 11.
Example 1 (Amplitude damping channel). Let $d=2$, and for any $0 \leq p \leq 1$, let $\Phi_{p}$ be the quantum amplitude damping channel with decay probability $1-p$ whose action on the Pauli matrices is

$$
\begin{align*}
& \Phi_{p}\left(\mathbb{I}_{2}\right)=\mathbb{I}_{2}+(1-p) \sigma_{z}, \quad \Phi_{p}\left(\sigma_{x}\right)=\sqrt{p} \sigma_{x} \\
& \Phi_{p}\left(\sigma_{y}\right)=\sqrt{p} \sigma_{y}, \quad \Phi_{p}\left(\sigma_{z}\right)=p \sigma_{z} \tag{123}
\end{align*}
$$

Then, for any $0 \leq p \leq 1 / 5$,

$$
\begin{equation*}
\frac{1}{2} \sqrt{\frac{p}{1-p}} \leq\left\|\Phi_{p}^{\otimes n}\right\|_{W_{1} \rightarrow W_{1}} \leq 2 \sqrt{\frac{p}{1-p}} \tag{124}
\end{equation*}
$$

and for any $\rho, \sigma \in \mathcal{S}_{n}$,

$$
\begin{equation*}
\left\|\Phi_{p}^{\otimes n}(\rho)-\Phi_{p}^{\otimes n}(\sigma)\right\|_{W_{1}} \leq 2 \sqrt{\frac{p}{1-p}}\|\rho-\sigma\|_{W_{1}} \tag{125}
\end{equation*}
$$

Remark 3. For $1 / 5 \leq p \leq 1$, the upper bound of (124) is trivial since from Proposition 3, $\Phi_{p}^{\otimes n}$ is a contraction for the quantum $W_{1}$ norm.

Proof. The only fixed quantum state of $\Phi_{p}$ is

$$
\begin{equation*}
\omega=\frac{\mathbb{I}_{2}+\sigma_{z}}{2} \tag{126}
\end{equation*}
$$

We parameterize a pure state $\rho \in \mathcal{S}_{1}$ as

$$
\begin{equation*}
\rho=\frac{\mathbb{I}_{2}+v_{x} \sigma_{x}+v_{y} \sigma_{y}+v_{z} \sigma_{z}}{2} \tag{127}
\end{equation*}
$$

where $v$ is a unit vector in $\mathbb{R}^{3}$. We have

$$
\begin{align*}
& \left\|\Phi_{p}(\rho)-\omega\right\|_{1}=\frac{\sqrt{p}}{2}\left\|v_{x} \sigma_{x}+v_{y} \sigma_{y}+\sqrt{p}\left(v_{z}-1\right) \sigma_{z}\right\|_{1} \\
& =\sqrt{p\left(v_{x}^{2}+v_{y}^{2}+p\left(1-v_{z}\right)^{2}\right)} \\
& =\sqrt{p\left(1-v_{z}\right)\left(1+p+(1-p) v_{z}\right)} \leq \sqrt{\frac{p}{1-p}} \tag{128}
\end{align*}
$$

where we have used that $v^{2}=1$. Let $\mathcal{E}$ be the quantum channel on $\mathbb{C}^{2}$ that replaces the input state with $\omega$. We have

$$
\begin{equation*}
\left\|\Phi_{p}-\mathcal{E}\right\|_{\diamond} \leq 2\left\|\Phi_{p}-\mathcal{E}\right\|_{1 \rightarrow 1}=2 \sqrt{\frac{p}{1-p}} \tag{129}
\end{equation*}
$$

and the claim follows from Proposition 11 .
We can determine exactly the quantum coefficient of the quantum depolarizing channel with respect to the quantum $W_{1}$ distance:

Proposition 12 (Quantum depolarizing channel). Let $\omega \in \mathcal{S}_{1}$, and for any $0 \leq p \leq 1$, let $\mathcal{E}_{p}$ be the quantum channel on $\mathbb{C}^{d}$ that is the identity with probability $p$ and replaces the input state with $\omega$ with probability $1-p$ :

$$
\begin{equation*}
\mathcal{E}_{p}(X)=p X+(1-p) \omega \operatorname{Tr} X, \quad X \in \mathcal{O}_{1} \tag{130}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left\|\mathcal{E}_{p}^{\otimes n}\right\|_{W_{1} \rightarrow W_{1}}=p \tag{131}
\end{equation*}
$$

and for any $\rho, \sigma \in \mathcal{S}_{n}$,

$$
\begin{equation*}
\left\|\mathcal{E}_{p}^{\otimes n}(\rho)-\mathcal{E}_{p}^{\otimes n}(\sigma)\right\|_{W_{1}} \leq p\|\rho-\sigma\|_{W_{1}} \tag{132}
\end{equation*}
$$

Proof. Let $X \in \mathcal{N}_{n}$, and let $i \in[n]$ be such that $\operatorname{Tr}_{i} X=0$. Without loss of generality, we can assume that $i=1$. We then have from (11)

$$
\begin{align*}
& \left\|\mathcal{E}_{p}^{\otimes n}(X)\right\|_{W_{1}}=\frac{1}{2}\left\|\mathcal{E}_{p}^{\otimes n}(X)\right\|_{1} \\
& =\frac{p}{2}\left\|\left(\mathbb{I}_{\mathcal{O}_{1}} \otimes \mathcal{E}_{p}^{\otimes(n-1)}\right)(X)\right\|_{1} \leq \frac{p}{2}\|X\|_{1} \leq p \tag{133}
\end{align*}
$$

therefore

$$
\begin{equation*}
\left\|\mathcal{E}_{p}^{\otimes n}\right\|_{W_{1} \rightarrow W_{1}} \leq p \tag{134}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
X=(|1\rangle\langle 1|-|2\rangle\langle 2|) \otimes \omega^{\otimes(n-1)} \tag{135}
\end{equation*}
$$

achieves equality in (133), and the claim follows.

## B. Shallow quantum circuits

Quantum channels acting on multiple qudits can in general expand the quantum $W_{1}$ distance. In the following Proposition 13, we prove that the expansion factor is bounded by the size of the light-cones of the input qudits, which can be easily bounded if the channel can be implemented by a shallow local quantum circuit:
Proposition 13. Let $\Phi: \mathcal{O}_{n} \rightarrow \mathcal{O}_{m}$ be a quantum channel. For any $i \in[n]$, let $\mathcal{I}_{i} \subseteq[m]$ be the light-cone of the $i$-th qudit, i.e., the minimum subset of qudits such that $\operatorname{Tr}_{\mathcal{I}_{i}} \Phi(X)=0$ for any $X \in \mathcal{O}_{n}$ such that $\operatorname{Tr}_{i} X=0$. Then,

$$
\begin{equation*}
\|\Phi\|_{W_{1} \rightarrow W_{1}} \leq 2 \frac{d^{2}-1}{d^{2}} \max _{i \in[n]}\left|\mathcal{I}_{i}\right| \tag{136}
\end{equation*}
$$

and for any $\rho, \sigma \in \mathcal{S}_{n}$

$$
\begin{equation*}
\|\Phi(\rho)-\Phi(\sigma)\|_{W_{1}} \leq 2 \frac{d^{2}-1}{d^{2}} \max _{i \in[n]}\left|\mathcal{I}_{i}\right|\|\rho-\sigma\|_{W_{1}} \tag{137}
\end{equation*}
$$

Proof. Let $X \in \mathcal{N}_{n}$. Then, $\operatorname{Tr}_{i} X=0$ for some $i \in[n]$, hence $\operatorname{Tr}_{\mathcal{I}_{i}} \Phi(X)=0$. Proposition 5implies

$$
\begin{equation*}
\|\Phi(X)\|_{W_{1}} \leq\left|\mathcal{I}_{i}\right| \frac{d^{2}-1}{d^{2}}\|\Phi(X)\|_{1} \leq 2 \frac{d^{2}-1}{d^{2}} \max _{i \in[n]}\left|\mathcal{I}_{i}\right|, \tag{138}
\end{equation*}
$$

and the claim follows.

## X. Future perspectives

We have proposed a quantum generalization of the $W_{1}$ distance which recovers the classical $W_{1}$ distance as a special case and keeps most of its properties, among which the continuity of the entropy. In the classical setting, the Wasserstein distances have a huge variety of applications ranging from mathematical analysis to machine learning and information theory. We expect the proposed quantum $W_{1}$ distance to be a powerful tool with a broad range of applications in quantum information, quantum computing and quantum machine learning. We propose a few of them in the following.

## - Quantum state estimation

Estimating a quantum state of $n$ qudits up to $o(1)$ error in the trace distance is a notoriously difficult task, since the number of required copies of the state grows exponentially with $n$ [68]. Requiring instead the quantum $W_{1}$ distance between the true quantum state and its estimate to be $o(n)$ is a much weaker condition, and the number of required copies can be much smaller. Therefore, in all the situations where a precision guarantee in terms of the quantum $W_{1}$ distance is sufficient, employing this distance rather than the trace distance can lead to a significant improvement to the complexity of the estimate.

## - Robustness of quantum machine learning

A fundamental desirable property of classical machine learning algorithms is the robustness with respect to small perturbations in the input [69], and the same property should be desirable also when the machine learning algorithm is quantum [70].
Quantum input: In the scenario with quantum input data, the size of the perturbations in the input has so far been measured with the trace distance or with the quantum fidelity [71], with respect to which any two perfectly distinguishable quantum states are maximally far. On the contrary, in the classical setting any two different inputs are perfectly distinguishable, and when the input is a bit string the size of the perturbations is measured with the Hamming distance. Since the proposed quantum $W_{1}$ distance recovers the Hamming distance for vectors of the canonical basis, it is a perfect candidate to measure the size of the perturbations for quantum algorithms for machine learning with a quantum input. Therefore, the proposed quantum $W_{1}$ distance provides a suitable quality factor for the robustness of the quantum algorithms for machine learning.

Classical input: In the scenario with classical input data, choosing the right method to encode the input into quantum states is essential in the success of any quantum algorithm for machine learning [70], [72]. In particular, it is reasonable to require the encoding to be robust with respect to small perturbations of the input. The trivial encoding maps each bit string to the corresponding computational basis state, and is not continuous with respect to any unitarily invariant distance, since any bit flip on the input transforms the quantum state into an orthogonal state. On the contrary, the trivial encoding is continuous with respect to the proposed quantum $W_{1}$ distance, since it recovers the Hamming distance for vectors of the canonical basis. Therefore, the quantum $W_{1}$ distance provides a natural measure for the size of the input perturbations and hence for the robustness of the encoding, favoring encodings that map classical inputs with small Hamming distance into quantum states with small quantum $W_{1}$ distance.

- Quantum Generative Adversarial Networks

In analogy to classical GANs, quantum GANs [38] are a paradigm for quantum machine learning where a generator tries to produce quantum samples as close as possible to some true quantum data, and a discriminator tries to discriminate the generated from the true data. For classical GANs, the Wasserstein distances have turned out to be the best candidate for the loss function, since they solve the problem of the vanishing gradient in the training that plagued the GANs trained with the total variation distance or with the Jensen-Shannon divergence [12]. For this reason, quantum Wasserstein distances have been proposed as cost function for the quantum GANs [39], [73]. The proposed quantum $W_{1}$ distance recovers the classical $W_{1}$ distance for states diagonal in the canonical basis and satisfies most of its properties, and is therefore a good candidate for the loss function of the quantum GANs.

- Quantum rate distortion theory

Rate-distortion theory addresses the problem of determining the maximum compression rate of a signal if a certain level of distortion in the recovered signal is allowed [11]. The measure employed to quantify the distortion plays a fundamental role, and for a discrete alphabet the most prominent distortion measure is the Hamming distance. Rate-distortion theory has been extended to the quantum setting in the iid regime [74]-[81] with a symbol-wise entanglement fidelity as distortion measure. The limitation to iid arises since such symbol-wise entanglement fidelity can be defined only when the quantum state to be encoded is a tensor product of one-qudit states. The proposed quantum $W_{1}$ distance does not have this limitation and recovers the Hamming distance for vectors of the canonical basis, and is therefore a candidate to extend quantum rate distortion theory beyond the iid regime.

## - Quantum differential privacy

A quantum measurement is gentle if the pre- and postmeasurement states are close. Ref. [82] defines a mea-
surement of the state of $n$ qudits to be differentially private if the probability distributions of the outcome of the measurement performed on any couple of neighboring states are close, i.e., if the measurement cannot distinguish between any two neighboring states. For product states, the two properties above are intimately connected: any measurement that is gentle on product states is also differentially private and vice versa. The proposed quantum $W_{1}$ distance can be thought as a generalization of the notion of neighboring quantum states, and is therefore a candidate to extend beyond product states the connection between quantum differential privacy and gentleness.

- Mixing time of quantum Markov semigroups

In section IX, we have determined upper bounds to the contraction coefficient of the $n$-th tensor power of a one-qudit quantum channel with respect to the proposed quantum $W_{1}$ distance and we have shown that, in contrast to the situation for the trace distance, such coefficient remains nontrivial in the limit $n \rightarrow \infty$. It is natural to generalize these observations and consider the mixing times of general quantum Markov semigroups with respect to the quantum $W_{1}$ distance. A nice property of this approach, in contrast to the bounds derived using the quantum relative entropy, is that the stationary state of the quantum Markov process does not need to have full rank.

- Shallow quantum circuits

The Hamming distance plays a key role in the study of the computational capabilities of quantum circuits [83], [84]. The proposed quantum $W_{1}$ distance recovers the Hamming distance for vectors of the canonical basis and is stable with respect to the action of local shallow quantum circuits. Therefore, the proposed distance might be useful in characterizing the states generated by constant depth circuits, and it may be able to extend the current results on their computational capabilities.

## - Quantum many-body Hamiltonians

In Proposition 10, we have proved that local quantum Hamiltonians have a small quantum Lipschitz constant. Therefore, the notion of quantum Lipschitz constant can provide a generalization of the notion of local Hamiltonian and lead to the consequent extension of the related properties.

## Appendix A

## Alternative definition of neighboring quantum STATES

Ref. [82] defines the quantum states $\rho, \sigma \in \mathcal{S}_{n}$ to be neighboring if there is a quantum channel $\Phi$ on $\mathcal{H}_{n}$ that acts on only one qudit and such that either $\rho=\Phi(\sigma)$ or $\sigma=\Phi(\rho)$. Proceeding along the same lines of section III this alternative definition of neighboring quantum states induces an alternative quantum $W_{1}$ norm $\|\cdot\|_{\tilde{W}_{1}}$. In the following Proposition 14, we prove that the norms $\|\cdot\|_{\tilde{W}_{1}}$ and $\|\cdot\|_{W_{1}}$ are equivalent.
Proposition 14. For any $X \in \mathcal{O}_{n}^{T}$,

$$
\begin{equation*}
\|X\|_{W_{1}} \leq\|X\|_{\tilde{W}_{1}} \leq 2 \frac{d^{2}-1}{d^{2}}\|X\|_{W_{1}} \tag{139}
\end{equation*}
$$

Proof. Let

$$
\begin{align*}
\tilde{\mathcal{N}}_{n}=\{ & \pm(\rho-\Phi(\rho)): \rho \in \mathcal{S}_{n} \\
& \Phi \text { quantum channel acting on one qudit }\} \tag{140}
\end{align*}
$$

be the set of the differences between couples of neighboring states according to the alternative definition. Since $\tilde{\mathcal{N}}_{n} \subseteq \mathcal{N}_{n}$, we have

$$
\begin{equation*}
\|X\|_{W_{1}} \leq\|X\|_{\tilde{W}_{1}} \tag{141}
\end{equation*}
$$

Let $\rho, \sigma \in \mathcal{S}_{n}$ such that $\rho-\sigma \in \mathcal{N}_{n}$. Then, there is $i \in[n]$ such that $\operatorname{Tr}_{i} \rho=\operatorname{Tr}_{i} \sigma$. Without loss of generality, we can assume that $i=1$. We have

$$
\begin{equation*}
\|\rho-\sigma\|_{\tilde{W}_{1}} \leq\left\|\rho-\frac{\mathbb{I}_{d}}{d} \otimes \operatorname{Tr}_{1} \rho\right\|_{\tilde{W}_{1}}+\left\|\frac{\mathbb{I}_{d}}{d} \otimes \operatorname{Tr}_{1} \sigma-\sigma\right\|_{\tilde{W}_{1}} \tag{142}
\end{equation*}
$$

Let $U^{(1)}, \ldots, U^{\left(d^{2}\right)}$ be as in (166). Then,

$$
\begin{align*}
& \left\|\rho-\frac{\mathbb{I}_{d}}{d} \otimes \operatorname{Tr}_{1} \rho\right\|_{\tilde{W}_{1}}= \\
& \frac{1}{d^{2}}\left\|\sum_{i=2}^{d^{2}}\left(\rho-\left(U^{(i)} \otimes \mathbb{I}_{d}^{\otimes(n-1)}\right) \rho\left(U^{(i)^{\dagger}} \otimes \mathbb{I}_{d}^{\otimes(n-1)}\right)\right)\right\|_{\tilde{W}_{1}} \\
& \leq \frac{1}{d^{2}} \sum_{i=2}^{d^{2}}\left\|\rho-\left(U^{(i)} \otimes \mathbb{I}_{d}^{\otimes(n-1)}\right) \rho\left(U^{(i)^{\dagger}} \otimes \mathbb{I}_{d}^{\otimes(n-1)}\right)\right\|_{\tilde{W}_{1}} \\
& \leq \frac{d^{2}-1}{d^{2}} \tag{143}
\end{align*}
$$

therefore

$$
\begin{equation*}
\|\rho-\sigma\|_{\tilde{W}_{1}} \leq 2 \frac{d^{2}-1}{d^{2}} \tag{144}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\|X\|_{\tilde{W}_{1}} \leq 2 \frac{d^{2}-1}{d^{2}}\|X\|_{W_{1}} \tag{145}
\end{equation*}
$$

and the claim follows.

## Appendix B <br> Efficient estimation of the quantum Lipschitz CONSTANT

The following Proposition 15 provides an estimate of the quantum Lipschitz constant up to a multiplicative error $\sqrt{2}$ that does not require any optimization.
Proposition 15 (Efficient estimation of the quantum Lipschitz constant). For any $i \in[n]$, let $\mathcal{E}_{i}$ be the quantum channel on $\mathcal{H}_{n}$ that replaces the state of the $i$-th qudit with the maximally mixed state. Then, for any $H \in \mathcal{O}_{n}$,

$$
\begin{align*}
& \frac{d^{2}}{d^{2}-1} \max _{i \in[n]}\left\|H-\mathcal{E}_{i}(H)\right\|_{\infty} \leq\|H\|_{L} \\
& \|H\|_{L} \leq 2 \max _{i \in[n]}\left\|H-\mathcal{E}_{i}(H)\right\|_{\infty} \tag{146}
\end{align*}
$$

Proof. Let $X \in \mathcal{N}_{n}$. Then, there exists $i \in[n]$ such that $\operatorname{Tr}_{i} X=0$, and

$$
\begin{equation*}
0=\operatorname{Tr}\left[H \mathcal{E}_{i}(X)\right]=\operatorname{Tr}\left[\mathcal{E}_{i}(H) X\right] \tag{147}
\end{equation*}
$$

We then have

$$
\begin{align*}
\operatorname{Tr}[H X] & =\operatorname{Tr}\left[\left(H-\mathcal{E}_{i}(H)\right) X\right] \leq\left\|H-\mathcal{E}_{i}(H)\right\|_{\infty}\|X\|_{1} \\
& \leq 2\left\|H-\mathcal{E}_{i}(H)\right\|_{\infty}, \tag{148}
\end{align*}
$$

therefore

$$
\begin{equation*}
\|H\|_{L} \leq 2 \max _{i \in[n]}\left\|H-\mathcal{E}_{i}(H)\right\|_{\infty} \tag{149}
\end{equation*}
$$

Let $i \in[n]$, and let $\rho \in \mathcal{S}_{n}$ such that

$$
\begin{align*}
\left|\operatorname{Tr}\left[H\left(\rho-\mathcal{E}_{i}(\rho)\right)\right]\right| & =\left|\operatorname{Tr}\left[\left(H-\mathcal{E}_{i}(H)\right) \rho\right]\right| \\
& =\left\|H-\mathcal{E}_{i}(H)\right\|_{\infty} . \tag{150}
\end{align*}
$$

From (11) and Lemma 3 of section C,

$$
\begin{equation*}
\left\|\rho-\mathcal{E}_{i}(\rho)\right\|_{W_{1}}=\frac{1}{2}\left\|\rho-\mathcal{E}_{i}(\rho)\right\|_{1} \leq \frac{d^{2}-1}{d^{2}} \tag{151}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\|H\|_{L} \geq \frac{d^{2}}{d^{2}-1}\left\|H-\mathcal{E}_{i}(H)\right\|_{\infty} \tag{152}
\end{equation*}
$$

and the claim follows.

## Appendix C <br> LEMMAS

Lemma 1. For any $X \in \mathcal{O}_{n}^{T}$,

$$
\begin{gather*}
\|X\|_{W_{1}}=\frac{1}{2} \min \left(\sum_{i=1}^{n}\left\|X^{(i)}\right\|_{1}: X^{(i)} \in \mathcal{O}_{n}^{T}, \operatorname{Tr}_{i} X^{(i)}=0\right. \\
\left.X=\sum_{i=1}^{n} X^{(i)}\right) \tag{153}
\end{gather*}
$$

Proof. Throughout this proof, $\|\cdot\|_{W_{1}}$ denotes the norm defined in (153). The optimization in (153) is performed over a compact set, therefore the minimum is achieved. To prove the claim, it is sufficient to prove that the unit ball of $\|\cdot\|_{W_{1}}$ coincides with $\mathcal{B}_{n}$.

On the one hand, let $X \in \mathcal{B}_{n}$. Since each $\mathcal{N}_{n}^{(i)}$ is convex, $X$ is a convex combination of $n$ elements, each belonging to the corresponding $\mathcal{N}_{n}^{(i)}$, i.e., there exists a probability distribution $p$ on $[n]$ such that

$$
\begin{align*}
& X=\sum_{i=1}^{n} p_{i}\left(\rho^{(i)}-\sigma^{(i)}\right), \\
& \rho^{(i)}, \sigma^{(i)} \in \mathcal{S}_{n}, \quad \operatorname{Tr}_{i} \rho^{(i)}=\operatorname{Tr}_{i} \sigma^{(i)} . \tag{154}
\end{align*}
$$

Therefore, choosing in (153)

$$
\begin{equation*}
X^{(i)}=p_{i}\left(\rho^{(i)}-\sigma^{(i)}\right) \tag{155}
\end{equation*}
$$

we get

$$
\begin{equation*}
\|X\|_{W_{1}} \leq \frac{1}{2} \sum_{i=1}^{n} p_{i}\left\|\rho^{(i)}-\sigma^{(i)}\right\|_{1} \leq 1 \tag{156}
\end{equation*}
$$

and $X$ belongs to the unit ball of $\|\cdot\|_{W_{1}}$.
On the other hand, let $X \in \mathcal{O}_{n}^{T}$ such that $\|X\|_{W_{1}}=1$. Then, there exist $X^{(1)}, \ldots X^{(n)}$ as in (153) such that

$$
\begin{equation*}
\frac{1}{2} \sum_{i=1}^{n}\left\|X^{(i)}\right\|_{1}=1 \tag{157}
\end{equation*}
$$

For any $i \in[n]$, let

$$
\begin{equation*}
p_{i}=\frac{1}{2}\left\|X^{(i)}\right\|_{1}, \tag{158}
\end{equation*}
$$

such that $p$ is a probability distribution on $[n]$. We can express each $X^{(i)}$ as

$$
\begin{equation*}
X^{(i)}=p_{i}\left(\rho^{(i)}-\sigma^{(i)}\right) \tag{159}
\end{equation*}
$$

where $\rho^{(i)}, \sigma^{(i)} \in \mathcal{S}_{n}$ have orthogonal supports. Since $\operatorname{Tr}_{i} X^{(i)}=0, \rho^{(i)}$ and $\sigma^{(i)}$ are neighboring, and $\rho^{(i)}-\sigma^{(i)} \in$ $\mathcal{N}_{n}$. Since

$$
\begin{equation*}
X=\sum_{i=1}^{n} X^{(i)}=\sum_{i=1}^{n} p_{i}\left(\rho^{(i)}-\sigma^{(i)}\right) \tag{160}
\end{equation*}
$$

$X \in \mathcal{B}_{n}$, and the claim follows.
Lemma 2. For any $X \in \mathcal{O}_{m}^{T}$ and any $Y \in \mathcal{O}_{n}$,

$$
\begin{equation*}
\|X \otimes Y\|_{W_{1}} \leq\|X\|_{W_{1}}\|Y\|_{1} \tag{161}
\end{equation*}
$$

Proof. Let $X^{(1)}, \ldots, X^{(m)} \in \mathcal{O}_{m}^{T}$ such that

$$
\begin{equation*}
\operatorname{Tr}_{i} X^{(i)}=0 \quad \forall i \in[m], \quad X=\sum_{i=1}^{m} X^{(i)} \tag{162}
\end{equation*}
$$

Since

$$
\begin{equation*}
X \otimes Y=\sum_{i=1}^{m} X^{(i)} \otimes Y \tag{163}
\end{equation*}
$$

we get

$$
\begin{equation*}
\|X \otimes Y\|_{W_{1}} \leq \frac{1}{2} \sum_{i=1}^{m}\left\|X^{(i)}\right\|_{1}\|Y\|_{1} \tag{164}
\end{equation*}
$$

and the claim follows.
Lemma 3. For any $X \in \mathcal{O}_{n}$,

$$
\begin{equation*}
\left\|X-\frac{\mathbb{I}_{d}}{d} \otimes \operatorname{Tr}_{1} X\right\|_{1} \leq 2 \frac{d^{2}-1}{d^{2}}\|X\|_{1} \tag{165}
\end{equation*}
$$

Proof. Let $U^{(1)}, \ldots, U^{\left(d^{2}\right)}$ be a set of unitary operators on $\mathbb{C}^{d}$ such that

$$
\begin{equation*}
U^{(1)}=\mathbb{I}_{d}, \quad \operatorname{Tr}\left[U^{(i) \dagger} U^{(j)}\right]=d \delta_{i j}, \quad i, j \in\left[d^{2}\right] \tag{166}
\end{equation*}
$$

Then,

$$
\begin{align*}
& \left\|X-\frac{\mathbb{I}_{d}}{d} \otimes \operatorname{Tr}_{1} X\right\|_{1} \\
& =\frac{1}{d^{2}} \|\left(d^{2}-1\right) X \\
& \quad-\sum_{i=2}^{d^{2}}\left(U^{(i)} \otimes \mathbb{I}_{d}^{\otimes(n-1)}\right) X\left(U^{(i)^{\dagger}} \otimes \mathbb{I}_{d}^{\otimes(n-1)}\right) \|_{1} \\
& \leq 2 \frac{d^{2}-1}{d^{2}}\|X\|_{1} \tag{167}
\end{align*}
$$

and the claim follows.
Lemma 4. Let $\gamma$ be a maximally entangled state of $\left(\mathbb{C}^{d}\right)^{\otimes 2}$. Then, for any even $n$,

$$
\begin{equation*}
\left\|\gamma^{\otimes \frac{n}{2}}-\frac{\mathbb{I}_{d}^{\otimes n}}{d^{n}}\right\|_{W_{1}}=\frac{n}{2} \frac{d^{2}-1}{d^{2}} \tag{168}
\end{equation*}
$$

Proof. From Proposition 4, it is sufficient to prove the claim for $n=2$. Since

$$
\begin{equation*}
\operatorname{Tr}_{1} \gamma=\frac{\mathbb{I}_{d}}{d} \tag{169}
\end{equation*}
$$

we have from (11)

$$
\begin{equation*}
\left\|\gamma-\frac{\mathbb{I}_{d}^{\otimes 2}}{d^{2}}\right\|_{W_{1}}=\frac{1}{2}\left\|\gamma-\frac{\mathbb{I}_{d}^{\otimes 2}}{d^{2}}\right\|_{1}=\frac{d^{2}-1}{d^{2}} \tag{170}
\end{equation*}
$$

and the claim follows.
Lemma 5. Let $\rho$ and $\sigma$ be quantum states of the Hilbert space $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ such that $\rho_{B}=\sigma_{B}$. Then,

$$
\begin{equation*}
|S(\rho)-S(\sigma)| \leq 2 \ln \operatorname{dim} \mathcal{H}_{A} \tag{171}
\end{equation*}
$$

Proof. We have

$$
\begin{align*}
|S(\rho)-S(\sigma)| & =\left|S\left(\rho_{B}\right)+S(A \mid B)_{\rho}-S\left(\sigma_{B}\right)-S(A \mid B)_{\sigma}\right| \\
& =\left|S(A \mid B)_{\rho}-S(A \mid B)_{\sigma}\right| \\
& \leq\left|S(A \mid B)_{\rho}\right|+\left|S(A \mid B)_{\sigma}\right| \leq 2 \ln \operatorname{dim} \mathcal{H}_{A} \tag{172}
\end{align*}
$$

and the claim follows.
Lemma 6. Let $p$ and $q$ be probability distributions on $[d]^{n}$ whose marginals over the first $n-1$ components coincide, i.e., such that $p\left(x_{1} \ldots x_{n-1}\right)=q\left(x_{1} \ldots x_{n-1}\right)$ for any $x_{1}, \ldots, x_{n-1} \in[d]$. Then,

$$
\begin{equation*}
W_{1}(p, q) \leq 1 \tag{173}
\end{equation*}
$$

Proof. We have for any $x \in[d]^{n}$

$$
\begin{align*}
p(x) & =p\left(x_{1} \ldots x_{n-1}\right) p\left(x_{n} \mid x_{1} \ldots x_{n-1}\right) \\
q(x) & =q\left(x_{1} \ldots x_{n-1}\right) q\left(x_{n} \mid x_{1} \ldots x_{n-1}\right) \\
& =p\left(x_{1} \ldots x_{n-1}\right) q\left(x_{n} \mid x_{1} \ldots x_{n-1}\right) \tag{174}
\end{align*}
$$

Since the $W_{1}$ distance is jointly convex, we have

$$
\begin{align*}
W_{1}(p, q) \leq & \sum_{x_{1}, \ldots, x_{n-1} \in[d]} p\left(x_{1} \ldots x_{n-1}\right) \\
& \quad \cdot W_{1}\left(p\left(\cdot \mid x_{1} \ldots x_{n-1}\right), q\left(\cdot \mid x_{1} \ldots x_{n-1}\right)\right) \\
\leq & 1 \tag{175}
\end{align*}
$$

and the claim follows.

## Appendix D <br> Proof of the $W_{1}$ continuity of the Shannon ENTROPY

Let $X, Y$ be random variables with values in $[d]^{n}$ whose joint probability distribution is the optimal coupling between $p$ and $q$. For any $i \in[n]$, let $p_{i}$ be the probability that $X_{i} \neq Y_{i}$, such that

$$
\begin{equation*}
W_{1}(p, q)=\sum_{i=1}^{n} p_{i} \tag{176}
\end{equation*}
$$

We have

$$
\begin{align*}
S(X)-S(Y) & \stackrel{(\text { a) }}{\leq} S(X Y)-S(Y)=S(X \mid Y) \\
& \stackrel{(\text { b) }}{\leq} \sum_{i=1}^{n} S\left(X_{i} \mid Y\right) \stackrel{(\text { c) }}{\leq} \sum_{i=1}^{n} S\left(X_{i} \mid Y_{i}\right) \\
& \stackrel{(\text { (d) }}{\leq} \sum_{i=1}^{n}\left(h_{2}\left(p_{i}\right)+p_{i} \ln (d-1)\right) \\
& \stackrel{\text { (e) }}{\leq} n h_{2}\left(\frac{1}{n} \sum_{i=1}^{n} p_{i}\right)+\ln (d-1) \sum_{i=1}^{n} p_{i} \\
& =n h_{2}\left(\frac{W_{1}(p, q)}{n}\right)+W_{1}(p, q) \ln (d-1), \tag{177}
\end{align*}
$$

where (a) follows from the monotonicity of the Shannon entropy, (b) and (c) follow from the strong subadditivity of the Shannon entropy, (d) follows from Fano's inequality and (e) follows from Jensen's inequality applied to the concave function $h_{2}$. The claim follows.
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